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Synopsis

In recent years much effort has been undertaken to find thelpesoutes to fabricate the
nanostructured materials with tailorable functional gndigs. The control at the nano scale
during material synthesis process offers the possibilitgesigning high quality devices
with improved performances [1]. The complex structure fednogether by nanotechnol-
ogy and bioengineering provide the template for designsgful nanostructures through
the manipulation of DNA. DNA exhibit great flexibility and & shown potential as pre-
cisely controllable and programmable scaffolds for dasignfabricating, and organizing
functional nanomaterials [2, 3].

In the present thesis, the formation of BiGZNO and Hg nanostructures and their in-
teractions with DNA have been investigated by utilizing aety of techniques. The oxide
(TiO2, ZnO) nanostructures display enormous potential for tipdiegtions in photo catal-
ysis [4], optical and electronic devices, magnetic reguydinedia and biosensors [5-7].
As these oxide nanostructures are being widely appliedMaraébioapplications, we have
also explored their interaction with DNA. Mercury (Hg) is arcinogenic element that
perturbs and influences DNA structure. This imparts a seramncern for understanding
the binding of Hg ion to DNA. The effect of interaction of DNAitlv Hg nanostructures,
fabricated within the DNA scaffolds has been investigateidHor understanding mercury
related toxic effects as well as for the development of nese for detection of Hg con-
tamination.

In the first part of this thesis, the results of investigasiem TiG nanostructures are

presented. These nanostructures have been created an@ysghl rutile TiQ surface by
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irradiating it with 3keV Ar" ions, from ECR source, with a fluence of 1.5%1@ns/cnf.
Studies have shown that such nanostructures are formed thee¢ompetition between the
curvature dependent ion sputtering which roughens thasaidnd smoothening through
various relaxation mechanisms [8]. Energetic ions indidena solid material can influ-
ence the different physical and chemical properties of thgenal which can be utilized
in research and technology in various ways [9]. Self orgashgtructures fabricated by ion
irradiation process become an attractive route to prodegelar arrays of nanostructures
on large areas in a single technological step. Several igabs like Atomic Force Mi-
croscopy (AFM), Field Emission Scanning Electron MicrgsedFESEM), X-ray Photo-
electron Spectroscopy (XPS), X-ray diffraction (XRD), @pt absorption (UV-Vis) spec-
troscopy and Photoluminescence (PL) have been utilizeddrfdllowing investigations.
The sputtering process on any bi-atomic surface is knowmdfepentially create vacancy
of the low mass ion. The ion beam patterned surfaces showrésemce of excess M
component as well as possess Ti rich zones which promotead¢agan of self assembled
nanostructures. The TiOnanostructures are about 50nm in size. On the, B@rface,
sputtering leads to the formation of oxygen vacancies, Wehtwo associated electrons
getting transferred to the empty 3d orbitals of the neighigpii atom and forming two
Ti3* sites [10]. The results show a nearly five times enhancemeaibsorbance of visi-
ble light, and about 5 times increase in luminescence framadh beam sputtered surface.
Along with this, about 0.1 eV narrowing of bandgap is alsoastasd for nanodot patterned
surfaces, in the absence of any dopant material. The asaiews that the formation
of crystalline rutile TiQ nanodots along with the development of Ti interstitials @it
complexes on the Tig§110) surface, after ion beam sputtering, are responsibléhese
significant modifications. The results suggest that thesedhat patterned rutile Ti@sur-
faces can be used as an effective photo catalysts [11, 12].

In order to study the modifications in the biocompatibilifyTaO, surfaces, after they
are patterned with nanodots, we have investigated theaictien of DNA with ion beam

modified surfaces. This has been studied as a function ofdtuéiwo fluences of & 10M°
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and 18 x 10'®ions/cnf have been utilized to create nanodots ons{I20) surfaces. AFM
and XPS studies have been utilized to characterize thecasrfaoth prior to and after
conjugation of nanodots with DNA. XPS studies display fotiova of Ti>t state for the
nanodots prior to its interaction with DNA. However aftee tadsorption of DNA, the i
state is charge compensated through the negative chartes@NA phosphate backbone.
The PSD, performed on the AFM images has been utilized tonagti the persistence
length,P, and the correlation length, related to the intermolecular separation. The results
show that botHP, and¢ are smallest on the DNA interacted virgin surface. Theiugal
gradually increases as the irradiation fluence is increaskd enhance® and¢ lengths,

for increasing fluences, suggest increase in biocompéibflithe TiO, surfaces.

In the next part of the thesis, we have investigated the foamaf ZnO nanostructures
and their interaction with DNA. ZnO films of 500 and 1000nm &/grown by Physical
Vapor Deposition (PVD) method on Si(100) by heating a migtof ZnO powder and
graphite at 900C in a system with a base pressure of 10~° mbar. The graphite serves
as the catalyst which can reduce the melting point of bulk po@der below 900C. The
films were characterised by AFM, XPS, PL, XRD, Magnetic Fdwieroscopy (MFM),
Magneto Optic Kerr Effect (MOKE) and Rutherford Back Scattg Spectrometry (RBS).
The films were found to be discontinuous and show nanostegtwith sizes of 90 and
270nm, respectively, for films of thickness 500 and 1000nrhesE nanostructures, in-
terestingly, show room temperature ferromagnetism evehdrabsence of any magnetic
doping. The MFM images display the presence of magnetic deweith long range or-
der of exchange interaction for the bigger nanostructuvage the smaller nanostructures
show very isolated magnetic domains. This is also confirnyatidd MOKE measurements,
which show lower coercivity for the bigger nanostructurése coercivity is found to be
520 and 230 Oe for the 90 and 270nm sized nanostructuregctesdy. The reduction of
the domain wall pinning effect produces smaller coercifaylarger nanostructures. PL
results indicate presence of excess oxygen vacanciesggeibnanostructures and show

emissions at 610nm and 630nm, representing the yellow ahadaeelengths, respectively.
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These emissions are attributed to the direct recombinatidhe photo generated charge
carriers generated at the oxygen vacancy sites to the \alzanud state of Zn sites [13].

Presence of excess Oxygen vacancies, for bigger ZnO naots#s, is also indicated by
XPS studies. Results indicate that excess oxygen vacaaesponsible for the long
range ferromagnetism observed in ZnO in the absence of agypetia doping at the room

temperature.

ZnO nanostructures have also been interacted with DNA aadnibdifications have
been investigated using the PSD, utilizing AFM images. Reshow extensive correla-
tion, at the nanoscale, between the ZnO nanodots afteritheraction with DNA.

In the last part of the thesis, the formation of mercury (Hghostructures within the
DNA scaffolds have been investigated. Techniques of XPSyYIAEcanning Tunneling
Microscopy (STM), Scanning Tunneling Spectroscopy(STi®) &ransmission Electron
Microscopy (TEM) have been utilized to investigate the agajtion of Hg nanostructures
with DNA. The mercuric nanoparticles (NPs) have been fabeid within the DNA scaffold
by utilizing the site specific interactions. The Hg NPs ardedded within the double helix
and exclusively interact with the nucleic acid bases of DMAaddition, protonation of the
amine group, promotes the formation of metal-base complsyeh as metal-purine (M-
Pu) and metal-purine-pyrimidine (M-Pu-Py). Stabilizatienergy estimates suggest that
guanine-cytosine (G-C) base pair sites are the likely ctatds in the formation of these
complexes. Formation of metal-base complexes as well astwifications in transport
(electrical) properties of DNA, after conjugation with Hgan be utilized as sensors of
mercury contamination and DNA assays [14, 15].

Thus in this thesis the formation of T¥OZnO and Hg nanostructures and their inter-
actions with DNA have been investigated. Self assembled m&Enostructures have been
created on rutile TiQ surfaces by ion beam patterning. Fabrication of crystlliiO,
nanodots also produce excessTcomponent and Ti rich zones and all these together

lead to modifications in bandgap, absorbance and PL emigésian nanodot patterned
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surfaces. Results of interaction of DNA with Ti@anostructures, on the ion beam pat-
terned surfaces, indicate that these surfaces becomey ligitlompatible after sputtering.
ZnO nanostructures, created through PVD method are sethicting in nature and in-
terestingly show room temperature ferromagnetism eveharabsence of any magnetic
doping. Results presented here suggest that oxygen vasaarei responsible for the room
temperature ferromagnetism observed in ZnO nanstructiesncreased correlation in
ZnO nanodots is observed after they are interacted with DHgfnanostructures have been
fabricated within the DNA strands through the interactidriHg salt with plasmid DNA.
Formation of two Hg metal-base complexes and modificatiartbeé transport properties

of metal conjugated DNA can be utilized as sensor for mercantamination.
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Chapter 1

Introduction

1.1 Introduction

For last few decades, nanostructured materials with &blerfunctional properties have
received immense attention due to their importance in foretdal science and very promi-
nentrole in numerous applications. Extensive efforts leen undertaken to achieve these
nanostructures, through variety of routes. Top down ordootiip approaches, with con-
trol at the nanoscale during material synthesis proce$s; thfe possibility of designing
devices with desirable characteristics and improved pedoces [1-3]. With nano-bio
interfaces, presenting exceptional properties and maiguarbehaviors, their understand-
ing becomes significant for fundamental studies as well d@serfield of biophysical and
biomedical research. In this direction, DNA biomolecul&s/@n important role and DNA
modified surfaces have received considerable attentidmeifiéld of bio-nanotechnology
due to their importance in the development of several bsisgrand diagnostic tools such
as DNA microarrays. DNA also exhibits great flexibility anaMe shown potential as pre-
cisely controllable and programmable scaffolds for dasignfabricating, and organizing
functional nanomaterials [4, 5].

To date, two basic approaches for the fabrication of sengigotor nanostructures have

been pursued. In the top-down approach, techniques arefaselirect patterning of
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nanostructures, whereas the bottom-up approach reliesboicditing nanostructures using
smaller components e.g., atoms, molecules or their ckisg#lif-organization phenomena
open the way for the formation of a regular array of nanostmes on large areas in a
single technological process step. Self-organized serdiottor quantum dots have been
produced by the Stranski-Krastanow growth mode in moledudam epitaxy and metal-
organic vapor phase epitaxy, in which coherent island faomaccurs during the growth

of lattice-mismatched semiconductors [6].

Figure 1.1: Quantum dots on GaSb(100) have been fabricatetbimal incidence ion
sputtering using 420 eV Arion source (from Facsko et al. (1999)). Image is from %00

500 nnt area. Dots as small as 15 nm have been reported.

Physical vapor deposition technique utilizes the self vizgd bottom-up approach for
fabricating nanostructures with versatile propertiesttdPaing of surfaces by ion beams,
on the other hand, presents a controlled and cost effectdbad of production of well or-
dered self assembled nanostructures by top-down techrisgposmtaneous self-organization
processes have been used to create patterns with latdtakfea&zes as small as 15 nm, and

with a good short-range order [7] as shown in fig. 1.1. DNA racbnology exploits



Introduction 3

the self recognition properties of DNA to self assemble sémetures in a bottom-up ap-
proach.

Fabricating nanostructures of oxide materials are of gntatest because of their ver-
satile diversity of physical and chemical properties aatikthrough tuning the dimension
of the nanocrystals grown on single crystals and thin filmsrelcent years much effort
has been undertaken to find the possible routes to fabribateanostructured materials
with tailorable functional properties. The control at theno scale of material structure
during the synthesis process offers the possibility ofglgag high quality devices with
improved predefined performances. The nanosized Titamip Bnd Zinc Oxide (ZnO)
have gained importance because of their modified electamdcoptical properties which
have many applications in photocatalysis [8—10], phototedehemical cells [11-13], gas
and humidity sensors [14, 15]. Being wide band gap semicctods TiQ, and ZnO have
been widely studied for their superior properties in photauction and photocatalysis.
They also show compatibility in biological fields [16]. Thernormance of the materials
strongly depends on the modification of its electronic amdcstiral properties at the sur-
face and interface [17]. The controlled growth of the nagsi&lline TiG, and ZnO is thus
crucial for advanced electronic materials. Till today salgrowth techniques like gas
condensation, reactive magnetron sputtering [18], pulsser deposition [19-22], metal
organic chemical vapor deposition(MOCVD) [23, 24] haverbapplied to grow the Ti@
and ZnO nanocrystals. Different surrounding temperaturand thermal treatment process
however can remarkably change their physical propertie=2[).

DNA is a polyelectrolyte with a high density of negative ajes. It is gaining impor-
tance as a unique scaffold for templating nanostructurdshano wires. DNA, due to its
base sequences, offer specificity and thus is an attracisenably linker for bottom up
nanofabrication. The immobilization of deoxyribonuclawd (DNA) on a solid surface is
of interest in studies of molecular recognition biosen$ar, DNA-based bio-chip [28]
etc. The understanding of chemical and structural modi@inaif the DNA molecule, after

its interaction with the metal oxide surfaces and nanogesi[29, 30], is very crucial in



Introduction 4

tuning its properties for applications.

In the present thesis, the formation of BIZNO and Hg nanostructures and their in-
teractions with DNA have been investigated by utilizing aety of techniques. The oxide
(TiO2, ZnO) nanostructures display enormous potential for tipfiegtions in photo cataly-
sis [8], optical and electronic devices, magnetic recaydinedia and biosensors [16,31,32].
TiO2 nanostructures have been fabricated by utilizing the prdapproach, where sput-
tering by ion- irradiation leads to the formation self asbid nanostructures. ZnO nanos-
tructures through bottom-up approach, have been produggihysical vapor deposition
method. As the oxide nanostructures are being widely aghjptiseveral bio-applications,
we have also explored interaction of Hi@nd ZnO nanostructures with DNA. Mercury
(Hg) is a carcinogenic element that perturbs and influendé& Biructure. This imparts a
serious concern for understanding the binding of Hg ion tcADRhe effect of interaction
of DNA with Hg nanostructures, fabricated within the DNA #o#&ds has also been inves-
tigated here for understanding mercury related toxic &sfas well as for the development
of biosensor for detection of Hg contamination.

This chapter is organized in following order. In section, W2 discuss the basics of
ion-solid interaction. The sputtering process along with tormation of patterns by ion
beam sputtering and their theoretical aspects are distussection 1.3. The interaction

of nanostructures with DNA will be discussed in section 1.4.

1.2 Basics of lon-Solid Interaction

Energetic ions incident on a solid material can influencepthesical and chemical proper-
ties of the material which can be useful in research and tdolyg in various ways [33].
In its passage through the matter, an energetic ion caractteith the atomic electrons,
which is purely a coulombic interaction that results in atongo to anExcitedor lonized

state and eventually return to tgeoundstate.
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Figure 1.2: Basic materials modification processes (a)amtpkion; ( b ) damage; and (c)

sputtering (from ref. [52]).

The primary processes leading to material modificationaeldeam irradiation are shown
in fig. 1.2. As shown in fig. 1.2(a) ion implantation can leadHe build up of a concentra-

tion profile of foreign atoms within a solid, thus alteringetbomposition in the implanted
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zone. The spatial distribution of foreign atoms will dep@mdthe ion energy and the stop-
ping (nuclear and electronic) processes. In the fig. 1.Xll)wstrated, the “hard” nuclear

collisions can causes the displacement of the target atmmstheir regular lattice sites.

Even a single heavy ion can lead to the displacement of deess or even hundreds, of
lattice atoms within the volume surrounding the ion tragegt This is termed as collision

or displacement cascade. As a consequence, ion bombardaretreate considerable
structural damage to the material.

Figure 1.2(c) illustrates the phenomena which is termeti@Ssputtering”, where the
nuclear collision of ions can sometimes lead to the ejeatiosurface atoms from target.
This phenomenon of sputtering can cause surface erosiocesnalso sometimes produce
self assembly of nano structure on surfaces. The phenonadspuittering is predominant
at low (keV) energies whereas the lattice modification argbdayer implantations occur
at high (MeV) energies.

When energetic ions strike a surface the ions lose energwbyearly uncorrelated
basic energy transfer mechanisms. The energy depositicmsnonly described by the
“stopping power” [34]dE/dx which gives the energy transfer per path length of a particle
along its trajectory. The elastic collisions with the atomuclei, produce nuclear energy
loss & = (dE/dX)n) whereas, inelastic excitations and ionizations of theted@s pro-
duce electronic energy losSs(= (dE/dx)e) [34]. The total stopping power is the sum of
both Stopping Powers. The basic interaction process intheticases is Coulomb type, a
pure Coulomb potential for ion-electron interactions asgr@ened Coulomb potential for
nuclear interaction. However, the energy regions of theidance for these two processes
are different.

At ion energies of a few keVV/amu, where the ion velocity is miless than the Bohr
velocity of electrons, the interaction time between thggmiile and a nucleus is relatively
large. In this energy regime, nuclear energy loss is thegongaant mechanism. At higher
energies of about a few MeV/amu, where projectile velogtyomparable to the Bohr

velocity of electrons, inelastic electronic energy lossdmees the major slowing down
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process. The distinct regions of 8nd S dominance are shown in fig. 1.3 which shows
the variations of both the stopping powers of Argon (Ar) itraversing through Titanium
Dioxide (Ti

lon Range (nm)
10° 10" 16 10° 10" 10° 1010’

BB LR RN RN L LN LN RN LR R
300 jon: Ar l

g Target: TiO,,

< i -
Q Electronic Energy
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Figure 1.3: Variation of stopping power, nuclear energyI§sand electronic energy loss
S for Arions in TiO; target estimated using SRIM2012 simulation code [35].

1.3 Sputtering Process

Sputtering is the removal of near surface atoms from thestamgterial. A qualitative pic-
ture of the sputtering process is as follows: an incominggdenetrates into the bulk of
the material and undergoes a series of collisions with tbmaif the substrate. Some of
the atoms undergo secondary collisions, thereby gengratiather generation of recoiling
atoms. A vast majority of atoms will not gain enough energyetave their lattice posi-

tions permanently. However, some of them will be permageawetinoved from their sites.
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The atoms located in the close vicinity of the surface, whdah gain enough energy to
break their bonds, will be sputtered. Usually the numberpoittered atoms is orders of
magnitude smaller than the total number of atoms particigan the collision cascade.

An ion sputtering event is best described as a collisiongs®¢36] involving electronic
stopping and nuclear scattering. lon sputtering occurswvemeion colliding with one or
more target nuclei results in elastic scattering eventthdfenergy thus imparted to near
surface atoms is large enough to break atomic bonds, aterspattered. The sputtering

yield (S) is defined as the mean number of sputtered targetsgper incident ion:

S=0aNS,(E)/Es (1.1)

Here, N is the target atom densit§g is the binding energy of a surface atom amds

a material and geometry dependent parameter. The protf¢E) represents the energy
loss per unit length as the ion travels in the target. As tHaitien of sputtering yield
implies, the number of atoms removed are assumed propaltothe number of incident
particles while holding all other factors constant. Spirttg yield is strongly dependent
on the kinetic energy of the bombarding ion. The sputterimidyis very sensitive to the
surface binding energy and for real surfaces this changiksteroughness and stoichiom-
etry. When multi-component targets are bombarded with yhwéaws, various elemental
constituents may not be sputtered at the same rate. Pre&sputtering, of lighter atoms
compared to heavier atoms, can result in a surface composithich differs apprecia-
bly from the stoichiometric bulk composition [37, 38]. Howeg, it is quite difficult to
distinguish between preferential sputtering and othecgsses such as radiation induced
mass transport and segregation effects, all of which mayteaear-surface composition

changes during sputtering.
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1.3.1 Formation of Patterns by lon Beam Sputtering Technige

Self-organized structure formation on the nanoscale iedily ion-beam erosion, i.e. the
removal of target material by bombarding its surface withized particles, has recently
turned into a highly active research area of surface sciainitedeep connections to the
modern theory of nonequilibrium systems. Under some camditof uniform ion irradi-
ation of a solid surface, one can generate a spontaneousrspattern topography on the
solid surface. The patterned surface very often takes titme &b one-dimensional ripples
or two-dimensional arrays of dots. The periodicity of théga is understood to arise as a
result of a kinetic competition between the surface rougigeaffect of the ion beam and
the morphological relaxation. In the last few decades,iBg@mt amount of experimental
and theoretical works have been carried out on the ion stitediformation and relaxation
of self-organized topographic features on different sslidaces [39-54]. For example the
spontaneously self-organized dots and ripples, as small asn, have been successfully

formed on GaSb [55] and Sy42] surfaces as shown in fig. 1.4.

l.0um

Figure 1.4: Atomic force microscopéeight profile of (a) quantum dot structures created
on GaSb(100) sputtered in normal incidence with Asns of 500 eV energy (from [55])
and (b) ripple structure on SiG&puttered with 1 keV Xe ions incident at 55with respect

to the surface normal (from [42]).
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1.3.2 Theoretical Aspects of Pattern Formation via Sputteang Tech-
nique

All theories of pattern formation (created via ion sputigjioriginate from the quantitative
description of the process of ion sputtering through Sigd'sIf66] model demonstrating
the instability of a planar surface to uniform ion beam eynsiAccording to his model, as-
suming an amorphous target in infinite medium, the prolgwfian atom being dislodged
from the target surface is simply proportional to the totedrgy that reaches the atom from
nearby ion collision processes. In the elastic collisiagimee, at the energies of a few keV
where electronic stopping is not dominating, the deposteztgy can be approximated by

Gaussian distribution near its maximum.

Incident lon 2/

Figure 1.5: Schematic illustration of Sigmund’s model shmmythe contour of energy dis-
tributed by an incident energetic ion. The single ion peaatet the bulk of the material and
stops at poinP, spreading out all its kinetic energy to the neighboringssibllowing a
Gaussian form of transversal)(@and longitudinal §) widths. The energy released at point

P contributes to the erosion rate at the pdon the surface.

The effective process can be visualized in a way as shown ih.Bgwhere the ion beam
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approach to the solid surface is conveniently describedHsight functionz = h(x,y), in
the z direction. The energy distribution@,y,Z) due to an ion with kinetic energy is

given by:

. __E X=X+ (Y -y)? (Z-27
whereg is the total energy released by the ion after traversing thdefdengtha. Since we
are interested in the surface evolution, the energy reaatttée surface for = h(x,y) and
Z =h(X,y) —a, is therefore,

E(Xa y1Xl7y,) = (21-[)3&;20-“2.
! 2 _\\2 / A 2
o[ XYY S —aomen?) g

The integration of the equationl.3, gives the total powesiyg at the surfach(x,y). Thus
the velocity of a surface element due to the sputtering caexpeessed in a simple way,
wheren is a proportionality constant relating to the sputtering r@nd the power density,

andJ the flux of the incident ion;

VoY) =nd [ [ aXayE(eyx.y) (1.4)

In the above equation 1.4, the integrand is very much loedldue to its Gaussian nature
of distribution, however the integration is extended fag #ntire surface. in the present

coordinate system the velocity of the element (normal tastivéace) can be expressed as:

V= __ oot (1.5)

V1+|0h2

This equation describes the complete mathematical déseripf the surface topographic
evolution under the ion beam sputtering. From the aboverigi®n one observes that

(discussed in detail in ref. [57]) the evolution of the sadai.e., the effect of sputtering
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(sputtering yield) on a surface, is strongly dependant emtiture of the surface topogra-
phy. It has been shown that the topography of a surface caethohfluence the rate of
change of the sputtering erosion yield, and the rate of th&@n at any point on the surface

is proportional to the amount of energy deposited at thaitpm the surface.
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Figure 1.6: Schematic of lon energy deposition profile fay {(@) concave and (b) convex)

different surfaces. The energy deposite@as larger than a®’, sinceO’'A’ > OA

Figure 1.6, shows two ion bombarded ((a)concave and (b)esgrsurfaces. Following
the Eq. 1.3, the energy density deposite@dbr the ion penetrated & is larger than the
energy deposited &' due to the ion penetrated Af, sinceO'A’ > OA. Thus it implies
that the valleys are more quickly erosion prone than theixi@sd it amplifies the initial
differences in heights of the valleys and crests leadingeé@tesence of a negative surface
tension on the eroding surface. This different rates ofierogus create the surface in-

stability. To overcome this instability, Sigmund proposedalternative flattening process



Introduction 13

which plays in parallel to the above roughening process anadlyistabilizes the surface.
Based on the theory by Sigmund, Bradley and Harper (BH) [48Eproposed a linear
differential equation for the description of surface evimn after ion beam erosion. The

height modulatiorn(x,y,t) of the eroding surface is given by:

% = —Vo+Vv1?h—DO*h (1.6)

wherev, is the constant erosion velocity,is the effective negative surface tension and
the termD is related to various surface smoothening processes lacgudiffusion, etc.
The realistic solution of Eq. 1.6 predicts the exponentralgh of the surface with the
fluence, along with a characteristic wavelength which ipehdent of the fluence. But
in most of the cases after the sputtering very different sypiethe surface morphologies
are observed, which do not follow the above linear BH modeld@scribe the ion induced
pattern morphology of a semiconductor or amorphous méatsuidace, in 1995, Cuerno
and Barabasi (CB) [58] developed a model which maps veryyiioghe early time scale of
BH model, but the latter time scale dynamics is dominatechbynbnlinear term proposed
by Kuramoto-Tsuzuki [59]. Taking care of the nonlinear eftg the modified characteristic

equation describing the surface evolution is:

%: _v0+vD2h—DD4h+%(DDh)2+r] (1.7)

where the termm is the uncorrelated noise with zero mean, i.e.; the randemresulting
from the stochastic nature of the incident ions striking sheface. The tern%(DDh)2
accounts for the slope dependent erosion yield which eadntstabilizes the surface by
saturating the surface roughness with time. Depending emitin of the nonlinear term

the surface evolution may show kinetic roughening [60—62].
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1.3.3 Theoretical Aspects of Pattern Formation via PhysidaVapor

Deposition Technique

Physical Vapor Deposition (PVD) is one of the basic methadsreate nanostructures
and thin films. The PVD technique is based on vaporizatiocgss from a solid source
in the form of atoms or molecules. The process requires vaaanditions (at least 1¢
mbar) to prevent collisions of the vapor flux with gas molesus it is transported from the
source to the substrate. Typically, PVD processes are ospbsit films with thicknesses
in the range of a few nanometers to dozens of micrometersev@vthey can also be used
to form multilayer coatings, graded composition deposisy thick deposits and aligned
structures.

The termphysical vapor depositioariginally appeared in the 1966 book “Vapor Depo-
sition” by C. F. Powell, J. H. Oxley and J. M. Blocher Jr., batfar back as 1838, Michael
Faraday used PVD technique to deposit coatings). PVD isiatyaf vacuum deposition

methods namely:

» Cathodic Arc Depositionin which a high power electric arc discharged at the target
(source) material blasts away some into highly ionized vdapde deposited onto

the substrate.

» Electron beam physical vapor depositiolm which the material to be deposited is
heated to a high vapor pressure by electron bombardmenigh™kacuum and is

transported by diffusion to be deposited by condensaticiheisubstrate.

» Evaporative depositianin which the material to be deposited is heated to a high

vapor pressure by electrically resistive heating in “lov@tuum.

» Pulsed laser depositiorin which a high power laser ablates material from the target

into a vapor.

» Sputter depositianin which a glow plasma discharge (usually localized arotived
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“target” by a magnet) bombards the material sputtering saweey as a vapor for

subsequent deposition.

PVD processes are carried out under vacuum conditions. Tib&yprocess involved three

steps:

» Evaporation

In this process the source material atoms get heated an@rtdawgaseous state from
condensed solid or liquid state. According to Kieetic theory of gashe impingement
rates are proportional to the equilibrium vapor pressiieof the evaporant at. The

evaporation flux can be expressed (in unitrtvjlecule;écrr?seo as:

1 dNe P
Ae dt  /2ZrmksT

(1.8)

where,A¢ is the area of evaporatiomis the molecular weight, arkk is the Boltzmann

constant. Hence, the mass evaporation ratg/(dmnzse() of the evaporant, is:

1 dNe / m \?
= me G =P rer) -9

and the mass of the evaporated material is:

Me = /Ot/OAer dA. dt (1.10)

* Transportation

In this stage of transportation of the evaporated matewahfsource to the substrate, the
important entity is the directional distribution of evapot material along the substrate.
If directions are random, onlgAscos8/4qr? atoms are headed in the direction towards

the aread As (see fig. 1.7(a) ), where the volume of the possible atomgpesgaowards
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dAs, from the source of evaporant ardae is = vdtcosp dAe (Vv is the average velocity

of the atoms).

Hence the distribution of masdN/s) hitting the areal A (integrating over whole source

area and time), with the densipyis:

d_I\/IS_Mcose-coscp
dA, ¢ o2

(1.11)

Substrate

(a) (b)

Figure 1.7: Schematic of (a) directional distribution odperant source, and (b) Physical

thermal deposition on a flat substrate.

» Deposition onto substrate

In this phase, the evaporant is condensed onto a substratesidering a flat substrate,
perpendicular to the source as shown in fig. 1.7(b), we haedhditionsp = @, cosB =
cosp= h/r,andr = \/h2+12; The local thickness of the evaporant deposition can be

expressed as:

1 dMS_} MeCOSO - COSP

ST T

(1.12)




Introduction 17

where,dg = 1 Me

5 gt is the maximum film thickness. Hence,

d N

|

— = |1+ - 1.13
do [ i <h) ] (49
This shows the film deposited on a substrate will have a simakihess non-uniformity.

As for example, a 3inch diameter wafer suspended 18 incleegdbe source the /dg =

0.986, or a non-uniformity of 1.4 %.

Depending on eq. 1.12, deposition on the substrate candehd formation of discontinu-
ous/continuous films. Early stage of this growth can alsoatestrate formation of variety
of nanostructures pattern on the substrate. The substyatalinity can also influence the

size and shape of the nanostructures.

1.4 Interaction of Nanostructures with DNA

Nano-bio interfaces are getting importance due to thesatde and vivid application pos-
sibilities in many disciplines. The metal oxides are em@ggas important materials be-
cause of their versatile properties such as high-temperatuperconductivity, ferroelec-
tricity, ferromagnetism, piezoelectricity and semicociikity. The appropriate mixing of
these properties along with the biological species wilkthafinitely become blueprints to
control many unsolved mysteries. The emerging sensor téay based on nanostruc-
ture and nanoparticle composites with chemical and biokignolecules is expected to
be extremely beneficial for bio-applications. For examfie, recent study by Paunesku
et al. [63] has shown that the bio-nanocomposites formeuoh fliay ( ~ 4.5 nm) TiQ
nanoparticles with oligonucleotide DNA can be used as nelfto gene therapy where
the TiO, nanoparticles not only retain the intrinsic photocatalptioperty and the oligonu-

cleotide DNA retains its bioactivity, but the compositesaapossess the chemically and
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biologically unique new property of a light-inducible nam acid endonuclease. The re-
cent advances in the hybrid nanotechnology mainly focusitds/ithe cellular imaging or
DNA microarray developments [64—67] involving nucleicdsiwhich are predominantly
linked with sequence-specific nucleic acid interactiortge Thionin incorporated bilayer

of DNA/nano-TiO; film modified nanocomposite electrode surfaces have bedred@s

a biosensor for the detection o8, [68]. Recently it has been found that the biological
effect of ultrafine TiQ was different from that of fine Ti®[69].

TiO2 is extensively used in bioimplants due to its anticorrossbaracteristics. Bio-
logical species have been known to interact mainly with theeiamost atomic layers of
the implant surface [70]. Also their interaction are mokely mediated at the molecular
level by a combination of specific molecule-surface inteoas. The surface properties of
the implant, specifically the surface chemistry, topogyapbughness and wettability can
affect the type, and quantity of conformation of the biot@jimolecule. Metal oxides are
strong adsorbants of organic compounds and show exteméeractions [71]. Thus, con-
trolling the chemical and physical properties of the mesadie surfaces is very important
for bio- applications.

ZnO semiconductor nanostructures have displayed uniggi@iseful properties in the
field of nano-biotechnology. They have demonstrated eiwegit behavior as biosens-
ing devices [72, 73]. The material receives extra attentioe to its wide band gap and
large exciton energy along with the possibilities of beialgrfcated in a variety of different
nanostructures like; nanowires, nanotubes, nanorodgyifdons, nanoneedles, nanoca-
bles, etc. [74]. The electrochemical behavior of hemogi@pitrapped in Nafion/nano-ZnO
film on the surface of an ionic liquid-modified carbon pasec#bde was investigated by
Sun et al. [75]. Liu et al. [76] have fabricated carbon- dated ZnO nanowire arrays
which can be used to monitor the direct electrochemistryaatés biosensor for different
enzymes like; glucose oxidase, horseradish peroxidasesdine group has also succeeded
to form an amperometric glucose biosensor based on align€dnanorod films [77].

In a pioneering work, Alivisatos et al [78] in 1996, showedttkhe DNA molecules
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can be successfully used either to organize nanopartitlesirrays via base pairing or as
linear templates for the fabrication of metallic or semidocting nanowires. Similar kind

of interesting controllable template was designed by @o#t al. in the same year [79] and
they were able to dictate the overall structure of an assewibihdividual nanoparticles

with the control on the size and shape of a polynucleotidee @frthe major advantages
regarding DNA-assisted nanofabrication is the availgbdf various well-developed tech-
nigues concerning the synthesis, manipulation, asserabtystructural tailoring of these
DNA molecules. Thus, excellent control of the nanostruegwlerived from precursory
DNA scaffolds is expectable. The DNA templated fabricationld be performed not only

in solutions but also on surfaces.

The organization of this thesis is as following. Chapter &dsses the various ex-
perimental techniques that have been utilized in this shelsi chapter 3 we discuss the
fabrication of nanostructures on TiGurfaces by ion irradiation method. The surface mor-
phology and optical absorption properties of the patteswataces have also been inves-
tigated. The interaction of DNA with the ion irradiated arghodot patterned surfaces of
TiO, are discussed in chapter 4. The investigations of the madificin surface morphol-
ogy, persistence length of DNA and its correlation length also be reported. Chapter
5 discusses the growth of ZnO nanostructures by Physican@eposition method. The
chapter also reports on the magnetic studies carried outesetnanostructures. The in-
teraction of DNA with the nanostructures will also be dis®& In chapter 6 we discuss
the conjugation properties of Hg nanostructures with DNIAisTthapter also demonstrates

that DNA can act as ainy sensoiof mercury. The conclusions are presented in Chapter 7.
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Chapter 2

Experimental Techniques

2.1 Introduction

The present thesis explores the formation of Ji@nO, and Hg nanostructures and their
interaction with DNA. The nanostructures have been fateitdy a variety of methods
and have been investigated using techniques like X-raydelettron Spectroscopy (XPS),
Atomic Force Microscopy (AFM), Ultra Violate - Visible Speoscopy (UV-Vis) etc. The
techniques of ion irradiation through Electron CyclotromsBnance (ECR) source as well
as a Low energy lon source, in UHV, have been utilized to eregtstalline nanostructures
on single crystals of TiQ ZnO nanostructures, here, have been produced througicBhys
Vapor Deposition (PVD) technique. The mercury (Hg) nanastires have been fabricated
within the DNA double strand through the conjugation of thg $dlt with plasmid DNA.
The interaction of TiQ and ZnO nanostructures with DNA have also been investigated
here.

In section 2.2, we will discuss the experimental techniqekded to lon irradiation and
Physical Vapor Deposition. Section 2.3 discusses the wamharacterization techniques
utilized in this thesis. Structures of T¥0ZnO, Mercury (Hg), and DNA are discussed in

section 2.4.

27
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2.2 lon Irradiation Techniques:

2.2.1 lonirradiation with ECR source

The low energy keV ion irradiation of Ti§Y110) samples was performed using an Electron
Cyclotron Resonance (ECR) ion source at NIMS, Tsukuba,nlaphis is also called the
hot-plasmdon source. The ultra high vacuum (UHV) ECR dry etching sys(€himadzu
system, type SLEC-050S) was used for creating patterns Og (lil0) surfaces. The
schematic diagram of the sputtering setup is shown in fig[H.1 The system consists

of an ECR plasma section and an etching section separatedobgrids and a load-lock

section.
Sample Holder Etching Section
[><| \ @ lon Current li
Ci2 ?azt».___—:'r_ :E \ /
np e Load Lock
Plasma Section I = Section Il ]]
L 71T I
+
XDy
{} To ~ To Turbomolecular

Microwave Input Cryopump | Pump

Vex

i

Figure 2.1: Operation and Schematic illustration of the E@QRsource set up (from Ref.

[1])

In principle, when electrons move in a magnetic fidd)l {hey gyrate around the mag-
netic field lines due to the Lorentz force. The gyration frexey is called the cyclotron

frequencywgyc. If simultaneously an external microwave radiation of taemse frequency
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(n¢) propagates into such a region, the electrons are resgraantitlerated or decelerated
depending on the phase of their transversal velocity compowith respect to the elec-
tric field vector. This needs to fulfill a condition called tekectron cyclotron resonance

condition which states:

e
—-B (2.1)

Wt = Weyc =
where,e andm are the charge and mass of the electron, respectively. Hsengal elec-
trons are confined in a superposition of an axial magnetid iemponent (produced by
solenoids or permanent magnets) and the radial magnetiofiel multipole magnet. This
results in a so-callechinimum- B-structure [2] because the magnetic field has a minimum
in the middle of the structure and from there increases idigdctions. Thus, a closed sur-
face is created where the electron cyclotron resonancetamd fulfilled and electrons
passing through that surface can be accelerated resarfamttiiermore, a high mirror ratio
(the maximum field strength divided by the minimum field sg#m) of the magnetic field
results in long confinement time for the plasma electronseséhelectrons can pass the
resonance region very often and gain high energies, whiglzegplasma atoms and ions
into high charge states via successive single ionizationgss.

In general owing to their large mass, the ions in the plasmaodget accelerated, and
hence remain in thermal condition. Therefore they are nofised by the magnetic field
but by the space charge potential of the electrons. This etegeonfinement, however, is
not perfect and electrons can leave the plasma, for examg@gial direction. Since the
plasma tends to stay neutral, ions will effectively folldwetelectrons. By using a suitable
extraction geometry and by applying a high voltage, thess an be finally extracted
from the ion source. The fig. 2.2 shows the simulation of Aosn beam inside the ECR.
The accelerated beam quality is determined by the parasi@terextraction voltage and
geometry, intensity, magnetic field in the extraction regietc. After the extraction (at

+10kV), the beam widens up because of space charging. Howlavaly the beam is
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focused by using an additional ion-optical slit alignment.

Figure 2.2: Simulation of an argon ion beam

2.2.2 lonirradiation using Low Energy lon Source in UHV

The ion irradiation of TiQ(110) surfaces was also performed by using Ar ion source
(model EX03) from Thermo Scientific corporation. The detdischematics of the Ar ion
sputtering setup is given in fig. 2.3. The EX03 ion gun is actet® impact source which

is designed to be used with the inert gases. This sourcetalatgin a UHV system with

a vacuum of 10* Torr. The vacuum is achieved by utilizing the ion, turbo (itérlsec),

and rotary pumps.
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Figure 2.3: Schematic diagram of irradiation with"Aipn source.

The general function of the EX03 ion gun is to ionize gas atomise source region of
the ion gun, accelerate them and transfer these ions to tmglsaia the lens column. lons
are produced at a high positive potential and are accetethteugh the gun to produce a
beam of energy between 500eV - 3keV ions. Gas is fed direattythe source region at
a higher pressure relative to the surrounding system. Otigedfvo filaments within the
source region is heated to emit electrons. The electronacaederated in the source cage
to an energy called the electron energy. The electronsrgatbe source cage and collide
with gas atoms removing negatively charged electrons awilg the gas atoms positively
charged (IONS). The target current is adjustable in theedngm 1QAto 20 HA lons
produced in the source region are accelerated through atuepén the extractor lens
element by the positive potential. The beam is then shapedamused onto the sample

with control being given to the focus lens potential to varg tiameter of the ion beam.
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The beam current measures the number of ions striking tigettand is dependent on
the several factors, but essentially can be controlled bytlessure and emission current.
The emission current is the electron current flowing fromftlzenent to the source cage
and gives an indication of the number of electrons flowingulgh the ionization region.
The pressure determines the number of atoms within theataiz region. A schematic

presentation of the EXO03 ion gun system is shown in fig. 2.4.

/ Focus f Extractor Filament
/f Source
|_ / [

+
. Gas Flow
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Figure 2.4: Schematic diagram of EX03 ion gun.

Utilizing the above setup the TiPL10) single crystal surfaces were sputtered at an
angle of 15. The flux for the Ar ion source wasx110" ions/cnfsec. The beam size was

about 30mm in diameter.

2.2.3 Physical Vapor Deposition Technique

Physical Vapor Deposition (PVD) is a process to vaporizes®wmaterial at certain tem-

perature and condense the vapor phase source materiahtdtierdesired products like,
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thin films or nano scale objects. PVD can be induced usingrtakevaporation, sputter-
ing, cathodic arc discharge or laser ablation of the souaenal. Among all the synthesis
methods, thermal evaporation is the most popular methoausecof the low cost and easy
setup. The material to be evaporated, target, is usuallyagated by passing a high cur-
rent through a highly refractory metal containment streetie.g. a tungsten or graphite
“boat”). This method is also called resistive heating. Thielavater is circulated around
the chamber to control the temperature of the boat. The palygapor deposition has a
limitation. In general, it is limited to elements or simplencpounds whose vapor pres-
sure ranges from 1 to I8 Torr, in the temperature interval from 600 to 1200 Inside

the evaporation chamber, the mean free path of the vapagaegdpecies is (from kinetic

molecular theory):

B TRT n
= () 5 22

NI

whereR is the ideal gas constant, is the temperaturéyl is the mass of the evaporating
specie,p is the pressure inside the chamber, and the gas viscosity respectively. The
growth rate of the material (thin film) on the substrate for a typical distance between

substrate and target, in an evaporation chamber is ( see fig.2.5):

COSH - cosp

Al

(2.3)

where,0 andgare defined in fig. 2.5.
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Substrate

Target

Figure 2.5: Geometry of target and substrate during evéipara

The ZnO films were deposited using Hind Hivac made thermap@naor (model
12A4-D). This system consists of a thermal evaporator tisaswan electric resistance
heater to melt the material and raise the vapor pressure sefaluange. This is done
in High Vacuum so that the vapor can reach the substrate wiithioy scattering against
other gas-phase atoms in the chamber. The most importantesgent for thin film depo-
sition is that the mean free path of the deposited matemehstmust be greater than the
distance between the source and the substrate. The m§beei@rably in powder form) to
be deposited is placed in a Molybdenum boat. A large cursepassed through the boat
to heat it up so that the material gets melted and depositedeosubstrate. The system
has a cylindrical stainless steel vacuum chamber whichnsetted to the double stage
pumping system. Pirani and Penning gauges are used to rag¢hsuracuum level during
the deposition. A Quartz Crystal Microbalance is used tosueathe thickness of the
deposited thin films. The working principle of the Quartz &g} Microbalance is based

on the Piezoelectric effect. The resonance frequency allatgans is dependent on the
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mass of the film deposited onto it. The crystal can measurthibleness of film to nearly
a single atomic layer with relatively high accuracy. Theemmental setup of the Physical

Vapor Deposition system is shown in fig. 2.6.

Figure 2.6: The Physical Vapor Deposition system.

2.3 Characterization Techniques

2.3.1 X-ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscofyPS) is a spectroscopic technique which quantitatively
measures the elemental composition, empirical formulkayibal state and electronic state
of the compositional elements that exist in a material. Tihissalso abbreviated broadly
as theElectron Spectroscopy for Chemical Analyd&&SCA). XPS spectra are obtained by

irradiating a material with a beam of X-rays while simultansly measuring the kinetic
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energy and number of electrons that escape from the top 1 nonl®f the material being
analyzed. XPS requires ultra-high vacuum (UHV) conditions

During 1887, in a pioneering worldeinrich Rudolf Hertz first discovered the most
interesting light -matter phenomena tpkotoelectric effectvhich was successfully ex-
plained later in 1905 bplbert Einstein. After several significant improvemerksi Sieg-
bahn and his group in 1954 from Uppsala University (Sweden) dgyedl and recorded
the first high-energy-resolution XPS spectrum of the cldaadium chloride (NaCl) ma-
terial [3]. Later in 1969, Siegbahn and his collaboratorsdpiced the first commercial
monochromatic XPS instrument. In 1981, Siegbahn was rezedmwith the Nobel Prize
to acknowledge his extensive efforts to develop the XPSnigctes which has become a
useful comprehensive analytical tool in all scientific feeld general [4]. Now it is widely
used to measure the different physical and chemical entifi@ material, whether in iso-

lated or in composite form [5-10]. The key aspects of the XS a

The elemental composition of the surface (top 1-10 nm hgual

* Elements that contaminate a surface

» Empirical formula of pure materials

» Chemical or electronic state of each element in the topregf the surface

« Uniformity of elemental composition across the outer moptsurface (or line profiling

or mapping)

« Uniformity of elemental composition as a function of iorale etching (or depth profil-

ing)

XPS has some limitations also. While it can detect all elasaith an atomic number,
Z > 3 (lithium). It can not detect the Hydrogen (Z = 1) or Helium £22) because of
the short diameter of orbitals of these materials which cedhe emission probability to

almost zero. Also, the detection limits for most of the elatsare in the parts per thousand
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range. However in modern systems the detection limits caaplpeoached to a parts per
million (ppm) range, but again it requires special condaititike good concentration in the
top surface layers and/or very long collection times.

In an atom the electrons are distributed in specific enenggldeand they have specific
binding energies. When energetic X-rays strike the sampface, the energy of the X-ray

photon may gets completely absorbed by a core valance @teofrthe atom inside the

sample (fig. 2.7).

Photoelectron (Ek)
- X-ray (hv)

Vacuum Level

Fermi Level

% —9—0—0—
2s ‘

1s \_/
Figure 2.7: Schematic of core level X-ray photoelectronssmn process
Now if the energy of the incident X-ray photon is higher thhe binding energy of the

electron of the atom, the electron can escape from the sasupfece. The photoelectron

gets emitted out with a kinetic energyif). The binding energyHg) of this phototelectron
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can be evaluated by:

Eg = hv — Ex — (DS (2-4)

where, hv is the incident X-ray photon energkk is the kinetic energy of the emitted
photoelectron (see fig. 2.8) , adgs is the spectrometer work function. In fig. 2.8(b), the
final energy of the emitted electron is dependant only on peetsometer work function,
since the spectrometer and the sample Fermi surfaces dre sdine energy level during

the measurement.

EK=hV'EB'¢'

(a) (b) (@ - D)
Hemispherical =hv - Eg - ®g
Electron Analyzer E.=hv-Eg-® e Vacuum level
Vacuum level
s

Same level Fermi level

Fermi level

Spectrometer

Sample ﬁ Electron multiplier

Grounded | detector Core level
— Sample

Figure 2.8: (a) The incident X-ray —surface interactionduees photoelectron, and (b) the

typical schematic to evaluate tBénding energy, E of the electron inside the atom

X-ray photons can penetrate up to few micrometer below tfase. However, the inelastic
scattering of the electrons in deep results in the backgrourne sharp XPS peaks are
produced by photoelectron emitted by elastic scatteriognfthe top £10nm) surface.
This makes XPS a very surface sensitive characterizatamtgue. The intensity of the
emitted photoelectrons from an element is strongly depanale the density of atoms of
that specific element inside the material. Hence XPS teciensan be utilized to quantify

the chemical composition of the material. In a typical expent for an element, if the
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peak intensity after the background removal, is found td e atomic concentration of

the elementC; can be evaluated as:
C=-3_ (2.5)

where the tern§ is the atomic sensitivity factor, for the elemd:nandX is the summation
|

over all elements.

r==-ADC |- - - 1 COMPUTER

CLAM4

HEMISPHERICAL MIRROR
ANALYSER

£
S
%gg,, RESIDUAL GAS ~ Ar ION GUN

X-RAY SOURCE W S ANALYSER

FEAL TRANSEER ARM

WOBBLE
STICK

TURBO

—— ROTARY

Figure 2.9: The schematic of the XPS setup in our laboratory

In the present thesis, the XPS experiments were done usiii@ mi¢rotec system (the
schematic of the system setup is shown in fig. 2.9). The basspre of the main chamber
is maintained at X 10~ 1% Torr. The load lock chamber, as shown in the fig. 2.9, is equipped
with an Ar ion gun. The XPS system is equipped with twin Mg-Abdes, a hemispherical
analyzer, and a channeltron unit. The dual anodes genecatenonochromati-ray

emissions of energies 1253.6eV for MgKand 1486.6 eV for the Al-K lines. Analyzer
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was operated with the pass energy of 200 eV for the large gsoans of +1000eV, and
20eV for the higher resolution scans. The instrumentaluésn of the setup is 0.9eV. The
data were acquired at a 3@ngle between the sample normal and the analyzer axis. The
background (Shirley/Linear) was removed from the data twds$ referenced with respect

to the binding energy of the adventitious Carld@peak, positioned at 284.6 eV. The final
spectra were fitted using the VGX-900 software to get theibopénergy positions of the

elements.

2.3.2 Transmission Electron Microscopy (TEM)

Transmission Electron Microscopy (TEM) is a microscopyhteaque, where a high energy
beam of electrons is transmitted through an ultra thin speni interacting with the spec-
imen as it pass through it. It is the most versatile instrunagailable for the examination
and analysis of nanomaterials. TEM allows the observatiaheaalysis of materials down
to nanometer scale. In the present work high resolutiorsitréssion electron microscopy
(HRTEM) with Resolution (i) Point to Point : 0.19 nm, and (uttice : 0.14 nm (make
from JEOL, Model:2010 (UHR version with URP 22 Polepiecgégrating at 200keV was
used. The system is equipped with an electron gun “LaB6” @stsd with the vacuum
Pumps of rotary, diffusion and lon. The standard procedwas followed to prepare the
samples. The liquid nitrogen was used for imaging the DNA@am The tilt angles is
restricted to 18C maximum. Two stages (1) Double tilt Cryo stage gddoled) GATAN-
636, and (2) Single tilt Hot stage (up to 100) GATAN-628 UHR can be used for the
characterization. The recording is done through convaeatiilm camera, GATAN TV
camera-622, and GATAN CCD Camera-832(Kk). The data/images are acquired with
(i) DT3152 image grabber card, and (ii) Digital Micrograph.
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2.3.3 Field Emission Scanning Electron Microscope(FESEM)

A Field Emission Scanning Electron Microscope(FESEM) ¢sissa gun with a field-
emission cathode, which provides narrower probing beanhewatis well as high elec-
tron energy, resulting in both improved spatial resoluaml minimized sample charging
and damage. In the present work an FESEM system (model S-A8&@ufacturer: Hi-
tachi High-Technologies Corporation) with various resiolns of 1.0nm at 15kV (normal
mode), 1.4nm at 1.0kV (retarding mode), and 2.0nm at 1.0ld/nj@l mode) was used.
The electron beam gun is of ZrO/W field emission type withdrasion voltage of 0.5 to
30kV in normal mode, and 0.1 to 2.0kV in retarding mode. Thetay offer the magnifi-
cations from 20 to 800,000 range, with the sample stage mganea: X: 0to 110mm, Y: 0
to 110mm, and Z: 1.5 to 40mm. It can handle samples with maxirsize of 6”. The stage
can rotate up to 360and tilt from -5 to 70°. Both secondary electron and backscattering
electron detectors are available for imaging. It featuresreage capture system for digital

storage of images and image files can be transferred thrcetglork or USB drive.

2.3.4 Scanning Probe Microscopy (SPM)

Scanning Probe Microscopy (SPM) [11] is a family of micrgsgtechniques for studying
surface structure, where a physical probe scans a surfdageserate a 2 or 3 dimensional
image of the surface with very high resolution. In the prscesgenerating the surface
topography, a probe mechanically moves over the surfacengakraster scan line by
line, and records the probe-surface interactions as aiumof position. The different
types of probe-surface interaction (tunneling currentgriatomic force, magnetic force,
electric force, frictional force) lead to different modelstbe microscopy. In the early
1980’s two IBM scientists, G. Binnig and H. Rohrer [12, 133vedloped the first technique
for studying surface structure by probing the surface tlingecurrent which led to the
technique of Scanning Tunneling Microscopy (STM). Itisdxhen a quantum mechaniccal

phenomena, where the electron go “right through” the bafpetential gap), a process
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known as tunneling. When an electrical voltagés applied between surface and the tip,
this electron tunneling results in a net electrical curréme “tunneling currentl. This
current depends on the tip to surface distaxcen the voltage/, and on the height of
the potential barrier (work functiordp, which can be evaluated approximately using the

guantum mechanics:

I(x) = A~eV~exp<— (2.6)

\/WX>
h
wherem ande are the mass and charge of the electron respectidelg.the height of the
barrier and is actually some mixture of the work functionshef tip and sample.

G. Binnig and H. Rohrer achieved the sub-atomic resolutiothe surface imaging
by using the STM technique, and for this pioneering contrdry they were awarded the
Nobel prize in 1986. This invention was quickly followed thetdevelopment of a whole
family of related techniques which, together with STM, al&ssified as Scanning Probe
Microscopy (SPM).

An important feature of STM is the possibility to perform Soang Tunnelling Spec-
troscopy (STS). To this end, the tunnelling current is messas a function of gap voltage
at a fixed tip positiorx. The feedback loop is opened to keep the tip at a constaandest
and the bias is ramped stepwise in the range of interest. Fdm@aging time within one
step influences the energy resolution of the spectrum. Sspleaial curvel (V), contains
information about the local electronic structure of the plan

The most important extension of the STM technique is the Atdforce Microscopy
( AFM ), invented by G. Binnig, C. Quate, and C. Gerber [14].eTéssential feature of
this technique lies in the fact that it can image the surfapegraphy even of a non-metal
surfaces in the ambient environment, while for the STM templma the surface needs to be
conductive in nature. In atomic force microscopy, a tip ntedron a cantilever is scanned
over the surface. The topographic variations on the sudaealetected due to the force

acting between the atoms of the tip and the surface. Thegarficurvature of the tip
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is usually between 1050nm. A tip is typically made of silicon or silicon nitridend is
attached to a 106200um long cantilever. The silicon nitride tips are more flexiatel less
stiff than the silicon tips, which make them perfect for amttmode AFM imaging. The

silicon tips are best suitable for the tapping mode AFM imggi
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SPM tip
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Tip holder
. X-Y head Translator
Sample I Retaining springs
Scanner g spring

Coarse adjustment

screws Scanner support ring

Motor controling

Mode selector switch

switch

Photo detector
signal display 1
! Base

Photo detector
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Signal sum display
Figure 2.10: Multimode SPM in our laboratory

The main parts of AFM consists of Head, Scanner, and BaselaSkeand photo diode are

attached in the head. Tip holder is mounted to the head. Hutrehics adjustments are
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displayed in the base. The sample is attached on piezdel&einslators (PZT) (made of
Lead Zirconium Titanate compound) and is scannexl yndirections under the AFM tip.

During the scan a feedback loop is used to maintain eithenatant deflection (contact
mode) or oscillatory amplitude (tapping mode) of the cangl. A laser is focused onto
the tip and is reflected back to a position-sensitive phatiector. The force between the
tip and the surface changes according to the sample togograpulting in a varying de-

flection of the cantilever. This is imaged by the deflectiotheflaser light. fig. 2.11 shows

a schematic of the scheme used to image the surface topggrapiy AFM.

Photo Detector Laser Source

Cantilever

Figure 2.11: The schematic representation of the AFM ojmarat

There are several types of forces acting between the atothe @fp and the surface.
Repulsive and Long range (Van der Waals (VdW) type) attvadimteractions are most

prominent. Other interactions like capillary, electrdéistamagnetic, polarization forces
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etc. are significantly dominant at long separations. In fifj22he tip-sample interaction
force is represented through foredistance curve. Interatomic Lennard-Jones fd¥¢e)

can be expressed as:

A B

where,A B are constant parameters, anid the separation between tip and the sample.

A
Force || repulsive force
intermittent— ‘I’T
contact >
Distance
contact (tip—to—sample seperation)
’

U

attractive force

Figure 2.12: The graphical construction of an AFM forcepthsement curve.

During contact with the sample, the probe predominatelyegrpces repulsive forces
(contact mode). As the tip moves further away from the serthe attractive forces are
dominant (non-contact mode). Out of these two, varying Isye interatomic force can
offer very high resolution imaging of surfaces. Long rantfeaative forces pull the tip
towards the sample surface and give rise to an increase ind¢herepulsive force which
disturbs the motion of the tip and generates noise in theeém@gus it is important to min-

imize those long range forces in order to achieve very lowlsaype forces (nano-Newton
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and less) in the contact area between tip and the sample.isTéspecially important for
imaging of soft materials, which can be deformed or desti@gsily by the load of the tip.
With this nature of the interactions between the atoms ofithand the surface, there

are three modes of operation used in AFM. They are describlesvb

I. Contact mode operation :

In the contact mode, the tip makes soft “physical contacthwhe sample surface. The
deflection of the cantileverdt” is linearly proportional to the force acting on the tiB)(
and maintains the Hook’s law, = —k dor, wherek is the spring constant of the cantilever.
The system can be operated under constant height mode dacbfece mode. In the
constant height mode the height of the tip is fixed. The ty@eparation between the tip
and the sample is 0.5 nm. In the constant force mode the deflection of the eueatilis
fixed and the motion of the scannerzidirection is recorded. Since the tip traces across the
surface gently, the constant force mode guides the caetitevbend to accommodate the
changes in the topography of the surface. Thus, contact m@igtable for hard materials
and not for soft materials, where the surface is very fragillee tips mainly used for this

mode are silicon nitride probes.

ii. Non-Contact mode operation :

In the non-contact mode of operation, the probe operatesdrattractive force regime
and the tip-sample interaction is minimized at a separation-d0 to 100 A. The use of
non-contact mode allows scanning the surface without intung) the shape of the sample
by the tip-sample forces. The suitable cantilever for thigllof mode is the one having
high spring constant of 20-100 N/m so that it does not stidkésample surface at small

amplitudes. The tips mainly used for this mode are silicabps.
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lii. Tapping mode operation :

The tapping mode of operation is the intermittent contaatiendlere in general a 0.5 to 2
nm of probe to surface separation is maintain. In this modedmtilever tip is stimulated to
vibrate near its resonance frequensy300kHz). When the tip approaches to the surface,
the vibration amplitude, the resonant frequency and theselwd the cantilever change
due to the interaction force between the atoms of surfacettandip. Then, instead of
scanning the sample at constant deflection, the surfacamned at constant reduction of
the oscillation amplitude and hence the tip does not renmamechanical contact with the
surface during the scan. The amplitude used for the feeddmadkhe vertical adjustments
of the piezoscanner are recorded as a height image.

The information on phase modifications is present in phasgén In the context of
Magnetic Force Microscopy, a magnetic tip is utilized. Timaging is performed in tapping

mode and the phase image provides the information regatidengmagnetic domains.

Resolution of the AFM:

The resolution of the AFM mainly depends on the sharpnedsadtip which can currently
be manufactured with an end radius of a few nanometers. A @dosugh high resolution
image can show that any AFM tip is rounded off. Hence the “eatius” of the tip is a
vital parameter for getting a good resolution in the AFM expents. In combination with
tip-sample interaction effects, this end radius geneialyts the resolution of AFM. In
ideal conditions, on a freshly cleaved mica surface the AEhkipable to offer better than

3 A'in lateral resolution and of 0.1 A resolution in height ree@ement.
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Figure 2.13: Dependency of AFM resolution on tip dimension

The dependency of the resolution of the tip is illustratefign2.13. If we consider the
tip as a sphere of radilR to roll over a particle of radiud /2 on the surface, and if the
interaction decay lengtk << R, the tip geometry determines the resolution; in the most
simple approximation the width of the resultant image of plaeticle scanned by the tip

can be expressed as:

W =,/8d <R+ %) (2.8)

The practical resolution, however, is also determined ystimsitivity of the height detec-

tor, i.e., the noise level.

Analysis of Power Spectral Density through AFM:

The Power Spectral Density (PSD) is the square norm of theérdvansform of the AFM
image taken on the surface, and it contains the informatidimeospatial distribution of the
fluctuations over the surface across the multiple lengtkescdt basically represents the
contribution of each spatial frequency to the topographthefsurface. For an isotropic

surface, one-dimensional PSD data is obtained by averéigengourier transformed AFM
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images taken in the fast scan direction (in our experimeitsis). For each scan length
L, the spatial frequencies range betwdgh and the Nyquist frequendy /2L, where the
image is scanned &t pixels. The mathematical form of the 1D-iso PSD can be retes!

in the following expression:

PSD(V) = %’/Odeh(x)eiZ“"x ’ (2.9)

Herev is the spatial frequency is the fast axis direction, arta(x) is the apparent topo-
logical height with respect to the mean heighh > = 0. The corresponding spatial wave

vector to the spatial frequency can be written in the faxrs; 2nv.
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Figure 2.14: One dimensional isotroffSDpresentation for fast axis scan.
A typical example of a PSD plot is shown in fig. 2.14. The PSadaplotted against

the spatial frequency. The PSD plot exhibits typical features consisting of agdatat

the low spatial frequencies and a decaying slope at highespaquencies. The inherent
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features of the PSD can be extracted by usindtheorrelation model [15], which can be

expressed as:

A
(1+ BZVZ)(C+1)/2

PSDV) = (2.10)

where,A B,C are the function parameterd\ is the magnitude at low spatial frequency,
which is related to the height of the rough surface [Ebtelates the mean grain size, and
C is the slope at high special frequencies, which providermégion about correlations in
the system.

In the present thesis, the surface topographies have beeired using a multimode
AFM (fig. 2.10) with nanoscope llla and V controllers from R& Instrument ( Bruker).
All the images reported here were acquired in tapping motiesainstant force mode. The

Nanoscope software was used to analyze the images.

2.3.5 UV-VIS Spectroscopy :

In a molecule, the atoms overlap their atomic orbitals tafftiie molecular orbitals. These
orbitals are occupied by the electrons of different eneegels. Upon the interaction with
the external energy source, the ground state moleculatatgtsan be excited to anti-
bonding molecular orbitals. The electrons in the molecale lbe of one of three types:
namelyo ( in single bond),t ( in multiple-bond), or in non-bonding{ caused by lone

pairs). These electrons when imparted with external engogyce can get excited from
the highest occupied molecular orbitdHOMO) to thelowest unoccupied molecular or-
bital (LUMO) and the resulting species is known as éxeited or anti-bondingtate. The

characteristic features of these electrons can be sumenaelaw ( see fig. 2.15):

* 0 bond electrons: These type of electrons are the ground Biatest energy level elec-
trons and are the most stable electrons. They require a lenefyy to be displaced to
the higher energy levels. As a result these electrons génatzsorb light in the lower

wavelengths of the ultraviolet light and these transitiaresrare.
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» 1t bond electrons: These type of electrons are already in highergy levels of the
ground state. They are relatively unstable and can be exoi@e easily and would
require less energy for excitation. They would thereforgoab energy in the ultraviolet

and visible light radiations.

* n or non—bonding These electrons are generally electrons belonging to pairs of
atoms. They are of higher energy levels the@lectrons and can be excited by both the

ultraviolet and visible light as well.
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Figure 2.15: Different energy levels in a molecule and tpessible transitions

The word “spectroscopy” is used as a collective term fortadl analytical techniques
based on the interaction of light and matter. “Spectropmetoy” is a one of the branches
of spectroscopy for the absorption of light by ions or molesuwhich are either in gas
or vapor state or the dissolved molecules/ions. Ultraviahel visible (UV-Vis) absorption
spectroscopy is the measurement of the attenuation of a bEaght after it passes through
a sample or after reflection from a sample surface. In spglcttometry, the absorption

property of the different substances is measured withinatireelength ranges from 190
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nm to 900 nm. Thevisible spectroscopig restricted to the wavelength range of the elec-
tromagnetic radiation (easily detectable by the human, eyl@rh is above 360 nm and the
ultraviolet spectroscopig used for the shorter wavelengths. Absorption of the sdetag-
netic radiation in the ultraviolate range by a substanceimarily caused by the electronic
excitation i.e. the transition to a higher energy level frima lower binding level of the
bonding and non-bonding electrons of the ions or molecudegraphical presentation of
absorbance against the wavelength gives the absorptiatrgpeof the substance. How-
ever, it is interesting to note, that the measured spectswantinuous, which is due to the
fact that the different vibration and rotation states of thaelecules make the absorption
band wider.

Absorption spectra is used for both qualitative and quaiiig investigations of the
substance electronic property. The wavelength at the maxiof the absorption will give
information about the structure of the molecule or ion areldgktent of the absorption is
proportional with the amount of the species absorbing thletli The proposition of the

absorption of the radiation by a medium is defined by two laws;

(a) Lambert’s law: which states that the proportion of incident light absdrbg a transpar-
ent medium is independent of the intensity of the light (jded that there is no other
physical or chemical change to the medium). Hence, suaeslssiers of equal thickness

will transmit an equal proportion of the incident energy.

(b) Beer's Law: which states, the absorption of light is directly propamal to both the
concentration of the absorbing medium and the thicknesseiredium in the light

path.

Therefore, the quantitative measurements of the absarfyoa medium can be com-
binedly expressed in the form, popularly known as the “Besmbert Law” ( which also
known as “Lambert-Beer-Bouguer Law”) [18-20]. This expesthe linear relationship

between absorbance and concentration of an absorbingespeci
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From the above, combinedly th8éer-Lambertlaw can be expressed as:
A=¢g -cl=a-l (2.11)

where, the terns, is the wavelength dependant molar absorptivity coeffiomattt unit of
M~tcm %, cis the concentration of the compound in solution, expregsesblL !, andl

is the path length of the substance, expressethinThe terma is the absorption coefficient

of the substance.

For solid samples, if the incident radiation intensityljind the intensity after it passes
through the substance lig, then, the amount of radiation absorbed may be measured in a
number of ways:

TransmittanceT = ly/l;, and the % = 100T

and theAbsorbancdunit less) can be expressed in the form as:

A =logaoli/lo = —10g10T = 2—10g10(%T),

Measurement of the Electronic Bandgap of Semiconductor Madrials :

In semiconductor material the conduction band is sepatatd@te valance band by some
bandgap energyEy". The term “band gap” refers to the energy difference betwtbe top

of the valence band to the bottom of the conduction band. derdior an electron to jump
from a valence band to a conduction band, it requires a speatifimum amount of energy
for the transition, which is called the band gap energy [A1the semiconductor material

is exposed to some energetic radiation, it will show higloghtson for the energies of radi-
ation with energies- Eg, where as it will show no absorption for the radiation witleggies

< Eg. Hence near energies Bf;, the material will show a sharp increase of absorption of
the radiation that manifests itself as an absorption edgéréfiection threshold”) in the

UV-Vis absorbance spectrum.
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Figure 2.16: Example of a typical UV-Vis spectra for a matkewith Eg= 3.0 eV

A typical absorbance spectra is shown in fig. 2.16 for a meaiternth bandgap energy
~ 3.0eV, for which it can be seen the absorption edge occursaita00 nm. Thus, the
absorbance spectra can play a vital role in evaluation db#melgap energy of an unknown
material. While the absoption edge can predict the appratartocation of the bandgap
energy of a material, the actual value can be estimated frgiotabetween absorption
coefficient 1) and energy, called thEauc plot[22]. Which can be expressed for direct and
indirect bandgap material as:

for Direct bandgapmaterial:

a(hv) O Vv —Eg (2.12)

hv

where,hv is the incident external radiation energy, and the bandgépei intercept of the
straight line obtained by plottingt (hv)]? vs. hv.

and forIndirect bandgapnaterial:

(hv — Eg)2

hv) O
a(hv) hv

(2.13)
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where hv is the incident external radiation energy, and the band§#pecsemiconductor (

Y2 ys. hv.

direct or indirect) is the intercept of the straight lineaibed by plottinda (hv)]

In a double beam spectrometer, the radiation coming fronmtbeochromator is split
into two beams with the help of a beam splitter. These aregplassnultaneously through
the reference and the sample cell. The transmitted radmtce detected by the detectors
and the difference in the signal at all the wavelengths i&bly amplified and sent for the
output.

In this thesis, U\~ Vis spectroscopy experiments were carried out using Pdtkirer
Lambda 650 UV-Vis Spectrophotometer. In fig. 2.17 the schematics of thetspgho-
tometer is shown. The set up consists of two light sourcesj®a deuterium arc discharge
lamp which can generate high intensity radiation in the-1380nm range (for UV range
measurements), and another a tungsten-halogen lamp wdmcénaits the radiation in the
range from 326-900 nm (for visible range measurements). The instrumerttavaati-
cally swap lamps when scanning between the UV and visibiemsg The wavelengths of
these continuous light sources are typically dispersed 8y0a coated reflecting optical
system with holographic grating mono-chromator (1440 kimen UV/Vis blazed at 240
nm). The spectral bandpass is then determined by the mawoaeltor slit width or by the
array—element width in array-detector spectrometers. Spectemuesigns and optical
components are optimized to reject stray light, which isafrt&e limiting factors in quan-
titative absorbance measurements. The detector is themphdtplier tube (PMT), R955,
which can give high energy throughout in the whole UV/VisganThe extreme resolution

in the measurement offered by this systergi6.17 nm.
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Figure 2.17: The schematic of UWis spectroscopy set up
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2.3.6 Magneto Optical Kerr Effect (MOKE):
Magnetic Anisotropies

The magnetic behavior of the thin films and nanostructurpsiags on the magnetic anisotr-
opy phenomena. The origin of the spontaneous magnetisnpigigly related to the ex-
change interaction between the spins in the materials. méryg required to magnetize a
demagnetized ferromagnetic material from saturated digtends on the direction of the
external magnetic field. In a crystalline material, the netgration prefers to orient itself
along certain axes, and tries to avoid orienting itself gloartain other axes. This ten-
dency of a magnetic crystal to prefer certain orientatidngsanagnetization vector, that
breaks the spherical magnetic symmetry of the free energhyeadrystal is known as mag-
netic anisotropy. In a study by Mermin et al [23], it has besovpd that this anisotropy is
necessary in two dimensional ferromagnetic system to olte long range order of spin
interaction.

In 1845 Michael Faraday observed the fam&asaday effegtwhere the polarization
of the light is rotated through a transparent material stibgeto a magnetic field. An
analogous phenomena is also observed for a magnetic nhatdree the linearly polarized
light which is reflected off magnetic materials alters thetesiof polarization of the light
and its polarization rotates and becomes slightly ellgticThese effects are popularly
known as theMagneto Optical Kerr EffedfMOKE) which were observed by John Kerr in
1887 [24, 25]. The magneto optical effects arise due toojptecal anisotropyinside the
materials. The source of this optical anisotropy is the neigationM within the surface
domains which can be influenced by the external magneticsfielld a more descriptive
way, the Kerr Effect is the coupling between the electridf@ the light and the electronic
spin of the magnetic domains originating from the spin-ocbupling inside the magnetic
material. Since the left and right polarized light haveetint directional electronic motion
inside the medium, the interaction with the magnetic spihlveidifferent for both the types

of polarized lights.
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It is obvious from the above discussion that, the magnetcagffects depend linearly
on the magnetization. This makes it very useful in the stddgudface magnetism since it
is highly sensitive to the magnetization within the skinthegion, typically 16-20nm in
most metals [26]. The effect has been utilized to obtaindrgsis loops or domain images

and is a relatively simple technique to implement.

Practical Measurement of the Kerr effect of thin films

The optical property of a medium is determined by its digledtinction, which is a tensor
determined from the motion of the electrons in the mediurnusTihe right and left circu-
larly (electric field) polarized light will have differenesponses to the magnetic medium.
When a linearly polarized light, (which is a combination dé# and right circular electric
field polarization) propagates through a medium, in absehaay external magnetic field,
the left polarized electric field will drive the electronsthre left circular direction and the
right polarization electric field will drive the electron the right circular direction, and
both with the same radius of electron orbit. Since the aledipole moment is propor-
tional to the radius of the electron orbit, hence there wdllrfo change in the dielectric
constant of the medium, and so no Kerr rotation of the light.

Now, if after the magnetic field is applied to the medium, éheill be an extra Lorentz
force acting on each electrons, which points towards ( outsvathe center of the radius
of the left ( right) circular motion. Thus effectively thedias of the left circular motion
will decrease, while the right circular motion will incregsand the resultant polarization of
the light after the magnetic field is applied will be elliglc The axis of polarization (the
major axis of the ellipse) is then rotated by an arf@ydrom the linearly polarized light,
which is called the Kerr angle [27].

In a MOKE set up, the polarizer controls the polarizationh#f incident light, whereas
the analyzer is used to produce an intensity variation apticeo detector from changes
in the polarization. The Kerr angl is usually very small, and this only produces a very

small change in the intensity. Since the relative changdenintensity due to the Kerr
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rotation is more important, the analyzer is generally sanagxtinction angled) to detect
the Kerr rotation and this will be a maximum when the normahponent of reflection is

screened out.

E. Analyzer's
$  direction

> EP
Figure 2.18: The analyzer’s actual orientation. The redl@édight has two component

wavesEp andEs which are normal to each other.

Now, if 15 is the intensity of the reflected light in absence of the mégfiield, andd is
the angle between the polarizationlgaind the pass plane of the analyzer (see figure 2.18),

with g as the ellipticity; then:

E .
= =0k +igk
Ep (2.14)

lo =E]sin’ & ~ E5&°

where,Es andEp, are the components of the electric figlerpendicularandparallel to the
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plane of incidence. And the intensity at the detector is :

2
| = ‘ Epsind+ Escosé‘
E 2
_E2| i s
=E; ‘ S|n6+E—pcos§’
2
~ E2 ’ 6+9k+iek) (2.15)

~E7 (57 + 206k)

(1 7)
()

Since, for a magnetic mediurly = KM, we can readily get:
MOBOAI(=1—1o) (2.17)

Thus variation of the Kerr rotation angdg ie, (I —Io) with the varying external magnetic

field gives theHysteresisurve, and present the magnetic state of the material.

M

Longitudinal Transverse Polar

Figure 2.19: The different orientation mode of MOKE set up

In general, the MOKE experiments can be performed in thriéerdnt geometries (shown

in fig. 2.19), they are :
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» Polar MOKE : The external magnetic field is applied perpeuldir to the surface of the

medium and parallel to the plane of incidence.

 Longitudinal MOKE : The external magnetic field is applieatallel to the surface of the

medium and parallel to the plane of light incidence.

» Transverse MOKE : The external magnetic field is appliec@lperto the surface of the

medium and perpendicular to the plane of light incidence.

For this thesis work, the longitudinal mode MOKE facilityla&¥AC —Indore was utilized.
The schematic of the MOKE setup is shown in fig. 2.20. A commakke-Ne laserX =
6328nm), with average power incident of ImW on the sample sarfaere used. Two
Glan-Taylor prism (with anti -reflector coating) were usedagpolarizer and analyzer. An
electromagnet with copper windings around a high purity kiped TATA-A grade low

carbon steel core were used to generate the external mafetti

Polarizer = PEM  Analyzer

He-Ne laser

Sample
Holder

Figure 2.20: The schematic of longitudinal MOKE set up
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2.3.7 X-Ray Diffraction (XRD)

X-ray diffraction (XRD) technique is used to analyze the gghadentification as well as
crystal structure of the materials. X-rays are electroretigmadiation with photon energies
in the range of 100 eV to 100 keV. For diffraction applicagpanly short wavelength x-rays
in the energy range of 1 keV to 120 keV are used. X-rays ardlydgaitable for probing
the atomic structures of materials because, their waviier(@.1 to 2 A) are comparable
to the radii of the atoms and they are sufficiently energetipenetrate most materials to
provide information about the structure of the materialpénvder samples, the crystalline
domains are randomly oriented in 3-D space. Therefore, \heeR-D diffraction patternis
recorded, concentric rings of scattering peaks correspgrd the various lattice spacings
(d) in the crystal are observed. The positions and the intessif the peaks are used for
identifying the underlying structure (or phase) of the mateln case of single crystalline
sample, the crystalline domains are oriented, rather iglsiplanes. X-ray diffraction
analysis uses the property of crystal lattices to diffrachochromatic X-ray light. This
involves the occurrence of interferences of the waveseseattat the successive planes (see

fig. 2.21a), which is described by Bragg's equation:
nA = 2dsinB(n=1,23...) (2.18)

whereA is the wavelengthd is the lattice plane separation a@ds half of the diffraction

angle.
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Bragg's Law

Goniometer

Figure 2.21: The schematic showing (a) the Bragg’s diffaacin single crystal and (b)

XRD powder diffractometer setup.

The diffractometer consists of a Goniometer, X-ray sousog, a detector. Curadi-
ation (1.5415A) is used as the X-ray source and scintiltatiounter as the detector. The
goniometer consists of a fixed X-ray source, which requhrasthe detector and the sample
tilt simultaneously to render thg— 20 angular relationship between source and the detec-
tor (see fig. 2.21b). The system has a wide-ranging step amghaous scan capability

with programmable step rotation.

2.3.8 Photoluminescence (PL) Spectroscopy

Photoluminescence (PL), in general, refers to the emigsidight that results from opti-
cal excitation. It is a non destructive technique and easgrpater control of temperature
and laser excitation makes PL spectroscopy a powerful tgalrfor materials character-
ization. For PL studies of semiconductors, the generalagygtr is to use a suitable laser
that has a photon energy output larger than the energy bandfghe semiconductor. It
will create electron-hole pair in the lattice. These eleathole pairs will recombine, of-

ten through radiative transition back to the ground statdhefatom. The emitted light is
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detected as photoluminescence and the spectral depenafateetensity is analyzed to

provide information about the band gap, donor and accegteid, defect types, impurities,
crystalline quality, and defect densities within the mialersystem. In the present thesis,
Fluromax spectroflurometer setup excited with 320nm wanggle at room temperature,

was used.

2.4 Crystal Structures

2.4.1 Structure of TiO,

Titanium dioxide (TiQ) is a highly investigated transition metal oxide. The reagbits
superiority lies in the facts that it is a wide bandgap semdleator and can offer different
phases like, bulk [29], nanopatrticles [30] and nano- sesd81] for various applications.
In dye-sensitized solar cells the Ti®Gurfaces play a major role not only through anchoring
of the dye molecules, but also due to their photocatalytperties [32, 33]. This ability
is also utilized in applications like wastewater treatm@®] or heterogeneous catalysis
[31,35]. Due to their availability, low cost and photocheatistability [36], these materials
are preferred over other semiconductor materials. Thrieeapy crystalline structures of
TiO, are [37—-41]: rutile (tetragonal), anatase (tetragonat) larookite (orthorhombic).
Their variations can be understood in terms of @‘i@octahedral differing by the distortion
and connectivity of the octahedral chains [29]. Report an gtability of the different
modifications of the TiQ crystal structures are discussed in detail by Navrotsky €35,
where the following order of stability have been foumndtile > brookite (+0.7 kJmol™?)
[42]> anatase(+2.6 kJmol 1) [43] with an error of+ 0.4 k J mol 2.

The unit cell structures of TiQare shown in fig. 2.22. The coordinate system for the
rutile TiOy is also presented in fig. 2.23. The different crystal lathaeameters of TiQ)

and their respective other physical characteristic parars@re shown in Table 2.1.
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Figure 2.22: Unit cells of TiQ crystal structure modifications (a) rutile, (b) anatase and
(c) brookite. Grey (big) and red (small) spheres repredenbkygen and titanium atoms,

respectively (from ref [48])

Figure 2.23: Crystal structure of rutile Ts@from ref [28]).
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Table 2.1: Lattice parameters of Ti@rystal modifications.
Rutile Anatase Brookite
[44,45] [45-47] [45-47]
Vs 2 4 8
a(A) 4.587 3.781 9.174
b (A) a a 5.449
c (A) 2.954 9.515 5.138
Volume® 31.21 33.98 32.17
Formula Wt. 79.89 79.89 79.89
Crys. System Tetragonal Tetragonal Orthorhombic
Paoint Group 4/mmm 4/mmm mmm
Space Group PAmnm 14/amd Pbca
Bandgap (eV) 3.2 3.0 2.96
o7 i8ihe umbe of asymments uite m the it Gl -
b\olume is in A2 per TiG, formula unit.

2.4.2 Structure of ZnO

The Zinc Oxide (Zn0O), is a wide direct bandgap (3.4 eV) lI-\dhgpound semiconductor.
It has a stable hexagonal wurtzite (WZ) structure with ¢atspacing a = 3.258 A and ¢
= 5.22 A. It can also exist in rocksalt (RS) and zinc blende)(ZBuctures, but the WZ
symmetry is thermodynamically most stable under the anlmendition. The ZB struc-
tures can be stabilized by growing on cubic substrates valsd¢hee RS structures only exist
at high pressure. ZnO has applications in transparentretecs, thin film transistors, UV
light emitters, piezoelectric devices, chemical sensndsspin electronics. It exhibits cat-
alytic efficiency, strong absorption ability, high isodlec point, biocompatibility and fast
electron transfer for biosensing. The most important patars of the different ZnO crys-

tal structures are presented in Table 2.2, and the unititetitares are shown in fig. 2.24.
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Table 2.2: Lattice parameters of ZnO crystal modifications
Wurtzite Rockslat Zinc Blende
[49,50] [49,50] [49,50]
a(A) 3.258 4.271 4.62
b (A) a a a
c (A) 5.220 a a
Volumé? 23.81 19.60 24.551
Crys. System Hexagonal Cubic Cubic
Point Group 6mm 4/m -32/m 43m
Space Group Rénc Fm3m B3m
Bandgap (eV) 3.4 4.27 2.7
@\olume is in A% per ZnO formula unit

(a) (b) (c)

Figure 2.24: Unit cells of ZnO crystal structure modificato (a) cubic rocksalt (b) cubic
zinc blende, and (c) hexagonal wurtzite. Shaded gray argk Islgheres denote O and Zn

atoms, respectively. (from ref [50])
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2.4.3 Structure of Mercury (Hg)

Mercury is a metal and displays several interesting prageertt is liquid at room temper-
ature and the metal solidifies only below 234K imtblg phase. This is a rhombohedral
structure with one atom per unit cell and primitive vectorsia angle of 7044.6' [51].
Below 79K, mercury usually crystallizes BHg phase which is a body centered tetragonal
phase with a&/aratio of 0.7071 [52]. Near room temperatuedig phase can transform to
BHg phase under pressure. A third, metastable plygigis rhombohedral with one atom
per unit cell with the primitive vectors at an angle of§82]. Exposure to mercury or its
compounds can cause toxic effects also known as “mercusppoig”. Mercury is a heavy
metal and all its forms are known to be hazardous. Toxic effeclude damage to brain,
kidney, and lungs [53]. Toxic nature of mercury also dereguihe DNA structure. This
poses a serious concern and stresses the need for undergtr@dinteraction properties

of mercury with DNA.

2.4.4 Structure of Deoxyribonucleic Acid (DNA)
DNA Subunits : Oligonucleotide

DNA is the acronym of a molecule called Deoxyribonucleicd\[54], which contains the
whole biological instruction inside the cell that make eapecies very unique. During
1800, the German biochemist Frederich Miescher first olesiitve DNA. For many years,
scientists debated on the issue searching the moleculéwaicy life’s biological instruc-
tions. In the initial time it was thought that the proteins arore likely to carry out this vital
function instead of the DNA. It is because of the more complature and wider variety
of forms of the protein than the DNA available in nature. Bradpally as the structure of
the DNA molecule was revealed, it became clear that this cutdecontrols each aspects
of the cell, and thus it became of central importance to lgiglo

After a century from discovering the DNA, the secret of theeoale got revealed by

the pioneering discovery of James Watson and Francis Qnidle53. Watson and Crick
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suggested the first most successful corrected double4meldel of DNA structure in the
journal Nature [55]. The model of the double-helix of DNA was constructeddyxh on
single X-ray diffraction image taken by Rosalind FranklmdaRaymond Gosling in May
1952. Thus the most strange chemical structures of all tir@iesnable it to carry biological
information from one generation to the next were discovered

The fundamental components of DNA are monomeric units datlecleotides [54,
56, 57]. Each nucleotide consists of a sugar, a nucleobasea ghosphate group (see
fig. 2.25(a)). The sugar in DNA is the deoxyribose as the hyylrgroup on the 2carbon
of the ribose ring is replaced with hydrogen. Figure 2.25{mws the chemical structures
of the four major nucleobases found in DNA which are derivedifthe two parent groups
purine (5C + 4N group) and pyrimidine (4C + 2N group). The Isesgenine (A) and
guanine(G) are frompurine group, whereasytosine(C) andthymine (T) bases are from
pyrimidine . Each nucleobase is attached to the sugar thr@4glycosyl C-N linkage (
which is N1 of pyrimidines and the N9 of purines). The phosplgroup is attached to
the sugar through an ester bond at the&bon of the sugar (see fig. 2.25(a)). Thus a
nucleotide is formed though phosphate-sugar-base condpoun

The as formed nucleotides now if joined together succelysioans a single strand of
DNA which is called theoligonucleotide The nucleotides in this chain linked covalently
to each other through a phosphodiester bond in which Hpdésphate group of one nu-
cleotide is attached to thé Bydroxyl group of the next nucleotide. The direction of this
chain is pointed from’&o 3 for the sake of description. A four base DNA oligonucleotide
with the sequence€ &£ TAG- 3 is shown in fig. 2.26.
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Figure 2.25: (a) The chemical structure of a single nualieotinit (phosphate-sugar-base)
is shown. (b) The chemical structure of the Purine and Pgimeigroup bases of the DNA
are represented. The pyrimidine structure is a six-cartvaoynitrogen molecule whereas

purine is nine-carbon, four-nitrogen molecule.
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Figure 2.26: Formation of a de-oxy-tetranucleotide (dCJABain. The direction of the

chain is represented alongghosphate end td Bydroxyl end.

DNA double strand structure: Base pairing

A complete DNA double strand (which is called the DNA doub#éxj is formed by simply
joining together two strings of nucleotides side by sideisTdonjugation is not random,
but rather is very systematic, which follow a specific chéngisThe joining process is

referred to as hybridization and is mediated through speloése pairing. The basic rule
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that governs this hybridization process can be summarigéollawing:

* The smaller base (pyrimidine)always pairs with a biggex (purine). The effect of this

is to keep the two chains at a fixed distance from each othéreallvay along.
» adenine (A) always pairs with thymine (T).
* guanine (G) always pairs with cytosine (C).

This specificity of base pairing is due to the fact that, thediog of these combinations
give a stable DNA structure. This has been the most piongeistovery in 1953 by Wat-
son and Crick, who first proposed this very specific type afipgiof the DNA bases inside
the DNA double helix structure, and is popularly named ass@faCrick (WC) model.
This pairing of the nitrogen bases is called complementaaitd is achieved through the
formation of intermolecular hydrogen bonds between the DA strands. In the DNA
helix structure, the two single strand chains run in opjeaditections, with the right-hand
chain essentially upside-down. The WC base pairing is shovig. 2.27.

The hydrogen bonds are formed from noncovalent type of astean. In order for
hydrogen bonding to occur between the bases, a hydrogendmrat in one base must
have a complementary hydrogen bond acceptor in the compltanyebase. The most
common hydrogen bond donors are the primary and secondang @roups or hydroxyl

groups, whereas the most common acceptor groups are trengégland tertiary amines.

Hydrogen bond donors Hydrogen bond acceptors
Primary amine $tN—) Carbonyl (C=0)
Hydroxyl (—O—H) Tertiary amine (&N)

The base pairings of the DNA structure for the A, T, G, C baseslaown in fig. 2.27(a).
The hydrogen bonds are formed through the dipole-dipoéraations appearing due to the

result of the attractive force between hydrogen atoms atintaa partial positive charge
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of one base interacting with the electronegative keto omgg® nitrogens of the comple-
mentary base. GC base-pairs have three hydrogen bondsaghttie A-T has only two
base pairs.

Apart from the above WC model of DNA base pairing, one can fevetgal other hydro-
gen bonding patterns that have been discovered after WGyhiath can also make stable
structure. But they have very severe limitations as oppts®dC model. As for example,
the model proposed by Karst Hoogsteen in 1963 [58], wheradieaine and thymine can
form hydrogen bonds involving the N7 atom of the purine ringnpared to the N1 atom
found in the WC base pairing. It has been seen, this Hoogsfeemetry is the most fa-
vorable one for only AT base-pairs in solutions, whereasaBebase-pairs are only able to
form this geometry in acidic pH where protonation of the Cssantial for pairing. Inside
the DNA the parallel stacking of the base pairs maximizes/tireder Waals interactions
between bases. Most duplex DNA structures have the basasaseg by 0.34 to 0.37 nm,
which is the average sum of van der Waals radii of the basesafshown in fig. 2.27(b).
The helicity of the DNA is almost 10 base pairs. The radii & DNA is about 2nm.
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Purine Pyrimidine
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Figure 2.27: (a) The WC base pairing of the DNA double strafadomplimentarily pairs
with T andG with C. (b) The double stranded DNA (helix) structure.
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Chapter 3

Nano-Pattern formation on TiO,(110)

Surfaces with keV ion Irradiation

3.1 Introduction

Titania (TiQy) has received enormous attention for photocatalytic arudgvoltaic appli-
cations [1] due to its excellent properties like chemicabdity, high reactivity, biocom-
patibility, nontoxicity and good oxidative characterntsti However, the photocatalytic ef-
ficiency of TiG; in visible region is limited due to its large bandgap. Acligyvnarrower
bandgap and high Visible light absorption have, thus, becoritical issues for TiQ[2-5]
and some of the important routes taken for addressing theske its dye sensitization [2],
doping [3-5], synthesis as thin films [1] and nanocrystaJ§]5Their performance, how-
ever, gets restricted due to several limitations like ibiits of the organic dye [7], thermal
instability of dopants [7], complexity in sol-gel based mads [8] with multitude of exper-
imental parameters [9, 10] and formation of mixed crystallphases [8, 11, 12]. Although
Anatase phase has received more attention due to its bétésgatalytical properties, it
IS a metastable phase and transforms to more stable Rusitepmn high temperature sin-

tering [13] during device fabrication. Since Rutile phasealiso potentially cheaper to
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produce [10], it is of significant importance to investigated explore routes for enhanc-
ing the photocatalytic properties of this phase. Dye -szesl rutile TiQ thin films show
that their photovoltaic characteristics, although corapbe to anatase phase, suffer from
smaller surface area per unit volume [10]. lon beam spagiggchnique can produce self
assembled, regular arrays of close- packed nanodots mdasade, in a single technological
step [14]. Formation of nanodots on Rutile Bi€urface through ion beam sputtering, thus,
seems an attractive scheme to enhance visible light al@orgéloreover, sputtering can
also create surface- vacancies which hold promise for bewpphotoactive sites [6].

In this chapter, the formation of T&hanodots on rutile Tig[110) surface by ion beam
sputtering technique is discussed. A narrower bandgagalah a significantly enhanced
UV-Vis absorption and a higher PL are observed for the nanpatterned surfaces. Nar-
rowing of bandgap, supported by UV-Vis as well as PL specbtpg results, has been

achieved in the absence of any doping material [15, 16].

3.2 Experimental

TiO2 nanodots have been formed on single crystals of Rutile(TiD) (purchased from
Commercial Crystal Inc., USA) by sputtering them with 3 keYi#ns from Electron Cy-
clotron Resonance (ECR) source. The ion sputtering wasimeed at an incident angle of
60°, from sample normal, for 500 sec ( flux = 3Xfdons/ cnfsec) to obtain a fluence of
1.5x10° ions/ cnf. Atomic Force Microscope (AFM- Nanoscope llla), in tappimgde,
and Field Emission Scanning Electron Microscope (FESEbMfHitachi were utilized for
morphological investigations. X-Ray Photoelectron Spscopy (XPS) studies were per-
formed using a VG instrument with a MgoKsource. Grazing Incidence X-ray Diffraction
(GIXRD) studies, at 3incidence angle, and XRD studies have been performed hgingl

a Bruker system (Cu-& source). The resolution of XRD is 0.010ptical absorption (UV-
Vis) spectroscopy and Photoluminescence (PL) studiespezfermed using Perkin EImer

spectrophotometer (Lambda-650) and Fluromax spectrofieter (excitation wavelength
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320nm), respectively.

3.3 Results and Discussions

The ECR sputtering of rutile Ti©)(110) results in the formation of nanostructures on the
surface. The processes leading to the formation of narcistes via low energy (keV)
ion beams are discussed in chapter 1 (section 3). Figureh®wssthe SEM images from
the pristine (un-sputtered) as well as nanodot pattern@d Jingle crystal surfaces after
ECR sputtering. The image (fig. 3.1b) displays a large arfayanodots on a 1@ 10 pn?
surface after sputtering. The nanocrystals are unifornmape and are about 45-60nm

in diameter, with the average size of 50nm as shown in figcR.1(
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Figure 3.1: The SEM images of 0.0 pnt TiO2(110) (a) Pristine and (b) ECR sputtered

surfaces. (c) The size distribution of the nanostructuriés amean nano-dot size 50nm

is presented.

Figure 3.2 represents the AFM topographic images from tistipe (fig. 3.2a) as well
as ECR sputtered TiOsurfaces (fig. 3.2b). The nanodots after sputtering, as shxyw

AFM in fig. 3.2(c), have columnar shapes and conical capspn to
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Figure 3.2: 500nm500nm AFM images from Tig(110) surfaces for (a) pristine and (b)
after ECR sputtering [height scale is shown]. (c) shows hedpographic image of the

nanostructures after ECR sputtering on {010) surface.

The XRD spectra from the pristine and the sputtered surfaceshown in fig. 3.3.
The XRD spectrum from nanodot patterned surface (Fig 3.8plays two extra, (200)
and (310), rutile phases in addition to (110) and (220) ph§%é] observed in pristine
(unsputtered) rutile Tig110) sample (Fig 3.3a). These new features are primaoiy fr

the caps of nanodots (see also Fig. 3.2c). Side walls of thedwds, however, are mainly



Nano-Pattern formation on Tig0110) Surfaces

85

composed of (301) and (112) rutile planes as displayed b&tR&D results in fig. 3.3c.
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Figure 3.3: XRD from (a) pristine and (b) nanodot-patteriéd,(110) surface.

(€)

GIXRD from nanodot-patterned surface and (d) is the modetasfodot-patterned sur-
face with various planes that are observed in XRD and GIXRi. d@lhe shift in the (110)
XRD peak after sputtering is represented in (e).

The sizes of the dots have been estimated, by applying ther®chHormula to the
strong (110) peak, and are found to be about 50 nm, simildraGEM and AFM results
from fig. 3.1. Figure 3.3e indicates a shift in (110) peak tagehigher diffraction angles
(26 = 27.47) for nanopatterned surface, compared to the virgin san2fle 7.43). This
results a nearly 0.14% decreased inter-planar separairosplittered TiQ compared to
pristine sample. The creation of oxygen vacancy with thegmee of Ti', after sputtering,
can cause the modification in the lattice spacings. The tedum the interlayer spacing,

however, will generate some residual stregswhich can be estimated by [18]:

ds — do
do

Here Eyv, ds, and @ are the Young modulus (Pa), Poisson’s ratio, d-spacingesspluttered

E
o=——
v

(3.1)
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and pristine TiQ, respectively. The values for E amdare respectively 230 GPa and 0.27
for (110) plane in rutile TiQ [18]. With dg and @ being 3.2484 and 3.2470 A, respectively,
the residual stress created, post sputtering, throughetihgction in interlayer spacing is

nearly 1.2 GPa and is of compressive nature.

Figure 3.4 represent the XPS spectra of the pristine andespdtTiQ surfaces. XPS
spectrum from pristine sample (fig. 3.4a) displays Ti(2p)dees, 2, and 2p />, corre-
sponding to TH* coordination sites on rutile surface [4, 6]. Each of theséufiees has also
associated with it a lower BE component, F1 or F2, due to the ddordinated (or Oxygen
vacancy) sites on the surface [19]. The intensity of thesepaments (F1, F2) though very
weak for pristine surface, increases substantially fon#r@odot patterned surface indicat-
ing a significant enhancement of*Ticoordinated sites on the surface after ion sputtering
(see fig. 3.4Db).
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Figure 3.4: XPS spectra from Ti(2p) region for (a) pristimel &b) nanodot patterned sur-

face.

Preferential sputtering of Tigsurface during ion beam sputtering creates Oxygen va-
cancy, with the two associated electrons getting transfieto the empty 3d orbitals of
the neighboring Ti atom forming two 31 sites. Ti-rich zones, thus formed, can promote
nucleation of self assembled nanodots. Formation of nanpatterned surfaces by pref-
erential ion sputtering [20] has been earlier shown for tdP, 21, 22]. However, this is the
first study where nanodots have been fabricated on an oxiticsuike TiG by ion beam

sputtering technique.
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Figure 3.5: UV-Vis absorption spectra (left) and Tauc p{atght) are shown for (a) pristine

and (b) nanodot patterned surfaces the absorption coefficient arfitithe photon energy.

The UV-Vis absorption spectrum from pristine HQOn fig. 3.5a (left) shows two ab-
sorption band edgek1 andE2, with the former being related to the direct bandgap transi
tion E1 [4], from O(2p) derived valence band to Ti(3d) dedw®nduction band (see inset),
and the later to transition E2 due to a few Tkites present on the pristine surface (as F1, F2
in fig. 3.4a). Surprisingly, in the UV-Vis absorption spertr from the nanodot patterned
surface (fig. 3.5b (left)), in addition to some shifts in bagafyes which will be discussed
later, we also observe a significant enhancement in the ptiimoiof UV-Vis wavelengths
compared to pristine sample. This enhancement, nearlyestim(280-400 nm) UV regime
and almost 5-6 times for visible (450-800 nm) regime, is sarftgally higher than the ab-
sorption observed for N doped Tianotubes [23]. The strong absorption, seen in the
present study, is primarily due to the formation of nanodathk large surface area. More-
over, the results strongly suggest that the crystallineodats, with their exposed (112),
(301),(310) and (200) planes (fig. 3.3), act as active sielsedfective absorbers of UV-

Vis, especially visible, radiation.
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During a photocatalytic reaction, the oxygen vacancies play an active role by be-
coming potential centers for the capture of photo-indudedtens which effectively in-
hibit the recombination of photoinduced charge carriersrtifermore on nanodots, the
mean free path of electrons is substantially reduced asdheybe very effectively cap-
tured by any Oxygen vacancy decreasing their probabilitgodmbination and promoting
light absorbance. Thus, in addition to the formation of rapstalline dots, creation of
excess T centers on the surface (F1, F2 in fig. 3.4b), during ion spatepromote the
strong UV-Vis light absorption seen here.

Tauc plots [24], generated using absorbance data (of file®&)p display bandgap
energies, E1 and E2, for pristine sample in fig. 3.5a (righ8.41 and 2.51 eV, respec-
tively. The bulk band gap seen here, 3.41 eV, is slightly érghan rutile bandgap [4].
However, the energy separation of 1.1 eV between E1 and E@dftrere, is in good
agreement with UPS studies [4]. The bandgaps, E1 and Ehdardnodot patterned sur-
face (fig. 3.5b(right)), at 3.29 and 2.44 eV, respectivalg, surprisingly~ 0.1 eV smaller
in comparison to pristine sample. This bandgap narrowingase significant than the
(0.07 eV) narrowing seen for N doped Ti@anotubes [23] as in present study reduction in
bandgap has been achieved in the absence of any dopantahathkis can be explained by
the creation of Ti interstitials during preferential spuilhg. Results using First Principles
and Partial Density Of State (PDOS) calculations show tlaich surfaces promote the
creation of Ti interstitials, having localized energy Iemearly 0.2 eV below the conduc-
tion band minimum (CBM) of Ti@ [25]. The narrowing of the bandgap by abewl.1 eV,
as seen in the present study, is thus strongly related teeXéenterstitials that are created

during sputtering.
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Figure 3.6: Room temperature PL for (a) pristine and (b) dahpatterned surface (shifts

in peak positions are also marked).

The PL spectrum for pristine sample, in fig. 3.6a, displays teamponents at 3.1 and
2.4 eV due to the direct andi related transitions, respectively. For the nanodot pagbr
surface, both these features display a red-shift @1 eV, (see fig. 3.6b) compared to the
pristine. This supports the UV-Vis absorption results fsgefig. 3.5) which also indi-
cate the formation of a narrower bandgap after ion sputeradditionally, a significant

(~5 times) increase in the PL intensity for the nanodot pagtegisurface is also observed.
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3.4 Summary and Conclusion

In this chapter, Ar ion sputtering technique has been etilito fabricate crystalline Ti©
nanodots on rutile Tig{110) surfaces. The results show that the surface beconrashTi
after sputtering. A reduction in the inter-planar separaifter sputtering, indicates pres-
ence of a compressive stress in the lattice along [110] wirec The nanodot patterned
surfaces display a remarkably enhanced UV-Vis absorptigier PL as well as a distinct
reduction in bandgap. These results, obtained in abseraxgyatopant material, will have

potential for photocatalytic applications.
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Chapter 4

Interaction of DNA with Nano-Patterned

TiO»(110) Surfaces

4.1 Introduction

In chapter 3, we discussed the creation of nanostructurestoa TiO, surfaces through
ion irradiation with low energy Ar ions. During the fabricat of these nanostructures,
preferential sputtering of oxygen occurs which resulthmdreation of oxygen vacancies
on the surface. In the process, surface also becomes TiTiuls. formation of nanodots
as well as the creation of oxygen vacancies and developni€fitrach zones on TiQ
surface after irradiation, become responsible, as discussthe earlier chapter, for the
observation of enhanced UV-Vis absorbance, increased &k ahghtly reduced bandgap.
These properties display potential for photocatalyticliappons. In the present chapter,
we discuss the interactions and adsorption properties & DiNthese ion beam modified
nanopatterned Ti@surfaces.

For DNA based biomolecular surfaces, considerable difiezeexists in the adsorption
of the nucleobases and their derivatives on material sesfagince adsorption properties
crucially depend on the molecular architecture of the aalagrspecies. Surface adsorption

for even relatively simple species such as oxyanions orlroatens [1, 2], or amino acids
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[3] can exhibit complex behavior. Being relatively more quex species, the nucleic acid
components, which have complex geometries and multipletiomal groups, should have
considerably more complicated adsorption properties. yMaganic compounds adsorb
rapidly on the material surfaces in aqueous solution. Thengof adsorption is dependent
on variables like material type, surface roughness, antyfieeof organic molecule getting
adsorbed [4]. The basic adsorption is likely to be mediatetthe molecular level by a

combination of specific molecule- surface interactionse Triteractions of nucleic acids
and their components with material surfaces are espeaméyesting and of fundamental
importance.

Recent research has focused on the development of nartastdienaterials for the
use in biomedical devices, including medical prostheseglantable biosensors, and drug
delivery devices [5]. Due to the small size and high surfaea,ananomaterials can have
unpredictable adsorption properties [6]. They may leadxtekent adsorption with in-
creased biocompatibility or can cause damage to biomascdlhus, it has been of great
concern to understand the influence of the nanostructurétss on the DNA morphology
and its functionality.

Titanium dioxide (TiQ) is considered to be an excellent and promising material for
biomedical implants [7,8] due its nontoxic nature, corpogiesistance properties and com-
patibility with many biomolecules. Interaction of TiOfor example, with phosphate solu-
tions [9] influences the bioactivity of the oxide surface ezkably, through the formation
of the biocompatible hydroxyapatite [10, 11], after phagehons get incorporated in the
oxide layer on titanium. The focus of research, preserglgot only on the bio-effect and
interaction of TiQ with biomolecules, like DNA, but also on the modification bkete
interactions. Parameter like nature of the material, itfase, presence of nanostructures,
their sizes etc. are essential components necessary foimdeéind estimating these inter-
actions.

This chapter presents the studies of adsorption and initenaaf plasmid DNA with the

patterned TiQ surfaces. The Ti@surfaces have been patterned with the nanostructures,
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as discussed in chapter 1 and 3, by utilizing low energy Asidrhe nanodot patterns are
induced by sputtering and are generated through self a$geifitese patterns get fabri-
cated due to the competition between the roughening mesinanproduced by curvature
dependent radiation sputtering, and various smoothertieg@menon [12, 13]. In order
to understand the influence of the nanopatterned surfadeeoDNA morphology, and its
functionality, it is essential to understand the morphaabparameters of DNA. Obtaining
these parameters is especially important in the systemeavilidA displays high packing
or entangled networks like on a 2D cell surface where seeeraplex geometries for DNA
are observed [14, 15]. In this chapter, the interaction oiopatterned Ti@surfaces with
DNA have been investigated by estimating the parametez$bksistence lengtbf DNA
(P) and itsCorrelation length(¢). The rigidity or the stiffness of any polymer, like DNA,
is defined byP and an increase in this length suggests an enhancemeng@Edtions. An
increase irg, or the intermolecular separations, of DNA also indicates gromotion of
interactions through an increased wetting at the surface.

Thepersistence lengtbf DNA is an important morphological parameter and its defini
tion depends on the chosen model [16]. Wierm Like Chairmodel, proposed by Kratky-
Porod [17], has often been employed to describe the avetaderenation of long, intrinsi-
cally straight polymer molecules, including DNA [18]. Inshmodel, DNA is considered to
be an intrinsically straight polymer chain which is pariyaxed by the effect of a thermal
bath [19] and the persistence length of DNA is the orientaticorrelation length along the
length of the chain. This Persistence length, as shown byawaand Lifshitz [20], can be
expressed aB = YI/kgT and it depends on Young’s modulug)( inertial moment () of
the chain, and the absolute temperature of the medi)mwith kg being the Boltzman con-
stant. Another widely usedrreely Jointed Chain ModdP1], considers the polymer as a
chain of uncorrelated independent segments of lenBitiKBhn segments). Independent of
any modelP is the direct measure of the polymer’s intrinsic physicalgarty, its stiffness.
The larger the value d?, the higher will be the stiffness or rigidity of the polyme2], 23].

Evaluation ofP can, thus, be used to assess the interaction of DNA with otlmdecules
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and surfaces.

Experimentally, the morphological parametd?sandé, of DNA polymer can be esti-
mated by vectorization and analysis of individual DNA meleamaged by AFM, and then
averaged over the full statistical set of discrete imagéss process, however, has several
limitations like choice of statistical model and dimensbty [23]. Thus, while it is very
important to focus on each single DNA molecule with very hgkel of information, it
is a tedious process especially if the surface is covered avitery large number of DNA
molecules. Recently, studies by Calo et. al. [23] have shinahPower Spectral Density
(PSD) [24] analysis, of AFM images, is a powerful techniqaeobtain the morpholog-
ical parameters of DNA. Containing full information on thentribution of each spatial
frequency to the topography, PSD can provide spatial tigion of the DNA molecules,
over the surface, across a multiple length scales [25]. @worthe isotropic nature of the
surfaces adsorbed with DNA molecules, one-dimensional @88 is obtained by Fourier
transforming the AFM image line by line along the fast scaeation and averaging. The
range of frequencies, investigated by this method fall betwe#fL (L being the image

size)and the Nyquist frequen®y/2L ( N being the number of pixels of the image).

4.2 Experimental

Single crystals of Rutile Tig{110) were sputtered in UHV (see section 2.2.2 for details),
with 3 keV Ar' ions, at 15 incident angle. The flux of Ar ions wasx110'® ions/cnf-sec.
The TiO, samples were irradiated for two different durations, 10amd 30 min, giving the
respective fluences ofs610'° and 18 x 10'® ions/cnf. These ion beam modified surfaces
were interacted with the plasmid DNA (pBR 322) that was adrom DHS bacterial
cell. The plasmid DNA is circular in shape and consists ofualt861 base pairs. The
surface morphology, both prior to and after interactiorMdNA molecules (concentration
of 1ng/nl), has been investigated by AFM. Similar investigationstenion beam modified

surfaces have also been carried out. The AFMs (Nanoscaparnid V) were operated in
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the tapping mode under ambient conditions. X-Ray PhottelecSpectroscopy (XPS)

measurements were performed on a VG instrument with a Mgdurce in UHV.

4.3 Results and Discussion

Figure 4.1 shows the AFM images of the morphological evotlutf the TiQ surfaces,
both prior to and after ion irradiation. The figure also daggsl the modification in mor-
phology of surfaces after their interaction with DNA. Thé lganel (of fig 4.1), shows the
AFM images for virgin TiQ as well as for sputtered surfaces. Although the virgin sampl
displays a smooth surface, after sputtering with a fluen@o10™ ions/cnt an increase

in roughness is observed. The sputtered surface also exttibiformation of some nanos-
tructures but these, however, are not prominent at thiesaadg appear as small patches.
After irradiating with higher fluence,.8 x 10'® ions/cnf, the surface shows the presence
of well defined nanostructures. These nanostructures ang 8 nm in size and, as dis-
cussed earlier, are self assembled. The rms surface rosgforethe surfaces irradiated
with the fluences of & 10™ and 18 x 10'® ions/cn? are found to be 0.127 nm and 2.153
nm, respectively. Right panel in fig. 4.1 displays the AFM ges of the surfaces after their

interaction with DNA.
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Figure 4.1: 1x 1 un? AFM images from un-reacted surfaces are shown in the lefelpan
for (a) virgin TiO, and surfaces irradiated with fluences of (b} 60'° ions/cnf, and (c)
1.8 x 10'% ions/cnf. Right panel shows the AFM images of the corresponding sesfa
after they are interacted with DNA.
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The size (diameter) distributions of the plasmid DNA on tirgin as well as the sput-
tered surfaces are shown in fig.4.2. The average diametiee @NA on the virgin surface
is about 60 nm which increases+40220 nm and 350 nm on the surfaces irradiated with the
fluences of 6< 10*° and 18 x 10'% ions/cnf, respectively. Figure 4.2 clearly demonstrates
an increase in DNA- diameter on the sputtered surfaces caupa the virgin TiQ sur-
face. Moreover the surface, sputtered with higher ion fleenonsists of DNA with larger
average diameter. These results indicate the crucialtedfesurface morphology on the
DNA comformations. Also, the enhancement in DNA-diamedéter sputtering, suggests
a decrease in contact angle between DNA and the surface. uffezes, thus, become
more hydrophilic, and so more biocompatible, as the irtashaluence is increased. Bet-
ter biocompatible and hydrophilic nature, which increasils ion fluence, is related to the

higher rms roughness and the formation of nanostructuréiseoion irradiated surfaces.
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Figure 4.2: Size (diameter) distribution of plasmid DNAeatfit is interacted with (a) Virgin
TiO, and surfaces irradiated with fluences of (b 0% ions/cnf, and (c) 18 x 10'°
ions/cnf.

The AFM images similar to those shown in fig.4.1 were utilizedbtain the PSD plots
for the virgin surface as well as from the ion sputtered si@saafter their interaction with

DNA. Figure 4.3 displays these PSD plots in log-log représtéon as a function of spatial



Interaction of DNA with Nano-Patterned T#(110) Surfaces 102

wave vector K) with K = 2rv. The PSDs display a low frequency plateau which is related
to the white spectrum. This flat region is followed by freqergecaying region, that can
be approximated by two power law decays, each spanning dbotaer of magnitude of

K, the spatial frequencies. The spatial correlations, ottiaftihne behavior, in any system
lead to power law decaying regions. The specific frequenelesre the different regions
intersect correspond to the inverse of correlation lengiiise larger correlation length,
related to the smaller frequency, corresponds to the irdkercalar separationg ) whereas
the smaller correlation length is associated with the Bemsce lengthR) of the DNA.

The PSD from the virgin surface (see in fig.4.3), after it wasracted with DNA, pro-
vides two correlation lengths, the persistence lenBjof 41.5 nm (ak= 151pm~1) and
the intermolecular separations between plasmid DEA{174.4 nm (ak=36pm1). The
value of persistence length for DNA, obtained here, is ciast with the values reported
in literature [26]. After the interaction of DNA with the dace, sputtered at lower fluence
(6 x 10'° ions/cnt), the correlation lengths were found to Be 67.5 nm (ak= 93pm™?)
and&= 261.6 nm (ak= 24 um~1). Interaction of DNA with surfaces sputtered at higher
fluence (18 x 10'® ions/cnf) also leads to two correlation lengtRs 89.7 nm ( ak= 70
um~) and &= 483.0 nm (ak= 13 um~1). The results indicate that both the correlation
lengths P and¢, become larger, increasing with fluence, on the ion sputtenefaces. The
increased persistence leng®) (ndicates an enhanced stiffness and so higher interaction
of the DNA molecule on the sputtered surfaces. The largerimblecular separation§)(
also suggest more interaction as well as an increased bjmatdniity and hydrophilicity

of the sputtered surfaces.
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Figure 4.3: 1D-iso PSD plot from DNA interacted with (a) MimgriO, and surfaces irra-
diated with fluences of (b) & 10'° ions/cnf, and (c)18 x 10*® ions/cnf.
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Figure 4.4: XPS spectra of Ti(2p) region for (a) virgin hi@nd surfaces irradiated with
fluences of (b) 6« 10*° ions/cnf, and (c) 18 x 10*® ions/cnf.

Figure 4.4 displays the Ti(2p) region of the XPS spectra fthenvirgin as well as ion
irradiated surfaces. XPS spectrum from the virgin samplédi 4.4(a)) shows the presence
of the two spin orbit split Ti-2p features, 2p and 2p,. Both these features correspond
to Ti™* coordination sites on rutile surface. Very small amount i5f Tcomponent may
also be present on the surface of virgin sample. After iathoin of TiO, surface with

6 x 10™° ions/cnt, in addition to Ti* sites, Ti*® and Ti"? features are also observed for
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both 23/, and 2/, states. However, t component is most prominent with the ratio of
Ti3* and T features being only about 0.3, as seen in fig. 4.5. For theacesf sputtered
at the higher fluence, (8 x 10'® ions/cnf) this ratio increases significantly te 4.1 with
the T" component becoming stronger than th&Tfig. 4.4(c) and fig. 4.5). The binding
energy (BE) positions for various components of thg,2fevel, for virgin and the sputtered
surfaces, are mentioned in Table 4.1 for unreacted surtece®ll as after their interaction

with DNA.

Table 4.1: Binding Energy positions for varioussZpstates of TiQ
Tit Tite Ti*?
Unreacted
Virgin 458.5 - -
6.0 x 10%° ions/cnt 458.0 456.2 454.6
1.8 x 10'® jons/cnt 458.0 456.5 455.0
Reacted with DNA
Virgin 458.0 - -
6.0 x 10%° ions/cnt 457.3 - -
1.8 x 10'® jons/cnt 457.8 - -

The TiOy(110) surface consists of alternating [001] direction r@i&ve fold coordi-
nated Ti"* and two fold coordinated bridging?O. Preferential sputtering of TiQsurface
during ion beam irradiation creates oxygen vacancy withwts associated electrons get-
ting transferred to the empty 3d orbitals of the neighboffngtom. This leads to the
formation of two Tt or one T+ state on the surface [27, 28]. With preferential sput-
tering of oxygen, Ti rich zones also get created that becdmenticleation centers for
the nanodots [13,29-33]. Thus, thé*Tiand T?* features (in fig. 4.4(b)) are related to
the excess O-vacancy that form on the Ji€urface after ion sputtering. Moreover, the

higher irradiation fluence,.& x 10'® ions/cnf, leads to an increase in both?Tiand TF,
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components as expected (see fig. 4.4(c)).
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Figure 4.5: Ratio of T and Tf* XPS intensities for the virgin and ion irradiated 5O

surfaces.

Figure 4.6 shows the XPS spectra of Ti(2p) region from thgiriand ion sputtered
surfaces after they have been interacted with plasmid DNAré&ference, the XPS spectra
(of fig.4.4) from the un-reacted surfaces have also beenrshoiliis figure. The interaction
of DNA with the virgin TiO, surface causes a slight shift of*Tifeature, compared to
unreacted surface, towards the lower BE positions as sden4rt(a). This can be caused
by the transfer of electrons from the negatively chargedsphate (P@ ) backbone of
DNA to the surface. After DNA interacts with surface, irratid with the smaller fluence
(6 x 10 ions/cnf), the XPS results show a further shift of Ticomponent towards lower
BE indicating transfer of more electrons from DNA moiety toface (fig. 4.6(b)). Gaining
electron can impart some mixed Tiand Tf*) character to this state. Furthermore, it
is noticed that there is no signature of any Tifeature, after interaction, suggesting a
saturation of this state after gaining electrons from DNA&KI®ne (see fig. 4.6(b)). Both

Ti3* and TP states become saturated, as seen in fig. 4.6(c), after #radtion of DNA
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with surface irradiated at high fluence 81 10'® ions/cnf). With these observations, it
can be concluded that the initial transfer of electron frasmDNA- phosphate backbone to

the ion irradiated surfaces causes the saturation®of aind later of the B states.
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Figure 4.6: XPS spectra of Ti(2p) region for DNA interacteeld( curve) surfaces of (a)
virgin TiO, as well as surfaces irradiated with fluences of (i) B0'° ions/cnf, and (c)
1.8 x 10'% ions/cnt. For reference, XPS spectra from unreacted (black curvécas are

also included (see text).

The observed XPS results can be utilized to understand tivé @il PSD results dis-
cussed earlier in this chapter. On the virgin surface, tlgatne charge transferred from
DNA is small leading to a relatively weak interaction betwelsem. As a result the DNA

exhibits a small size (in fig. 4.1,4.2), small internuclegparation ) and small persistence
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length @) (in fig. 4.3 ). An increased charge transfer, from DNA to aud, irradiated at
small fluence (6« 10*° ions/cnf), is observed which saturates thé Tkites of the surface.
The presence of oxygen vacancies on the ion irradiatedcasfare responsible for the en-
hanced interaction, resulting in an increased size of pABMNA along with a largeg and

P. Further increase in the diameter of plasmid DNA and largeminological parameters,

& and P, are observed after plasmid DNA interacts with the surfaiated at higher
fluence (18 x 10 ions/cnf). As the XPS results show, at this stage, charge transfer fro
DNA is strong enough to saturate bott¥Tiand T¢* states. The oxygen vacancies created
on the surface, after irradiation, result in a strong coajioyn of the DNA with the surface.
Thus, ion irradiation leads to enhanced biocompatibilitg hydrophilicity, increasing with

fluence, of TiQ surfaces.

4.4 Summary and Conclusion

Here, the interaction of plasmid DNA with ion beam modifie®@7isurfaces has been in-
vestigated. Results indicate that the diameter of the DNAvals as its morphological
parameters, andP, increase on the ion irradiated TiGurfaces, indicating a higher bio-
compatibility and hydrophilicity, increasing with fluenaen these surfaces. An increased
charge transfer from negatively charged phosphate baekbbDNA to the ion irradiated
surfaces is observed to be crucially responsible for thembsion of these properties. Oxy-
gen vacancies created during ion irradiation become thefgignt centres which promote

the conjugation of DNA with the surface.
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Chapter 5

ZnO Nanostructures : Their Magnetic

Properties and Interaction with DNA

5.1 Magnetic Properties of ZnO Nanostructures

5.1.1 Introduction

In recent years, the development of semiconductor-magnetterials have initiated enor-
mous scientific interest due to their novel and versatildiegions in memory, optoelec-
tronic and spintronics devices. Since the semiconductipegaty promotes high speed data
transfer where as the magnetic property effects storagatafidformation, the combina-
tion of these two properties can lead to a faster and chedgeranic devices. The main
challenge of these materials is to preserve their magneliawor beyond the room temper-
ature for technological application. In the last few yeasdensive research is ongoing for
the development of such magnetic-semiconductor matemaisly by minute(5%) doping
of transition metal magnetic impurities into semiconduetod insulator oxide thin films
such as ZnO, Ti@ SnG, In203, CeQ etc. termed as Dilute Magnetic Semiconductors
(DMS) [1]. The main reason for the development of ferromaigne in the magnetic-

semiconductor materials was thought to be due to the maghaping [2—4] caused by the
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segregation of metallic clusters [5] and double exchangggactions mediated by electrons
in different valance states of the impurities [6, 7].

Very recently, studies on some non-magnetic semicondutaberials like HfQ, CaO,
SiC [8-10] have shown that the ferromagnetism can also arisen-magnetic semicon-
ductor thin films without any magnetic doping even at roomgemature, although their
bulk materials show diamagnetic or paramagnetic behaltisome other recent works,
it has been shown that the magnetism in DMS thin films and remticfe systems does
not exclusively depend on the magnetic doping but strongpedds on the defects created
during the growth process [11,12, 15]. The ferromagnetisthése low dimensional non-
magnetic semiconductor systems has been attributed mairtheir low dimensionality
and the oxygen defects created at the surface and inteifatas been suggested that the
development of magnetism in these non-magnetic semicooidnanoparticles system is
strongly dependent on the fabrication process and the@mwient during preparation.

ZnO nanostructures have attracted enormous scientifiesiten recent years because
of their potential applications in UV, Optoelectronics atata storage devices. ZnO has a
wide band gap of 3.37 eV and large exciton energy of 60 meV @tk3Which proves its
superiority compared to GaN.

The present chapter discusses the room temperature feynati@a behavior of un-
doped ZnO nanostructures. ZnO nanostructures have beem ¢pere by physical vapor
deposition (PVD) method. The results show that althouglaied magnetic domains dis-
playing large coercivity are observed for small90 nm) ZnO nanostructures, long range
magnetic ordering and smaller coercivity is observed ferlilyger €270 nm) nanostruc-
tures. It is further observed that the nanostructures arecemducting in nature and the
room temperature ferromagnetism, as exhibited by thesestiarctures [13, 14], is mainly
due to the presence of Oxygen vacancies. Interaction of Zm@structures with DNA has
also been investigated and it is observed that the DNA is rsi@ai@e on the surface with

Iarger nanostructures.
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5.1.2 Experiments

ZnO nanostructures (NS) have been grown by physical vapmosiion (PVD) method.
ZnO films of thickness 500nm and 1000nm were grown on Si(1@0¢kv The films were
observed to be discontinuous and displayed nanostrucwesage size of nanostructures
observed for 500nm thick film was90nm (small NS), whereas the average size was found
to be~270nm (large NS) for the thicker 1000nm film. Deposition wasg@med by heat-

ing a (1:1) mixture of ZnO powder (99%) and graphite at®©00in a system with a base
pressure of X 10~° mbar. The graphite serves as the catalyst which can reduce thiagel
point of bulk ZnO powder below 90C€. ZnO nanostructures have been characterized by
Atomic Force Microscopy (AFM), Magnetic Force MicroscoyKM), Magneto-Optical
Kerr Effect (MOKE), X-ray Photoelectron Spectroscopy (XPBhotoluminescence (PL),
Rutherford Back Spectrometry (RBS) and X-ray diffracti®RD). For XPS studies a VG
system equipped with Mg-Al K anode was utilized. XPS results reported here were ac-
quired using the Al I anode. AFM-MFM studies were performed using a Nanoscope
[1I-A controller supplied by Veeco. Images have been aeglin tapping mode using a
FESP tip. MOKE studies have been performed using a He-Nedaseece in the longitudi-

nal mode at room temperature. PL studies were performed ashy (370 nm) excitation
source at room temperature and the XRD measurements wdogrped using a Cu K

radiation source.
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5.1.3 Results and Discussions

Oonm

Figure 5.1: AFM-MFM images from jsmx 5um regions are shown for (a) small NS
(~90 nm) and (b) large NS{270 nm) ZnO nanostructures. Topography and MFM images
are shown in the left and right sections, respectively. &bals for topographic images are

also shown.

Figure 5.1(a) shows the AFM image from a 500 nm thick ZnO filrmages show the
presence of nanostructures on the surface. The averagefslzese ZnO nanostructures
(small NS) is about 90 nm. The corresponding MFM image shdwsdolated magnetic
domains from ZnO film. Figure 5.1(b) shows the AFM-MFM imadesn the 1000 nm
thick film. The average size of ZnO nanostructures /0 nm (large NS). Interestingly,
the magnetic domains in the MFM image do not appear isolatgdreore and show long
range ordering. From fig. 5.1 it is clear that the smal90 nm) ZnO nanostructures show
isolated magnetic domains with short range exchange ttterawhich transforms to long

ranged magnetic ordering when the ZnO nanostructures gigyeb(~270 nm) in size.
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The results of MOKE studies are shown in fig. 5.2. Both the 5N& (~90 nm)
and large NSA270 nm) show ferromagnetic behavior at room temperatuh®adth it is
well known that the bulk ZnO is diamagnetic in nature [16]eTysteresis loop from small
~90 nm nanostructures shows a coercivity of 520 Oe which reesitac230 Oe for the larger
~270 nm nanostructures. This can be because the larger Zni3tnactures, can reduce
the domain wall pinning effect and in turn decrease the cagrd17]. The reduction of
pinning will increase the range of exchange interaction gnihe neighboring localized
electron spin moments in the ferromagnetic domains leattinfpe long range of order
seen for large nanostructures in MFM. For the small nanoitras of~90 nm, only short
range of exchange interaction is observed. Another iniagegeature shown by MOKE
results, in fig. 5.2, is the asymmetries in the hysteresipddor both the small NS and
large NS. These asymmetric loops can arise due to collingaxil and unidirectional
anisotropies in the magnetic field applied at the certainestg the anisotropy axes of the
nanostructures and the local strains. Such asymmetryais oftperceptible on longitudinal

hysteresis loops, especially for nanostructures with lsumghxial anisotropy [17, 18].
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Figure 5.2: Hysteresis loop for (a) small NS940 nm) and (b) large NS270 nm) ZnO

nanostructures. Kerr intensity versus magnetic field (H)een plotted.

Various irregularties in the hysteresis curve are causethé®ynhomogeneities in the
nanostructures and the other defects at the surface whigedenthe motion of Domain
Wall (DW) in the film. This is related to the phenomenon of Baalsen effect, where the
DW can remain pinned to the inhomogeneities even with theghan magnetic field but
jumps off and becomes unpinned on subsequent change inX@ld [

The origin of ferromagnetism can be attributed to the pogféedts present in undoped
ZnO nanostructures [20]. The defects can be either of Zn oyp@ &and may arise as
vacancies or interstitials depending upon the fabricgpimtess. The physical vapor de-
position method preferentially creates vacancies raten tnterstitials and the Oxygen
vacancies(Y) are likely to be more in number than the Zn vacancigg(}21] due to their
high diffusivity in oxide systems, which occurs specialtytee surface and interfaces. The
charge states of these,Wacancies can be of (+2), (+1) or (0). The theoretical calcul

tion for ZnO type structures show that (+2) and (0) chargéestareate relatively larger
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local strain in the lattice sites than (+1) state [22]. Herthe Oxygen vacancies in ZnO
are preferentially in the (+1) charge state. The electrogied in the Oxygen vacancies
are polarized which are assumed as the origin of the roomdsatyre ferromagnetism in

undoped ZnO nanostructures.
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Figure 5.3: Core level XPS spectra for Zng2j) level from (a) small NS{90 nm) and
(b) large NS £270 nm).
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The Zn(2p) state for the ZnO nanostructures has been igatst by the XPS and is
shown in fig. 5.3 for both the smalk@0 nm) and large~270 nm) nanostructures. The
binding energy (BE) of Zn(2p,) state at 1021.7 eV for large-@70 nm) nanostructures is
about 0.2 eV lower than the position of this state (1021.9fe¥small (~90 nm) nanos-
tructures. Lower BE seen for large nanostructure840 nm) can be due to the increased
screening effect of the valence electrons at the Zn sitestdié reduction in charge transfer
from Zn to O caused by the presence of excess Oxygen vacamthesZnO crystals at the

surfaces and interfaces.

Intensity (au)

528 530 532 534
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Figure 5.4: Core level XPS spectra for O(1s) level from (agbMS (~90 nm) and (b)
large NS 270 nm).
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The O1s spectra for both small and large ZnO nanostructoeeshawn in fig. 5.4. The
spectra for small NS~90 nm) displays three components at 530.2, 531.4 and 532.7 eV
The lowest binding energy component centered at 530.2 e¥ribwted to G~ ion from
ZnO [23,24]. The high binding energy components locate@atband 532.7 are attributed
to the presence of loosely bound oxygen on the surface of ZAar@sitructures belonging
to species like hydroxides [25]. The corresponding feattm@m the large nanostructures
(~270 nm) are respectively observed at 530.3, 531.7 and 533.®@eased BE for all
oxygen components, for large nanostructures (comparethatl sanostructures) are con-
sistent with the presence of oxygen vacancies on the sudiadea decreased screening

effect on oxygen atoms.
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Figure 5.5: PL spectra from (a) small NS90 nm) (lower) and (b) larger NS270 nm)
(upper). The inset shows the emission at 376 nm due to theceathicting band gap of
3.37 eV for large NS.

Photoluminescence results (fig. 5.5) clearly support tlesgmce of excess vacancies
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for large nanostructures-70nm) compared to smakQ0nm) nanostructures. The fea-
tures at 610 nm and 630 nm, representing the yellow and redlerayths respectively, are
attributed to the emission due to the direct recombinatfdhephoto generated charge car-
riers generated at the oxygen vacancy sites to the valamcksvate of Zn sites. Both these
features being stronger for the large nanostructures, aoedgo the small nanostructures,
support the XPS results that excess Oxygen vacancies aenpia the bigger~{270 nm)
nanostructures. The XPS studies did not show presence omatgrial other than Zn
or O which support the fact that the level of impurities (of &mnd) is less than 0.01%.
The magnetic moment associated with that very minute dapapgrities, if at all present,
will be very small which can not create the strong ferromdéigneseen here. The large
nanostructures~270 nm) displaying long range magnetic ordering with smedrcivity

of 230 Oe also show semiconducting behavior. The inset ofbfig.shows the 376 nm
emission due to the semiconducting ZnO band gap of 3.37 eVh&se nanostructures.
This PL measurement was done using a 325 nm He-Cd laser sdiR€eresults from the
large nanostrctures(270nm) thin film is represented in fig. 5.6. The spectra shav th
presence of ZnO (100), (101), (102), and (002) phases. Tbiwsthe nanostructures are
composed of ZnO only [26].

14}

Zn0(101)

12 |

)

g
S
=
Qo
e
N

Intensity(a.u

g Zn0(102)

Ok )
10 20 30 40 50 60

20

Figure 5.6: XRD spectra for large-@70 nm) ZnO nanostructures.
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5.2 Interaction of DNA with ZnO Nanostructures

We have investigated the interaction ddNA with the large 270 nm) and small{90
nm) ZnO nanostructures. The fabrication of nanostructwasdiscussed in the previous
section. The\DNA, utilized in this study contained about 48K base pairse Toncentra-
tion of theADNA was maintained at 0.03ng/nl and it was stored in the 10mstHcl buffer
(pH 7.6) at—20°C.

Figure 5.7: AFM topographic images ®DNA interacted with (a) small NS{90nm) and
(b) large NS £270nm). The scan size of the images isDOunt.

Figure 5.7a displays the AFM image after the interactiotheADNA with small (~90
nm) nanostructures of ZnO. The image indicates an aggldimeraf DNA due to the
nanostructures. The rms roughness of the surface has bessured to be 88.7 nm.
Surprisingly, the DNA does not agglomerate on the surfadt l@rger ~270nm) ZnO
nanostructures rather at many places long strands of DNAlzserved. One such region

is shown in fig. 5.7b. The rms roughness of the surface is selea very low (18.8 nm).
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Figure 5.8: PSD plots after interaction of DNA with (a) smd® (~90nm) and (b) large
NS (~270nm).

The Power Spectral Density plots after the interactioNNA with smaller (~90nm)
and larger £270nm) ZnO nanostructures are shown in fig. 5.8. The PSD plstsshow
the roughness comparison of the two surfaces interactéthBRNA. Considering the be-
havior of PSD(k) with k, asPSDk) = A[1+ B?k?|~(1*9/2, the slope folPSD(k ~ 0),
gives the equivalent surfacensroughness. The roughness values derived from PSD plots
are relatively similar to those obtained from AFM imagesgtimsroughness is observed
on surface with small{ 90nm) nanostructures. The results presented here didupddy t
ADNA is very stable on large~270nm) nanostructures. The overall surface roughness is
also lower on this surface. However, after interaction sitraller ¢~<90nm) nanostructures

DNA agglomerates resulting in a surface which is not deblestor DNA applications.
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5.3 Summary and Conclusion

In this chapter, ZnO nanostructures produced by PVD methodiacussed. These nanos-
tructures are semiconducting in nature and display roonpésature ferromagnetism. Iso-
lated magnetic domains for smaller ZnO nanostructuresdmgt tange magnetic ordering
with exchange interactions is observed for larger nanotiras. Ferromagnetism may be
primarily arising due to the presence of Oxygen vacanciésarznO nanostructures. The
photonic properties of these ZnO nanostructures are dyrafigcted by the Oxygen va-
cancies as has been shown by XPS and PL studies. The inberaétDNA with ZnO
nanostructures has also been investigated here. The DNaimestable on larger nanos-

tructures but agglomerates on the smaller nanostructures.
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Chapter 6

Fabrication of Hg Nanostructures within
DNA: Demonstration of DNA as a sensor

of Mercury

6.1 Introduction

Coming together of nanotechnology and bioengineeringigeothe template for designing
useful nanostructures through the manipulation of biaalgmolecules like de-oxy-ribo-
nucleic-acid (DNA). These molecules exhibit great flexipiand have shown potential
as precisely controllable and programmable scaffolds ésighing, fabricating and orga-
nizing functional nanomaterials [1-7]. Metallic nanostiwres (NS) have attracted much
attention, since they show the distinctive physical andrabal properties found in neither
bulk nor molecular/atomic systems. With the top down apgindaaving several limitations
in this frontier, role of DNA for assembling metal NS throutteir selectivity and speci-
ficity of binding nature can have far reaching consequeriles NS can in turn be utilized
to modulate the properties and functions of the DNA. The De#plated NS also show

promise to become useful in bio electronic devices and $srj8h Mercuric metal ion
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as carcinogenic element, that perturbs and influences DNitste, also imparts serious
concern for understanding the binding of this divalent iofDNA. A comparison of the
toxicity values of different forms of mercury on the prokargs and eukaruyotes is shown
in Table 6.1.

Table 6.1: Chemical toxicity values afercuryHg?*

Form of Mercury Non Cancer Effect
Oral-RfDP Inhalation-RfC
Metallic Mercury None Established 0.0003 mg/m
Mercuric Chloride 0.0003 mg/Kg-day None Established
Methyl Mercury 0.0001 mg/Kg-day None Established
Phenyl Mercuric Acetate 0.00008 mg/Kg-day None Established

aAdapted from Health Fact Sheet, NIH, USA
bRfD: Reference Dose
°RfC: Reference Concentration

In this chapter, the fabrication of mercuric NS within the ®Ncaffold by utilizing
the site specific interactions [9, 10] is demonstrated. TlgeN$ are embedded within
double helix and exclusively interact with the nucleic abmkses of DNA. In addition,
protonation of amine group (see fig. 6.1), promotes the faonaf metal-base complexes
(like Metal-Purine (M-Pu) and Metal-Purine-Pyrimidine {RU-Py)). Stabilization energy
estimates suggest that G-C base pair sites are the liketljdzgtes in the formation of these
complexes. Formation of metal-base complexes as well asdukfications in transport
(electrical) properties of DNA, after conjugation with Hns, can be utilized as sensor of

mercury contamination and DNA assays.
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Figure 6.1: Structure of Watson-Crick (top) Adenine (A)yfhtine (T) and (below) Gua-
nine (G)-Cytosine (C) base pairs. (Pu: A,G; Py: T,C).

6.2 Experimental

Plasmid (pBSIISK with~ 3400 base pairs) DNA was isolated from the bacterial celg@H

in mid-log phase as per the standard protocol (Sambrook asddR 2001) and was used
in the present study. 2ng/ DNA was reacted with 10mM mercuric acetate salt and EDTA
solution. The H§" ions created in the aqueous solution bind to DNA bases fayittia
complex NS and EDTA acts as the capping agent. Nanoscopeniiiimode was utilized

for tapping mode SPM and Scanning Tunneling Spectroscop$)Studies, of samples
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prepared by placing the solution of the un-reacted or theteelaDNA on the mica surface
and then drying it under ambient conditions. Nearly 200 iesagf 50 nm to 1@umsizes
were imaged. XPS was performed on a VG instrument with a Mg#&urce at an emission
angle of 30. All binding energies are referenced to the C1s peak at 284’ BEM images

were acquired, utilizing a liquid nitrogen cell, in JEOL moscope.

6.3 Results and Discussion

Figure 6.2 show the AFM topographic images of the reactededsas unreacted DNA's
with the Hg. Image from the un-reacted DNA (fig. 6.2a) disglagveral circular plasmid
DNAs of 200-500nm diameter. The reaction with Hg salt, hosvelinearizes the circular
DNA plasmid as seen in fig. 6.2b where only linear DNAs, witkithengths varying from
0.2-1um, are observed. A typical high resolution image from a liressdt DNA (fig. 6.2¢)
displays several high intensity zones (marked by arrowgrevthe mercury NS, of 8-10nm
sizes, have got embedded within the DNA. Local melting orati@mnng of DNA may be
responsible for this NS embedding since the double helirdsaturbed in the other regions
where periodic bright spots representing 10 DNA base paiits with, expected, helical

pitch of 34+ 0.3nmare observed.
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Figure 6.2: (a) X 1 pnt image of un-reacted DNA on mica. Images of DNA reacted with
Hg ions are shown from (b) §5 unt and (c) 750« 750 nn¥ regions. Arrows mark the
positions where Hg NS have got embedded within plasmid. Tedl pitch of 3.4nm

between the 10 base pairs of DNA is also marked.

The P-2p XPS spectra, in fig. 6.3a, do not exhibit any sigmtickiferences between
the un-reacted or the metal reacted DNA. The scenario, hemewery different for N1s
core levels. The binding energies of the main features gb2g(4f), and N(1s) are pre-
sented in Table 6.2. Prior to metal interaction, nitrogess i¢htures (see Table 6.2) related
to amino (-Nh), imine (-N=) and amine (-NH-) structures [11, 12] are saeffig. 6.3b.
Although all these features are seen, after interactionMA Wvith mercury, the spectrum
is very broad and displays six features each of 1.5eV FWHM. Sdvere modifications in
this spectrum suggest extensive perturbations in the DNigtwih comparison with the ab-
sence of any modifications in P spectrum signifies the se&estteraction of Hg ion with
Nitrogen site of nucleic acid bases. Consequently the néragen features (at 395.47,

403.09 and 405.57 eV) must have their origin in the conjogedf Hg- cation with DNA.
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Figure 6.3: XPS spectra are shown from un-reacted (lowernedisas metal reacted DNA
(upper) for (a) P2p, (b) N1s regions and from metal reacted\ @iy (c) Hg4f. All XPS

intensities are in arb. units.

Table 6.2: Binding Energy (eV) of Core Levels

P2p Ho4f
232 2py 2 472 472 450 4fs)o
M-G-C M-GC M-G-C M-GC
Unreacted 133.15 134.83 - - - -
Reacted 133.15 134.32 100.65 102.28 105.05 106.51
N1s
Unpair -NH,- -N= -NH- M-GC M-G-C
Unreacted - 398.42 399.66 401.42 - -
Reacted 395.47 397.26 398.97 400.90 403.09 405.57

The ab intio calculations, based on quantum chemistry, shetvempty orbitals of

transition metal cation on accepting electrons from thdeulmase moiety, with the N7
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atoms of Purines (G,A) being the most preferred sites (se.#g, form coordination com-
plexes [13]. Based on above observations, we propose hbgirotonation of imine (N7)
nitrogen causes, as also observed in polymers [14-16],itfneBE feature at 403.09 eV
(fig. 6.3b) due to the formation of Metal-Purine (M-Pu) coepl Furthermore, formation
of more stabilized Metal-Purine-Pyrimidine (M-Pu-Py) qaex, also proposed by ab ini-
tio model, produces the higher BE, 405.57 eV, feature. Algiothe theoretical feasibility
of such metal-base complexes has been discussed by Butdd 8}athis study presents
the experimental verification of the formation of such coexgls. The schematic of the
Metal-Purine (M-Pu) and Metal-Purine-Pyrimidine (M-Py}Romplex inside the DNA

bases are shown in fig. 6.4.
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M H

Figure 6.4: Possible Metal (M) attachment sites in Purigeafidine (Pu-Py) structure.
Metal attachment to (top) AT and (below) GC complex.

The strong affinity of DNA for mercury ions, compared to Au pparticles [17], as
suggested by the excessive perturbations in nitrogen Isfiga6.3b) promotes the local
melting within DNA double helix. Consequently, some hydendponds,between the DNA
bases, get ruptured leading to the perturbations and thetwlémy of the associated ex-
ocyclic groups (-NH, -NH, C=0) attached to these sites [18]. These exposed exocyclic
groups produce the lowest BE "unpaired” 395.47 eV featurfegin.3b. Thus 1.79 eV,
the energy difference between the "unpaired” and the arrltid) features (in Table 6.2),

reflects the energy required for stabilizing the base p&draction.
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Comparing with the quantum chemical calculations, wheabikration of G-C and A-
T pairs respectively require 1.1 and 0.4 eV [13], it can bectated that the "unpaired"
feature is most likely due to the rupturing of hydrogen boofd&-C base pairs in fig. 6.4.
The intensity strengths, from XPS spectra, reveal thatdtie of "unpaired” bases is about
half of paired amino group implying a significantly large nagnof unpaired sites for DNA
in the presence of metal.

The ab initio calculations, under Hartree Fock (HF) forsalj have demonstrated that
the stabilizing energy for Hg- Purine system, within M-GC-@I) complex is 8.5 eV
(5.47 eV) whereas for Hg- Purine- Pyrimidine system is 1@87(6.4 eV) for M-G-C(
M- A-T) complexes [13]. Comparison with the post- conjugatXPS results, exhibiting
extra N1s features at 403.09 and 405.57 eV (fig. 6.3b) dispdagspectively a separation
of 7.62 and 10.1 eV referenced to the "unpaired" bases (att3¥/), suggests that these
high BE features, are most likely due to the formation of M-GQM- G-C complexes,
respectively, and less likely due to M-AT and M-A-T complex&/eak coordinations with
adenine are, however, possible. Smaller dipole momentdefiae, compared to guanine,
and its orientation can be responsible for a much weakedawation to metal ion.

The Hg 4f spectrum (fig. 6.3c), displaying four featurespaisflects the formation
of metal-nucleobase complexes witlf;4 and 4f5,, components respectively appearing
at 102.28 and 106.51 eV for M-GC complex and at 100.65 and050&V for M-G-C
complex. The higher intensity of former two features is imeggnent with the results of
fig. 6.3b with a more intense M-GC feature. Influence of etgmisitive Hg, as well as its
nanostructure nature, causes the shift towards higher Btaése complexes compared to
bulk metallic-Hg core levels expected at 99.744) and 103.8 eV (45)).

The scenario, based on the picture developed by AFM and X&Ssihggest that Hg
NS get embedded within the nucleolic acid bases through streing affinity, rather than
by the encapsulation of NS by the major grooves of the DNA. [&her process has been
utilized by Liu etal [19] for forming Au clusters. The stroaffinity of Hg ions for nitrogen

bases also results in the formation of M-GC and M-G-C congdeX hese complexes, or
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metal bound bases, then serve as additional nucleatios fsiteéhe stabilization of Hg-
NS within DNA. These results highlight the possibility thdg- NS could be assembled
by DNA. The Hg- NS bound bases may link with other base accg@titowing separated
DNA strands, or their separated local domains to cross kimkning a network of DNA
aggregates as seen in the TEM image (fig. 6.5) where circulk Bggregates can be

delineated.

Figure 6.5: TEM image of aggregation of Hg NS conjugated DINAet shows a cubic
nanocrystal within the Hg- DNA aggregate. The SAD patteomfithis nano-crystal (top-

left inset) shows a lattice constant of 3.004A.

Geometrically distinct shapes for aggregates have beesnadibin other studies also
[17]. Inside these aggregates the cubic Hg NS (inset fig. l&aS® been observed. The
SAD pattern from a Hg crystallite, within the aggregate ptiigs an ordering of 3.004A,
similar as the lattice spacing for rhombohedral mercurgtaly Several other studies have

previously addressed aggregation of DNA in the presencevafeht metal cations. These
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display a close correspondence between thermal and mdtaded melting [18].
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Figure 6.6: STS of bare DNA (straight line) as well as metaljegated DNA (dashed

line).

The STS images studied for the modifications in transporaien exhibit a rectifying
behavior for the Hg conjugated DNA in fig. 6.6. The bare plaknoin the other hand,
displays a semi- metallic behavior. This is a significantulethat can also be utilized as a

sensor for the mercury contamination.

6.4 Summary and Conclusion

In this chapter the fabrication of Hg nanostructures (N®)pkated on the linear DNA
is demonstrated. The Hg-NS, exclusively interact with titeogen bases of the DNA
and have no influence on the phosphorus backbone of DNA. Thpigation displays
the formation of two metal-base complexes which can be densd as the signature of

metal-DNA conjugation. Energy stabilization estimateggast that these complexes form
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after the interaction of Hg ion with the G-C base pairs. Fdromeof these complexes and
the modifications in transport behavior of DNA, on interantwith Hg-metal will have

applications as sensor of mercury contamination.
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Chapter 7

Summary and Conclusion

The studies presented here, in this thesis, demonstraterthation of TiG, ZnO and Hg
nanostructures and their interactions with DNA. The oxii®©¢, ZnO) and Hg nanostruc-
tures display immense potential for numerous applicatinribe fields of photocatalysis,
optical and electronic devices, magnetic recording meaibdosensors. The formation of
nanostructures, here, has been undertaken by a varietytekrtor creating self assembled
structures. The modifications in the conformations of DNAlerale, through interaction

with these nanostructures, have also been investigated her

An introduction to the basic concepts on the formation ofasiructures and some the-
oretical concepts are presentecchapter-1. The nanostructures, here, have been created
by several methods like ion irradiation, Physical Vaporaon and through selective
conjugation within DNA. Discussions of these selected méshalong with the various

experimental techniques, utilized in this thesis, aregme=] inchapter-2.

Chapter-3 presents the formation of nanostructures onylg0rfaces by low energy
ion irradiation technique. Fabrication of patterns, by tmethod, is a powerful technique
to grow self assembled nanostructures, on large surfaegiara single technological step.

The nanostructures were formed on rutile F{OL0) surfaces using 3keV Arions, from
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ECR source, at a fluence ofSlx 10 ions/cn?. Preferential sputtering of the surface
results in the formation of oxygen vacancies (liké Tstates) as well as Ti rich zones on
the nanopatterned surfaces. The existence of Ti rich zastezsdhe nucleation centre for
the creation of nanodots on the ion sputtered surfaces. Appesaive stress inside the
crystal is also generated in the lattice along [110] dicectue to the reduction in the inter-
planar separation after the sputtering. The nanodot paitesurfaces show a remarkably
enhanced UV-Vis absorption, higher PL as well as a reduatibandgap. These properties

can be utilized for better photocatalytic behavior.

Chapter-4 describes the interaction of plasmid DNA with the nanodatgraed TiG
surfaces. The nanostructures were created via ion beagimitian of surfaces by utilizing
low energy Ar* ion source in UHV. The results show prominent alteratiomad¢onforma-
tion of DNA molecule after its interaction with the ion sparetd surfaces. The morpholog-
ical parameters of DNA, like its correlation lengt®) @nd persistence lengtR), as well
as the size of DNA have been investigated to understand s@ @itbn properties and in-
teraction behavior of DNA with the surfaces. An increasénminorphological parameters
of DNA and an enhancement in DNA- diameter displays a langeraction and a higher
adsorption of DNA on ion irradiated surfaces. This also ssiga better biocompatibility
and hydrophilicity, increasing with fluence, of the spugtésurfaces. The Ti rich sites and
oxygen vacancies, created after the sputtering ob B@faces, are crucially responsible
for increased charge transfer from negatively charged giete backbone of DNA to the

patterned surfaces.
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Chapter-5 presents the formation of ZnO nanostructures produced Hy Réthod.
The undoped ZnO nanostructures are semiconducting inenathd display room temper-
ature ferromagnetism. The smaller ZnO nanostructuresjzef~s90nm, show isolated
magnetic domains, where as, the larger ZnO nanostructoregze ~270nm, show long
range magnetic ordering along with strong exchange intieresc The experimental re-
sults from XPS and PL studies show the presence of higher @xygcancies in the larger
nanostructures, and the room temperature ferromagnetigynb@ primarily arising due
to these Oxygen vacancies in the ZnO nanostructures. Téeation of DNA with ZnO
nanostructures has also been investigated here. The fazgdrnanostructures show better
stability of the DNA molecule, compared to the smaller sinashostructures, where the

DNA agglomerates on the surface.

Chapter-6 presents the fabrication of Hg nanostructures using the DdiAplate. The
Hg nanostructures form by rupturing the nitrogen baseseDNA. The experimental re-
sults strongly support the fact that, Hg nanostructurekiskely interact with the nitrogen
bases (G and C in the present study) and have no influence phalsphorus backbone of
DNA. The protonation of amine group, of the DNA bases, praadhe formation of the
metal-base complexes like, Metal-Purine (M-Pu) and MBtaine-Pyrimidine (M-Pu-Py).
The as formed Hg-base complexes have also displayed véeyadif electrical conduction
behavior compared to the unreacted DNA. This unique findimayvs the possibilities in

the development of a sensor for mercury contamination and Bd¢ays.

In conclusion, the metal oxide, TEQL10) and ZnO, nanostructures, studied here, show
several unique properties. The nanostructures creatdteon®, surfaces show enhanced
optical properties in the visible as well as in the UV reginiéie Oxygen vacancies cre-
ated during the sputtering process have been shown to bandsimesponsible for these

enhanced photocatalytical properties. These nanode&trpatt surfaces also display higher
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biocompatibility and hydrophilicity. The ZnO nanostruets display room temperature fer-
romagnetism in the absence of any magnetic doping. Therlagyestructures show very
strong long range magnetic ordering at room temperature.(tygen vacancies created,
during growth, are primarily responsible for these obs@ows. The larger nanostructures
are also more biocompatible, with DNA displaying more statiynformations on them.
Self assembled Hg nanostructures have been fabricatashtintbe conjugation within the
DNA double strands. The interaction between the Hg nancistres and DNA has been
investigated and the results show that Hg exclusively ausrwith the nitrogen bases of
the DNA and not with the phosphate backbones. The formafibnmspecific metal- base
compounds as well as the modification in the transport ptegserafter interaction of Hg
with DNA, have been demonstrated here. Both these propettigether display that DNA

can be used as a sensor of mercury.



