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Synopsis

Graphite, a typical layered material, consists of hexabeoerdon sheets which are stacked
on top of each other. Each layer contains two interpenatatiangular sublattices denoted
as A and B. Elemental carbon is tetravalent. 2¢sand 2p electrons hybridize with each
other leading to the formation of stromgbond and the sidewise overlap pf electrons
gives rise tor bonds. Ther-bonded electrons are at the root of the hexagonal struoture
each layer of graphite whereas thdonded electrons are of vital importance for its various
electronic properties. The interaction betweensthedectrons in two consecutive layers is
very small compared to the in-plane interaction. This dédfee in two directions makes
graphite a quasi-two-dimensional system, the layers otlwhbuld be peeled off easily.
Exploring this characteristic, to avoid many experimegtanplications, the momentum
resolved electronic structure of graphite has been stugkesghsively in the past using an-
gle resolved photoelectron spectroscopy. There have baay band structure calculations
also of graphite. Recently, the discovery of the two-dini@mal system, graphene with its
peculiar electronic structure in which charge carriers mimassless fermions, has created
a renewed interest in the mother system, graphite. Moreseare of the exotic properties
like room temperature ferromagnetism (FM), quantum Hd#ef(QHE) in Highly Ori-
ented Pyrolytic Graphite (HOPG) and the M-I like behaviotigraphite have enhanced
the necessity to reinvestigate the electronic structurgraphite. Recent angle resolved
photoelectron spectroscopic experiments have lead toaewev observations, e.g., mass-
less electronic charge carriers (Dirac fermions) coaexisivith quasiparticles having finite
effective mass, presence of non-dispersive band very ¢o$ermi energy which was
neither predicted by band calculations and strong elegttmmon coupling along with lin-
ear energy dependence of the quasiparticle scatteringnditating a deviation from the
Fermi-liquid behaviour of quasiparticles in graphite.

Electron spectroscopy is a very powerful experimental fooprobing the electronic
structure, bonding and chemical nature of a material. Anggelved photoelectron spec-
troscopy (ARPES) is of partucular interest because it plewithe advantage of directly
probing the electronic structure with both energy and mdomannformation which is not
accessible by any other measurement. Ultra violet photaiseésl to probe the occupied
band structure. On the other hand, angle resolved invers@lectron spectroscopy in
which energetic electrons are used as the probing ageriigimbst direct technique to
elucidate the momentum resolved unoccupied electronictsire of a material. More-
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Synopsis

over, the introduction of high energy resolution to thesstéques enables one to probe
directly the most crucial low-energy excitations near teenfi level (E-). It can give valu-
able information regarding the quasiparticle lifetime atr@éngth of various interctions like
electron-electron, electron-phonon and so on inside a.sélor this thesis we have used
Angle resolved photoelectron spectroscopy (ARPES)karesolved inverse photoelectron
spectroscopy (KRIPES) techniques to probe the valence @amduction band structure of
single crystal graphite and HOPG along the different higimmeyetry directions of their
brillouin zone.

We have carried out a comparative study of the near fernatlelectronic structure
of single crystal graphite and highly oriented pyrolitiaghite (HOPG). Angle resolved
photoelectron spectroscopy and angle resolved inversog@lectron spectroscopy have
been used to probe the occupied and unoccupied electramés stespectively. The single
crystal graphite showed distinctive band dispersionscalihie symmetry directions K
andI" M of its hexagonal brillouin zone. We compared these dispgrigatures with the
existing first principle band structure calculations tontliy the experimental bands and
found them to be in good agreement. All along the symmetmyatimns only oner band
is visible but near thé point (brillouin zone corner) the bands of single crystal graphite
show a splitting. The splitting at th&-point was estimated to be 0.5 eV. We have also
compared the dispersingbands with another band structure calculation performedsoy
within tight binding model with much importance on the irapé interactions among the
electrons. In the following paragraph we will describe thelioe of the formalism and
compare the experimental results with that. We have dones admperature (77K) study
of the near & feature at the/l point and observed the presence of a quasiparticle peak
below E- which indicates a strong electron-phonon coupling in gitaphOn the other
hand, HOPG showed a circular low energy electron diffrac{ficEED) image consistent
with the presence of microcrystalline grains in the materia ARPES experiment on
HOPG, theM and K points like features were found to be present in the samalradi
direction due to the superposition of thé/ andI' K directions. Angle resolved inverse
photoemission spectroscopy, which gives the dispersibriseoconduction band states,
have been carried out on single crystal graphite (alonglatin zone direction very close
to I'M) and on HOPG (along a radial direction). Results from thisc@scopy have
displayed band dispersions which are matching with the toweband along thd M
direction of the calculated conduction band structure. \Afehalso found the presence of
some non-dispersive features in both the valence and ctoddmands which are thought
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Synopsis

to be coming from the presence of loose carbon atoms at tti@csuor from the high
density of states due to the flat band nearth@oint.

Since singly occupieg, electrons are responsible for the electronic propertigsaghite,
we have particularly compared the experimentally foartshnds with our tight binding
bands on graphite. To calculate the bands we have initialhgttucted the formalism for
graphene which could be thought as the first approximatiographite. We have calcu-
lated the bands considering the hopping of the electrons tipird nearest neighbours in
the graphene plane with an aim to find a set of parameters w¥ilchot be mere fitting
parameter, rather have some physical ground, e.g. the pteeshould be decreasing in
magnitude with increasing distance. We have also includedverlap integral corrections
to the bands. We find that thebands are linear near th€ point and the neak point
regions of the dispersions are very little affected by thatusion of different parameters
whereas the slope of the bands change considerably in tlenregar about th& point.
We have fixed the values of the parameters by comparing théisegth a first principle
band structure calculation. We have also produced theapaensity of states (due to
band only) within the same model. Furthermore, we have tigeed the effects of these
in-plane parameters on thebands of bilayer graphene along with its out-of-plane mnter
action between the neighbouring planes. Here we have adsolssl for the effect of the
site energy difference) which comes from the difference in structural environmiggt
tween two atoms in two different sublattices in the samelygap layer. Itis observed that
the bands become quadratic in nature nearifhgoint of bilayer brillouin zone. We also
observe that\ introduces asymmetry in energy values of top conductioml lzand bottom
valence band at th& point with respect to zero energy and the out-of-plane ayeir-
tegral introduces further asymmetry to these. In genemktis noticeable electron-hole
asymmetry in the slope of the bands away from &h@oint, and also the changes in band
widths due to different in-plane coupling parameters. R $ystem also we have derived
the density of states within the same model. Finally, we rey@ied this formalism on
graphite which is nothing but a bilayer graphene with pedibglalong the z-axis. So, the
brillouin zone of graphite is also three dimensional. Irstiystem we find that the bands
are non-linear near th& point whereas they are linear near tepoint (another corner at
the top) of the brillouin zone. Comparison of the experinaéntbands with those of the
calculated ones in thEM K plane of the brillouin zone reveals that the bands having the
effect of parameters up to third nearest neighbours haveterbeatching near the zone
boundaries, i.e. ned and M point compared to the bands with nearest neighbour hop-
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ping only. At and around the zone centre none of the calalilaé®ds superpose well with
the experimental bands.

Though, for this thesis the major work is on graphite systemhave done some elec-
tronic structure studies applying the photoelectron spscbpic methods on two transi-
tion metal oxide systems of current interest namely, Bise®Omultiferroic material and
Smy1Ca 4, Sr.MnO;s, a colossal magnetoresistive material.

Multiferroic materials are of great interest because oirthege application possibil-
ity in magnetic storage devices, electronics, sensor atd. aéso from the physics point
of view the simultaneous presence of different ferroic sdenagnetic, electric and/or
structural) and their coupling mechanism needs to be utwtets BiFeQ is of particular
interest because its both the transition temperatures(il Ty) are above room tempera-
ture. Here, we have studied the valence band electronictatauof Pb doped BiFeQ.e.,
Bi;_.Pb.FeQ; (z = 0.02 to 0.15) system using X-ray (XPS) and ultra-violet tpletec-
tron spectroscopy (UPS). The system undergoes a R3c (eidimubic perovskite) to cubic
phase transition with Pb doping. The cubic composition shawenhancement of the oxy-
gen 2p character in the near Fermi level density of statessiply due to the weakening of
the Fe 3d - O 2p - Bi 6p hybridization strengths following th@rges in the topology of the
oxygen octahedra in its structure. The compositions wighiRBc structure showed a much
larger band gap and band width compared to those reportedUf&DA + U calculations.
We attribute this to a larger effective Coulomb interactfop; ).

To study the electronic structure of $ntCa) 4. Sr,MnO; which is an electron doped
system £=0.0, 0.2, 0.3, 0.4 and 0.6) we have used ultra violet phetbeln spectroscopy
(UPS) with fixed photon energy (Hel line) and resonance pletdron spectroscopy (Re-
SPES) with varying photon energy across Mn 2p-3d absorptige. The manganese based
perovskite systems, usually known as manganites, haaeggtt enormous attention over
the last several decades because of their potential apphaa data storage and because
of the richness of physics involved in various interestihgmomena exhibited by them .
They show a huge decrease of electrical resistance due apghieation of external mag-
netic field, a phenomenon leading to the name colossal magse&ttance (CMR). The
electronic degrees of freedom e.g. charge, spin, orbithtla&ir interplay show interesting
phenomena like charge ordering, orbital ordering, pseaddgrmation, phase separation
etc. Electronic structure study, particularly the neamkidevel electronic structure could
shed light on the nature of the interactions behind thesaghena. The magnetic ground
state of the parent compound (§1€a oMnO;) at low temperatures (belowyET.=110K)
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comprises of ferromagnetic clusters (FM) embedded in ape-&FM phase. Composi-
tions with x < 0.2 also show the presence of this FM component. This conmpase
sensitive to the substitution of Sr for Ca. From the combid&$ and ResPES studies we
find that the valence band of this material has major cortioburom Mn 3d states and
there is a strong hybridization between Mn 3dand O 2p states. The very weak spectral
weight around the Fermi energy in the resonant photoenmsgpectrum is attributed to
low density of Mn 3d g electrons in Sm,Ca, 9, Sr,MnOs; having only a small fraction
of Mn?* (t3 e}) ions. With strontium doping, the A site cation size incesateading to
significant changes in the Mn 3d spectral weight. This ingisdhat there is a change in
Mn 3d - O 2p hybridization strength due to structural modtfmacaused by Sr doping.
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Introduction

The prime objective of this thesis is to study the electr@tiacture of graphite systems
(single crystal graphite, HOPG, bilayer graphene, graphand the transition metal oxides
(BiFeO;, Smy;Ca 9MnO;3) using the electron spectroscopic techniques ARUPS, KBJPE
UPS, XPS and ResPES; and tight binding band calculatiorhdridilowing we will first
introduce the material systems which have been studieddnerthen describe the structure
of the thesis.

1.1 sp? hybridized carbon materials

Carbon based materials are unique in many ways. They shasathe chemistry, carbon,
but are very different in their structure and properties.btityization of atomic orbitals
leads to several possible configurations of the electrdaies of carbon atoms. Atomic
carbon has six electrons with the configuratief, 25> and2p?. Thels? orbital contains
two strongly bound electrons and they are called core elestr There are four not so
tightly bound electrons ifs?2p? orbitals which are called valence electrons. Since the en-
ergy difference between tl2e and2p energy levels is small, the electronic wave functions
of these four electrons can mix with each other and give asatious hybridized orbitals
depending on the contributions frasrandp orbitals.

1.1.1 Graphite

Graphite is a system witkp? hybridization. It has a three dimensional layered strugctur
Each of these layers consists of carbon atoms arranged imeybomb structure. The
hexagonal planar arrangement occurs dueptohybridization. Insp? hybridization2s
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orbital overlaps with2p, and2p, orbitals and generates three new in-plane hybridized or-
bitals each having one electron. Due to overlap;gf orbitals of adjacent carbon atoms
strong bonding and antibondimgbonds are formed. The bondiagoonds make an angle
of 120° among each other and lies in a plane forming hexagonal steicthe singly occu-
pied2p. orbitals remain unaltered. The orbitals are perpendicular to the hexagonal plane
and forms bonding and antibondingoonds due to their overlap in a sidewise fashion. In
crystalline phasep? orbitals with a lower binding energy comparedito(core level) are
called semi core levels and orbitals having lowest binding energy are the valence &vel
The electronic properties of graphite are controlledbylectrons. Further, the in-plane
interatomic distance in graphite is much less compareddblibtween adjacent planes.
Hence, the lateral overlap of tipe orbitals is very strong in comparison to the longitudinal
overlap which results in a very weak coupling between thelayers of graphite. More-
over, the layers could be stacked together in various wading to the formation of AA,
AB (Bernal) and ABC (rhombohedral) stacked graphite. Beeaof its weakly coupled
layered structure, the surface planes can easily be petfletihes quality makes graphite
a very suitable material for its electronic structure to teled by angle resolved photo-
electron spectroscopy. In fact, using angle resolved @h@ttron spectroscopy there have
been intensive studies of its electronic structure in thet fla-6]. There have been many
band structure calculations [7—13] also on graphite. Eapbland structure calculations also
predicted the presence of non-linear dispersion nearihmint, i.e., electrons with fi-
nite effective mass and linear dispersion near th@oint, i.e., massless fermions in the
same graphite system. But until very recent measuremeatsoxistence of massive and
massless fermions remained unrevealed experimentally I8 recent discovery of the
two-dimensional system, graphene with its peculiar ebedtr structure in which charge
carriers mimic massless fermions, has created a reneweckshtin the mother system,
graphite. Moreover, some of the exotic properties like raemperature ferromagnetism
(FM), quantum Hall effect (QHE) in Highly Oriented PyrolgtGraphite (HOPG) and the
metal-insulator (M-I) like behaviour of graphite have enbed the necessity to reinvesti-
gate the electronic structure of graphite. Recent angtdved photoelectron spectroscopic
experiments have lead to several new observations, e.gsl@sa electronic charge carri-
ers (Dirac fermions) coexisting with quasiparticles havimite effective mass, presence
of non-dispersive bands very close to Fermi energy whicmarther predicted by band
calculations and strong electron-phonon coupling alortp WWnear energy dependence of
the quasiparticle scattering rate indicating a deviatromfthe Fermi-liquid behaviour of
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quasiparticles in graphite, presence of a sharp quasifgapeak in HOPG [14-19].
HOPG: Highly oriented pyrolytic graphite is also three dimensibgraphite but it is not a
perfect single crystal. It has many microcrystal grain$ilie c-axes being highly oriented
(within ~ 0.3 - 0.4°). Though this system is characterized by orientationabpmiered
domains, it shows distinct dispersions in the radial dicgrst along with clear evidence of
a sharp quasiparticle peak near the Fermi energy [18].

1.1.2 Graphene

Graphene is a one atom thick sheet of hexagonally arrangbdrcatoms. It is an ultimate
two dimensional material which was once thought to be natieg in reality because of
large thermal fluctuation. But its existence became an @xjgatal success in 2004 [20].
It has hexagonal brillouin zone, the corners of which aréedak™ points and the middle
of each side is known as thé point. Near thek' points graphene exhibits unique proper-
ties such as the Dirac-like spectrum that derives from itselgoomb lattice structure, the
effective fermion velocity being 300 times less than thee#y of light. Actually, the rela-
tivistic behaviour of the electrons in graphene was firstdjpted in 1947 by Philip Russell
Wallace [21]. At that time, since nobody believed that a at@m-thin solid could exist,
Wallace rather used the graphene model as his starting fjoastiidy graphite. Technolog-
ically this material is of great importance in the field of Inigpeed electronics, sensors and
energy storage devices.

1.1.3 Bilayer graphene

Bilayer graphene is a system of two graphene sheets staosgether. Among all the car-
bon based materials of recent interest, bilayer grapheoénsajor practical importance
because this is the only two dimensional material in whighldhnd gap between valence
and conduction bands can be monitored by applying an extelewric field perpendicular
to the layers [22—27] or by chemical doping of one of the lay28]. This makes it a poten-
tial candidate for future application in nanoelectronithe most common and distinctive
difference in the electronic features of single-layer aitayler graphene is that the charge
carriers in this material are massive and they behave sitaileonventional nonrelativis-
tic electrons. This is caused due to the presence of inarkegupling in Bernal stacked
bilayer graphene.
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1.2 Transition metal oxides

Transition metal oxides, apart from their unexpected msd behaviour, exhibita number
of fascinating physical properties like high temperatwpesconductivity, colossal mag-
netoresistance (CMR), multiferroicity etc. and fall in tb&tegory of strongly correlated
electron systems. Because of the inherent richness of gghiysiolved in their properties
and large possibility of application in technology, theyd&attracted considerable attention
since last few decades.

1.2.1 Multiferroics

Multiferroics are a class of materials which show simultauseexistence of both magnetic,
ferroelectric (FE) and/or ferroelastic orders in the sainase. They have the possibility
to control the magnetic response by applying electric field @ce versa [29]. Recently,
a huge interest has emerged regarding the multiferroice shrey are technologically very
promising for the construction of multifunctional devicesthe field of spintronics and
sensors. In general they have a distorted cubic perovskitetsre with the general formula
ABO;3; where A (Bi, Pb) israre earth ion and B (Fe, Mn, V) is transitioetal ion with much
less ionic radius compared to the A-site ion. Among all thétifieuroic materials, BiFe®

is the most studied one. There is a co-existence of antifexgmetic (AFM) and FE orders
in BiFeG;. At room temperature it has a distorted perovskite strectvith R3¢ symmetry
where the Bi* and Fé* ions are displaced relative to the oxygen octahedra [3Gjo Abth
of its ferroelectric curie temperature {J and antiferromagnetic Néel temperature {T
are above room temperature. At This material undergoes a first order structural phase
transition from FE (R3c) to paraelectric (PE) (P2 which is accompanied by a strong
tilting of the Fe@ octahedra. This tilting of the oxygen octahedra resultsgniBcant
electronic re-arrangements of the chemical bondings,cespethe Fe - O bond lengths
and Fe - O - Fe bond angles [30]. Partial substitutions of Bother elements were also
found to result in the tilting of the oxygen octahedra legdio enhanced or suppressed
multiferroic properties [31]. Pb substitution for Bi waspected to modify the magnetic
and FE properties as Pb ion has similar electronic struesii ion, especially the lone
pair electrons, Further, the difference in the charge anitimadii of Bi** and PB* can
also lead to topological changes in the oxygen octahedia.fdund that Pb substitution
reduces the rhombohedral distortion and progressiveksrehe ferroelectric order [32].
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1.2.2 Manganites

The other class of transition-metal oxides, the coloss@matoresistance (CMR) materi-
als, also have cubic perovskite structures with the B-eitébeing a manganese one. They
are very often called manganites because the manganes aokely ingredient of these
compounds. The term colossal magnetoresistance (CMRtedgemeans a huge de-
crease in electrical resistivity in presence of an extemmegnetic field. Magnetoresistance
is defined by the following equation:

(H) — p(H =0)
p(H =0)

MR =100 x ©

wherep(H) is the resistivity in presence of the external magnetic fiéldA wide variety

of intriguing phenomena like many types of magnetic ordgrmetal-insulator transition,
charge and orbital ordering and pressure induced phassitiosms etc. are observed by
doping the trivalent rare earth (La, Pr, Nd) site with a divdlalkaline earth element(Sr,
Ca, Ba) [33]. The undoped parent compound is usually anatsuwhereas at low tem-
peratures, properly doped manganites exhibit ferromagnegtallic or nearly metallic be-
haviour but at high temperatures they exhibit a paramagmetulating behaviour [34]. A
gualitatively correct picture of the colossal magnet@tdge effect is given by the double
exchange mechanism developed by Zener, DeGennes, Andandodasegawa [35-37].
According to this mechanism, the alignment of adjacentliped t,, spins on Mr* and
Mn** governs the dynamics of, @lectrons. However, it can not explain the behaviours
of manganites quantitatively. So there are several thea@pending on the mechanisms
such as electron-phonon interaction, charge and orbii@rorg, phase separation etc. The
Sm,Ca_,.MnO; series shows phase separated behaviour i.e, existenceahégnetic
domains embedded in an antiferromagnetic matrix over a sevgll doping range and
the ferromagnetic component is maximum near x=0.1 [38].tHeuy the nature of phase
separation and magnitude of the ferromagnetic compongnéély affected by the A-site
cationic size. By substituting Sr for Ca the A-site catissiie is increased in the compound
Smy1Ca_.Sr.MnO;. The manganese valence state of the serieg; Sy, Sr,MnO;
remains constant at +3.9 irrespective of the doping conagom. At low temperature
(T < 100 K) the parent compound §mCa, sMnO3 shows phase separated behaviour with
ferromagnetic domains embedded itrdype antiferromagnetic matrix and at lower tem-
perature the ferromagnetic domains percolate leading tor@ metallic behaviour. This
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ferromagnetic component is very sensitive to Sr for Ca swibiein. It is almost washed
away as soon asreaches a value of 0.2 [39].

1.3 Structure of the thesis

The thesis is arranged as follows. dnapter twathe experimental techniques used in this
thesis have been discussed along with a brief descriptiadheotheory of photoemission
and the basic principles of inverse photoemission and sesmphotoemission. Brief de-
scription of the vital parts of instruments used have alsnlgven.

Chapter threas devoted to the electronic band structure calculationraplite using
tight binding description. First, the bands of graphene lifmyer graphene have been
calculated within tight binding model to develop the methlody and to determine the
parameters to be used for graphite band calculation. Iretbalsulations focus has been
given only on ther bands because theelectrons play the key role for the manifestations
of the interesting electronic behaviours in these syst&ugher, the tight binding model is
suitable here because theorbitals almost keep their atomic character due to smallape
among themselves.

The occupied and unoccupied electronic band structurengfesicrystal graphite and
highly oriented pyrolytic graphite as measured by ARUPS BRIPES have been pre-
sented irchapter four A comparison of the experimentally found bands with thedaited
ones have also been shown in this chapter. The splittingesstviwor bands of graphite
at the K point has been estimated.

The general features of the valence electronic structuigi of.Pb,FeQ; from XPS
measurements and the near Fermi energy) @ectronic behaviour using UPS have been
discussed ichapter five

Chapter sixconsists of the study of neargEelectronic behaviour of the manganite
sample S, Ca 9, Sr.MNnO; using high resolution photoemission experiments. The-bulk
sensitive Mn2p - 3d resonant photoemission spectroscopy has also been appkadw
the contribution of Mn 3d states in the valence band of thitenme.

The entire work of this thesis has been summed ughapter seven
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Experimental Techniques

2.1 Photoelectron Spectroscopy:

2.1.1 History of Photoelectron Spectroscopy:

Based on the principle of photoelectric effect there aresd\techniques, e.g., ultraviolet
photoemission spectroscopy (UPS), x-ray photoemissiectspscopy (XPS), angle re-
solved photoemission spectroscopy (ARPES) and resondrategmission spectroscopy
(ResPES) which come under the common name of photoemigseatrsscopy (PES). The
photoelectric effect was first discovered by Hertz [1] in 7&hd subsequently observed
by Thomson [2] and Lenard [3] in 1899 and 1900 respectivelythhV classical theory
of electromagnetic radiation this phenomenon remainedaaived. In 1905 [4] Einstein
gave a satisfactory explanation of this observation bykimgthe concept of quantum na-
ture of light. However, it took a long time for photoelectatfect to get established as a
technique to extract interesting and valuable informategarding the states of an electron
inside a solid. In 1964 Berglund and Spicer [5] performedtpamission experiment on
Cu and Ag and showed that their d bands were in good agreeniinthe predictions of
non-interacting band theory. Though, in the same year K&jg prgued that momentum
dependent electronic structure could be mapped from thke amgl energy dependence
of photoemission spectra; the early time photoemissiore@xents were purely angle-
integrated studies. Later, in 1974 Smith, Traum and DiSgwvd 1] first performed the
angular dependent band mapping of the layered compounds dabTaSe2. Kai Sieg-
bahn was awarded the Nobel Prize in Physics in 1981 for hisldpment of electron spec-
troscopy. In its early days the energy and momentum resoisitvere around 100 meV and
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2° respectively. This was not sufficient for the study of pheramlike superconductivity,
ferromagnetism etc. in a solid because these propertieggoasgned by electrons residing
within ~ 25 meV below Fermi energy (B. Significant progress towards the advance-
ment of photoelectron spectroscopy has lead to the stateecrt energy and momentum
resolutions to reach to the regime of sub-meV [12] and fosctf a degree respectively.
The enormous evolution of PES is intimately related withdegelopment of many other
experimental techniques, such as the improvement of ugfnatfacuum (UHV) techniques,
the design of electron energy analyzers with high energgluésn, the development of
synchrotron radiation, laser based light sources and werydmperature facilities.

2.1.2 Principle of photoemission and some of its general asgts

In the most simplified picture, photoemission is describ&d ahoton in-electron out pro-
cess. In this process a photon with enehgyexcites an electron to a higher energy state
inside a solid. If the photoexcited electron has sufficierdrgy to overcome the surface
barrier (work function) of the material, it comes out of thdid and is detected by an
energy analyzer. In Figure 2.1, the schematic of a photaamgeometry is shown.

The kinetic energy of the photoemitted electron is govelmethe following equation:

Eyin = hv — |Ep| = ¢ (2.1)

where hv is the photon energy,E, is the kinetic energy of the photoexcited electrop, E
is the binding energy of the electron inside the solid anid the work function, which
is the energy required for an electron gt © just escape from the solid. The schematic
energy level diagram of photoemission process is depictédure 2.2. Depending on the
energy of the exciting photon there are broadly two typeshattpemission spectroscopy
namely, XPS and UPS. As the name suggests, in XPS the enetbg ekciting photon
lies in the X-ray range. Hence, this technique has the chtyatn probe electrons from
the core levels of a material which helps to determine thenite species present in a
material, its elemental concentrations and the chargesstdtthe elements. On the other
hand the energy of the incident photon is chosen in the ultiet range in case of UPS.
As the photon energy used in UPS is lower compared to that 8, Xfas a higher prob-
ability to interact with the valence electrons of the solithus, UPS gives information
regarding energy states of the valence electrons. In URt® iéinitted photoelectrons are
collected from a large solid angle by the energy analyzeratigular information of the
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> N

Figure 2.1: The schematic of a photoemission experiment. The photteximgectron is
specified by its kinetic energy (E) and the emission anglésand¢. The intensity of the
outcoming electrons is measured by the analyzer as a funatiE;;,,).

electrons is lost. The photocurrent is measured as a funofi@lectron kinetic energy
and the resulting spectrum is energy distribution curve@ED his is technically known
as angle integrated ultraviolet photoelectron spectigsbat is commonly known as only
UPS. Since the emission angles of the photoelectrons areomsidered, this technique
can give information only about the density of states (DOShe valence band either of
a single crystal or a polycrystalline material but not thermeatum §) dependent valence
band structure. To obtain momentum resolved energy bandofidthe take off angles
of the photoelectrons are also taken care of either by aryzeralith pin hole entrance
aperture and EDCs being recorded point by point by movingatiedyzer or by a more
advanced analyzer with channel plate. This technique igvkras angle resolved photoe-
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Figure 2.2: The schematic energy level diagram of photoemission psodés and E,,.
are the Fermi energy and the vacuum level of the system. Thaedity of the outcoming
electrons is measured as a function of kinetic energy, {E

mission spectroscopy (ARPES) in general or ARUPS when uibiat photon is used. The
momentum conservation relation which is important in ARR&Sbtain thek dependence
of the electronic states along with the energy conservati@guation (2.1), is as follows:

ki + kn, = k¢ (2.2)

wherek; andk¢ are the reduced wave vectors of the electron in its initidl famal states
respectively inside the solid arld,, is the wave vector of the incident photon. For low
energy photon, used to study the valence band, the momerittira exciting photon can
be neglected when compared with the crystal momentum ofléwgren in the first Bril-
louin zone. For example, for the typical photon energR@®tV, the photon wave vector
(2rky,=FE/hc) is ~ 0.01 pA, which is less than 1% of the typical size of the reduced bril-
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louin zone of graphite or transition metal oxides. Hence,tthnsition from initial to final
state is essentially considered as a vertical one,k;e= ke. Moreover, like the initial
state wave function of the electron, the final state also ifoalBwave so far the electron
resides inside the solid. Therefore, one can wkiteasks = k + G, whereG is the re-
ciprocal lattice vector coming from the periodicity of ia@ andk is the final state crystal
momentum in the reduced brillouin zone. But the photoerlaectron outside the solid is
a free electron. Hence, for eadti{G) component, there exists the possibility that it can be
matched to a travelling wave outside the crystal. Thus, tmservation of the wave vector
is given by

ke =k+ G =K, (2.3)

K being the wavevector of the travelling free electron. Camrig equations (2.2) and (2.3)
we get
ki=K (2.4)

But due to the discontinuity of the solid because of the preseof its surface the total
momentum is no longer conserved, rather only the comporematlgel to the surface is
conserved. Hence, the correct momentum conservatiomorelat

kij =k + G =K (2.5)

wherek;, k|, G andK | are the components parallel to the sample surface of theeedu
initial state wave vectdk;, the reduced final state wave veckgtthe reciprocal lattice vec-
tor G and the external photoelectron wave vettaespectively. Since the kinetic energy of
the photoelectron is measured experimentally, its totaherum can be calculated from
the following equation

RPK?/2m. = B (2.6)

where m is the mass of an electron. According to the geometry in fid. &hd using
equation (2.6) the parallel and perpendicular compondrteonomentum are obtained as

V2meEy;
KH = %Sine (27)

V2 E in
K, = % cos f) (2.8)
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Thex andy components of Kare related to the azimuthal anglen the following way

V 2 E in .
K|, = % sin @ cos ¢ (2.9)

V2 By
Ky, = % sin fsin ¢ (2.10)

OncekK), and K, become known, the parallel component of the crystal monmeiky )

of the electron in its initial state is also known through tektion in equation (2.5). The
perpendicular component can not be extracted so easilybedgs not a conserved quan-
tity. One has to take special care in order to get informatgarding this component. The
ARPES work presented in this thesis has dealt only with thrallgh component of mo-
mentum and hence an elaborate discussion of the proceddegsionine the perpendicular
component is skipped.

Due to inherent randomness polycrystals do not show a biillbone with well defined
high symmetry directions and hence using ARPES polycrystéamaterials can not be
studied because bands are usually measured along the highetyy directions of the
Brillouin zone of the material. Single crystals, on the othand, show diffraction images
which give the symmetry of the crystal. Though, a part of thesis is based on the ARPES
study of a material which is not a perfect single crystal lmri\close to a single crystal, it
is worthy to mention here that some information of the bandcstre get lost because of
the loss of single crystallinity of the material.

The high surface sensitivity of low energy photoemissioacsmscopy is also an im-
portant issue to be discussed, particularly when ultraviphoton and soft X-ray is used.
The so called ‘universal curve’ which gives an idea of thdasgc mean free path of the
photoexcited electron versus its kinetic energy is showiigin2.3. As seen from the fig-
ure, the mean free path lies around or belowyXin the kinetic energy range of 20-200
eV, which implies that the PES experiment is a highly surfaessitive technique [29].
So to obtain spectra from clean surfaces, vacuum betteritaf mbar is mandatory for
UV-PES experiments.

2.1.3 Theory of photoemission

In photoemission experiment the measured quantity is theoghectron intensity as a func-
tion of the kinetic energy of the emitted electrons. Theltintiensity of the photoemitted
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Figure 2.3: The universal curve of the electron mean free path versugikianergy.

electrons/ (E, k) (k dependence being taken care of only in ARPES) is a sum dithe
tribution of primary electrong, (£, k) that have not suffered an inelastic collision and a
background of secondary electroh$E, k) which have suffered an energy loss in one or
more collisions. Therefore,

I(E.k) = L,(E, k) + I,(E, k) (2.11)

The background of secondary electrons can be subtracted tiie energy distribution
curve (EDC) of the photoemitted electrons. To have an ideth@ffactors contributing
to the primary photoelectron intensity, the photoemisqarcess is usually described in
the framework of two theoretical models namely, the ong-ste@del and the three-step
model. In the one-step model, though the photon absorplentron removal and electron
detection is considered as a single coherent process, tdmputational difficulties due
to its inherent complexities arising from the involvemehsorface vacuum interface and
choices of wave functions. Hence, the photoemission psosasost often interpreted in
terms of the much simpler three-step model [5, 14-16]. Withis approach, the photoe-
mission process is subdivided into three sequential inudpa steps (Fig. 2.4) such as:
(1) the optical excitation of an electron in the bulk, (2) trensport of the excited electron
through the solid to the surface and (3) the escape of thér@tefrom the solid surface
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into the vacuum. The photoemission intensity( £, k)) is then given by the product of
three independent quantities: the total probability fa tiptical transition P(F, k)), the
scattering probability of the electrons while travellifgdugh the solid{(F, k)) and the
transmission probabilityl{( £, k)) through the surface potential barrier.

® @ |®

Excitation Transport | Escape to
to Surface | Vaccum

hv
IAVAVAW

Sample | Vac.

» Z

Figure 2.4: lllustration of the three-step model of photoemission. dhsists of (1) the
photoexcitation of an electron in the bulk, (2) its travebiingh the solid to the surface and
(3) its transmission through the surface into the vacuum.

Step one :For the first step of this model one has to calculate the tiangprobability
wy; due to an optical excitation from thg-electron initial statel¥ to one of the possible
final stateslﬂfv. This can be approximated by Fermi’s Golden Rule:

2
wi = 2@ a9 S(E] — BN = ) 2.12)

whereEN = E' — Ef andEY = E}~' + Ey, are the energies of the initial and
final N-electron statestZ%, is the binding energy of the photoelectron with momentum
and kinetic energy;,. The interaction of the electron with the electromagnettdfof
photon is considered as a perturbation. Neglecting theibotion from the quadratic term
in vector potential, the interaction Hamiltonian is given by

e
2mec

H = —5——(A.p+ p.A), (2.13)
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p being the momentum operaterandc are the electronic charge and velocity of light in
free space respectively. Furthéf;,, can be approximated as

(&

Hipy = ———A.p (2.14)

2mec
using the commutator relatidp, A| = —iAV.A and the dipole approximatiovi.A = 0,
i.e., A is constant over atomic dimensions compared to the wavitleridight used. This
is not a good approximation becaudemight have a substantial amount of change at the
solid surface. For further discussion of the transitionrralement some approximations
are required regarding the wave functions contained inntthe simplest approximation
scheme one can take a one-electron view of the initial antidtate wave functions. Then
the initial state can be written as a product¢f the state from which the electron with
momentumk is photoexcited and the wave function of the remaining etesty Y, i.e.,

Uy = CfuN (2.15)

where C is the operator that antisymmetrizes the wave fomgroperly. In a similar way
the final state can also be expressed as

Uy = Coprmuy ! (2.16)

where¢]’?’“" is the wave function of the photoemitted electron lejif !is the same for the
remaining(N — 1) electrons. The transition matrix element then reduces to

2
TGP Hindl b)Y N POEY - BN —hw)  (217)

’LUfZ' =

or
wpy = |ME e 26BN — EN — hw), (2.18)

where| M, [* = (67| H,p|0)| is the one-electron matrix element dngl|* = | (W)~ wN~1)?

is (IV — 1) electron overlap integral. Basically, this is the probi&pihat the removal of

an electron from thé” state of aV-electron system leaves the system in any of its excited
statef of the (N — 1)-electron system. In a real solid many of ¢ are non-zero which
will contribute to the photoemission intensity as addiéibpeaks (called satellites) along
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with the main peak. The intensity is then proportionaﬁgi wyi, 1.€.,

LB k) o S [ME[ e 0(BY — EN — hw) (2.19)
)

Step two : The photoexcited electron while travelling towards thdare may undergo
collision via several mechanisms like electron-elect®ectron-phonon and so on. The
dominant scattering mechanism is the electron-electrtarantion. Assuming that the
scattering frequency/r (v being lifetime) is isotropic and depends only on energy, the
electron inelastic mean free patbF, k) is given by

AE, k) = Tv, = %dE/dk, (2.20)

wherew, is the group velocity in the final state. The transmissiotida€'( £, k) is cal-
culated in terms of the electron mean free path’, k) and the photon penetration depth
Aon(v) by the following equation:

AE, E)/Apn(v)

TER) = 705 ) an () (2.21)

The typical values oA(E, k) and \,,(v) are~ 5-20 pA and 100-100pA, respectively.
Therefore \(E, k)/\n(v) < 1andT'(E, k) can be replaced bY(E, &)/, (v).

Step three : Out of all, the escaping electrons are those for which theriution
to the kinetic energy from the normal component of momentsisuificient to overcome
the surface potential barrier. All other electrons arellptaflected back into the bulk.
Approximately, the escape function is defined as

D(E)=0: Ef(k) — Eyee < B(k + G|)?/2me
=1: Ey(k) — Epe > (k) + Gy)?/2m, (2.22)

with Ef(k) — Eyue = Egin = ﬁQ(kH + G|+ K,)?/2m,.
Considering all these three factors of the model togethdrtaking into account the
conservation of wave vector, the final expression/fd¥, k) is given by

L(E, k) o > [Mf[ | T(E, k)D(B) x 3(k + G — k;)d (k) + Gy — K)) x
fi
0[Er(k) — Ei(k) — w]o[E — Ey(k) + ¢] (2.23)
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In the discussion of strongly correlated systems for whinehihdependent-electron ap-
proximation is not valid, the interacting electrons arevamently described using Green’s
function formalism where the Green’s function is relatednother quantity called spectral
function A(k, F') in the following manner:

Ak, E) = 7' Im{G(k, E)} (2.24)

It is also found thatA(k, E') has a form which is very similar to the photoemission intgnsi
described above and in fagj( £, k) can be expressed as

(B, k) o< Y |M}| Ak, B) (2.25)
)

A(k, E) describes the probability of removing (féf below Ex) or adding (toF above
E'r) an electron with energy’ and wave vectok from (to) the interacting system.

For a non-interacting system with one-electron enédffjythe Green’s function is given
by

1
wheree is a very small quantity and
Aok, E) =6(E — EY) (2.27)

which means that the spectral function for a non-intergaiystem is a-function centered
atk = E.

In an interacting electron system the electron energy getermalized by the self-
energy) (k, F) = Re{> (k, E)} + iIm{>_(k, E)}. The Green'’s function changes to

1

G®EZE—@—Z&B

(2.28)

and correspondingly the spectral function gets modified as

Im{} (k, )}
[E — EY — Re{>.(k, E)}J2 + [Im{>(k, E)}]*’ (2.29)

The real part of the self-energy corresponds to the shifierenergy of the particle (called
guasiparticle for interacting system) from its one-electvalue, while the imaginary part

Ak, E)=7""1
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is related to the life-time of the quasiparticle.

2.2 Inverse Photoelectron Spectroscopy:

In order to investigate the electronic properties of a salic useful to have a knowledge
of both the occupied and the unoccupied states near the fareti(Er). It has already
been discussed that photoelectron spectroscopy probesctipied electronic states of
solid. On the other hand, inverse photoemission spectpys(l®ES) has emerged as a
powerful technique to study the unoccupied electronicestatff a solid [17-19]. It can
access the otherwise hardly accessible region betweeretih@ Bnd the vacuum level of
the sample. Hence, photoelectron spectroscopy and inpéxgeemission spectroscopy
are complementary to each other. But the yield in IPES is i{@mycompared to that of
PES as can be seen from the ratio (R) of their differentiadsisection:

_ (dO’/dw)]pES _ >\e
(dO’/dw)pES )\hl,

R )2, (2.30)
where )\, and )\, are the wavelengths of emitted electron and photon in PESRIES
respectively. This ratio is a reflection of the different sigies of final states available for
the two transitions. In the UV energy range R is approxinyatéi> and in the x-ray range
approximatelyl0—3. The low cross section for emission of photons in IPES is tlagom
reason for a relatively slow development of the techniqueoaspared with PES.
Moreover, compared to other techniques such as appearateetipl spectroscopy
(APS), x-ray absorption spectroscopy (XAS) which can prnat@ccupied electronic states,
IPES has the special advantage of resolving the momentuemdepce of the empty bands.
So, apart from the density of states in its angle-integratede it is possible to obtain tie
dependent band structure fratrresolved inverse photoemission spectroscopy (KRIPES).

2.2.1 Basic principle

As the name suggests, it is a time reversed process of dinetb@mission spectroscopy,
i.e., it is an electron-in photon-out process. The schanhigram of a typical experi-
mental arrangement and the energy level diagram of an ey#retoemission process is
presented in figure 2.5. An initially free electron with emel; impinges on a solid and
occupies an empty electronic state. This electron relaxadinhal unoccupied state at en-
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Figure 2.5: lllustration of inverse photoemission spectroscopy. pectl experimental
arrangement (upper diagram). The energy level diagramegbtbcess (lower diagram). If
the measured photon energy is held constant and the ina@tisatton beam energy is swept
(isochromat mode), the intensity distribution of photoplieates the density of states of
unoccupied electronic states.

ergy E; either through radiative or non-radiative transition. Witeundergoes a radiative
transition with the emission of a photon of enefgy the intensity of the outcoming photon
is measured. This is usually carried out in two way¥tl{e energy of the detected photon
hv is held constant and the spectrum is obtained by sweegirfgsochromat mode), and
(77) by fixing the incident electron energy and collecting pmstemitted over a range of
energies (parallel detection or spectrograph mode). Aywals to the photoemission one
can measure an intensity distribution of the emitted phaa function of the final state
energyEs = E; — hv by varying the initial state energly; and keeping photon energy
constant. Within similar approximation schemes, it turostbat this distribution reflects
the available number of empty final electronic states abloe&ermi level. The interaction
Hamiltonian in this case also is same as in direct photogeomggquation 2.14) because
both the processes involve interaction of electron withtpho The sampling of the Bril-
louin zone is determined by the angle of incidence of thetedadoeam. In the isochromat
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mode, the parallel component of the crystal momentums given by

N
k= hme VE; + hv — ¢sin, (2.31)

wheref is the angle of incidence of the electron beam with respetigsurface normal of
the sample and is the work function of the material. In spectrograph méges given by

N
ky = hme VE, — ¢sind, (2.32)

where the initial energy; is fixed.

2.2.2 Instrumentation

The basic experimental requirement of IPES is an electrarceqroviding a well-defined
beam and a photon detector with limited bandwidth. The phoietectors used in IPES
have fallen into two categories, those which operate in achisomat or fixed photon en-
ergy mode and those that are tunable, allowing detectioiffateht photon energies. The
KRIPES results, presented in this thesis, were obtainatyusiband-pass GeigeriNMer
type photon detector with acetone gas filling and Qafdow (acetone/Cajfy in isochro-
mat mode with a mean photon energy of 819[20]. A Geiger-Miller counter, as schemat-
ically shown in the upper panel of figure 2.5, consists of @tclbsed at one end by a cal-
cium fluoride (Cak) window and filled with a gas to a certain pressure. The coatlmn
of the transmission properties of the window and the phoiaation cross section of the
gas determines the photon energy detected and the bandwhdihoton with an energy
lower than the cut-off of the window but higher than the i@tian potential of the gas will
initiate an electron cascade which is collected by a ceatealtrode. For example, the high
energy cut-off of the acetone/Ca#tetector is due to the Cawindow that does not trans-
mit photons with energy- 10.2¢V, while the threshold for the photoionization of acetone
at 9.7¢V sets the low energy cut-off. This determines the band-passibn and results
in a mean photon detection energy of 819 with a FWHM of 0.4eV. Thus, 9.9-0.2¢V
photons can enter the detector to photoionize acetone.

The typical requirements of electron sources for IPES aaegelcurrent at low energies
with a narrow angular spread in the beam. However, the abaiachieve the requirements
of high currents and low energies is restricted by fundaaldimhits imposed by space-
charge effects: the space-charge-limited current demsity cathode varies as the three-
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halves power of the extraction voltage and inversely as tjuar® of the cathode-anode
distance. A Stoffel-Johnson type [21] electron source veaslun our experiment. This is
chosen because it has less space-charge effect and highcheamt.

2.3 Resonance Photoemission Spectroscopy (ResPES)

Resonance photoemission is one of the not so common phasemiechniques and has
been used for the investigation of valence band featuresaimsition-metal oxide com-
pounds. Before going into the details of this technique, iaf l@escription of another
technique called X-ray absorption spectroscopy (XAS) bdlgiven because to carry out
a resonance photoemission experiment, XAS is a preregunmsdrder to select the photon
energy at which the resonance phenomenon will occur.

2.3.1 X-ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) is a very powerful téghe in the investigation of
the unoccupied states as well as the local geometricaltstriof a material near an atom.
In this method a monochromatic beam of X-rays enters intasthid and may get scattered
or absorbed. In the absorption process a core electroniigéxo an unoccupied state or to
continuum depending on the energy of incident X-rays. Figshows the schematic of X-
ray absorption process. When the energy of an incident Xphayon exceeds the binding
energy of a particular core level, the photon can be absorded the core electron is
excited to an unoccupied state, leaving a hole in the co&:I8uch a core hole may decay
through X-ray fluorescence or Auger electron emission. Tcaéent photon intensity,
and transmitted photon intensifyare related ag = I, exp ** with x being the sample
thickness andl is called the absorption coefficient is a function of sample density,
atomic numbey’, atomic mass! and energy of incident X-rays. In XAS, the absorption
coefficienty is measured as a function of enerfly A typical XAS spectrum has several
parts. As the photon energy equals with the binding energy obre level, there is a
sharp rise inu which is known as edge and the energy is referred as absotptieshold.
The spectral region of a few tens of eV near the threshold esvknas near-edge X-ray
absorption fine structure (NEXAFS) and the region (uptd00 eV) beyond NEXAFS
is known as extended X-ray absorption fine structure (EXAES)ng X-ray absorption
spectroscopy we determined the threshold energy of Mn2peBaition in a manganite
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Figure 2.6: A schematic diagram of the X-ray absorption process: artreleds excited
from the core level (CL) to the unoccupied states in conduachands (CB) by absorbing
a photon with energy:h leaving a hole in the core level. Such an electron-hole paly
decay through either X-ray fluorescence or emission of Aeggatrons.

sample.

There are several techniques for measuring the XAS. Thedirest method is to mea-
sure the absorption of the sample by monitoring the incoramjthe transmitted flux. But
this method requires the sample thickness to be very smathse of a large absorption
coefficient. By monitoring secondary processes like X-ragriiéscence and Auger elec-
tron emission, the absorption can also be measured. A maotigal way to measure the
absorption is the total-electron yield (TEY) mode, in whathelectrons emitted from the
sample are collected by an analyzer. The XAS data presemthdsithesis were collected
in the total electron yield mode.

2.3.2 ResPES

In this spectroscopy one excites electrons with photonsefgy i very near to the ab-
sorption threshold of a core level. The direct photoemissiovalence band electrons can
then interfere with the Auger CVV-electrons that are erditie@ a Super Koster-Kronig
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process. The intensity in the valence band features fortwithie direct photoemission pro-
cess and the Auger emission overlap is given as a functidmegbtoton energgv by the
so-called Fano lineshape

)~ (e+q)* (= hyy)

Nw) =G <= Aw) 2

(2.33)
wherehv; is a photon energy equal to the binding energy of a core |aedr(which the
resonance is investigated)js a parameter for the particular core level ahthy;) is the
full width at half maxima (FWHM) of that core level.

@ @)
v -
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Figure 2.7: A schematic diagram for a resonant photoemission procesg/fransition
metal compounds.

Fig. 2.7 illustrates the resonant photoemission process3dftransition-metal com-
pound at thep-3d threshold. In th&p-3d threshold, in addition to the direct photoemis-
sion process (process 1 in the Fig. 2.7%"3 hv — 3d"! + e, the following atomic
process (process 2 in Fig 2.7) takes plac# 3> c3d"*! — 3d"~! + ¢~, where cdenotes
a hole in the2p core level. The first step of such a process is the absorpfiarpboton,
leading to a transition from th2p core level to the3d valence band and leaving an inter-
mediate hole state in th& core level. The second step is a two-electron Koster-Kronig
decay of the intermediate state involving emission of ane&ugectron. The above two
indistinguishable processes are added coherently dueatatgm interference, leading to
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an intensity modulation at th#p-3d threshold.

2.4 Instrumentation

The photoemission spectrometric system in our laboratonsists of two OMICRON
ultra-high vacuum (UHV) chambers, the main chamber or amlghamber and a sam-
ple preparation chamber. For quick sample loading withoedking the UHV conditions
in preparation and analysis chambers a small load lock cbarslattached with the prepa-
ration chamber. Further, the sample preparation chamleguipped with a four-axes ma-
nipulator, a diamond file, a sample heater, an evaporatasiaid ion sputter gun. Samples
from the preparation chamber are transferred by using a eti@gily coupled transfer rod.
The . metal main chamber can protect the photoemitted electrons €arth’s magnetic
field and any stray magnetic field. The analysis chamber igopgd with the sources of
energetic photons (X-ray and VUV-light), the hemisphdr&actron energy analysers (EA
125 and AR 65), four-axes cryo-manipulator and low energgtebn diffraction (LEED)
unit to check sample surface orientation. The working pplecof a few of the important
components are discussed below.

2.4.1 Gas Discharge Lamp

The VUV source can be operated with various discharge gasebélium, neon, argon,
krypton, xenon or hydrogen. The operation of the lamp is ¢hasethe principle of a cold
cathode capillary discharge [30]. The lamp is water coaotedrder to allow for high dis-
charge current and to reduce electrode degradation meguitprolonged service intervals.
There is a windowless direct sight connection between thehdrge area and target. The
ignition potential is an order of magnitude higher than tperating potential needed to
maintain a continuous discharge. The nature and intensitigeoradiation are strongly
dependent on gas pressure and discharge current. Ther@@araddes of functioning,
namely, lines of neutral atoms (Hel, Nel etc.) and lines nfisi charged ions (Hell, Nell
etc.). Here, in our ARUPS Laboratory we use a discharge lasimgiHe or Ne for high
resolution studies of the valence band and the near Fereli(By) features.

In the VUV discharge lamp, a high dc voltage 600 V) is applied across a cell con-
taining an inert gas e.g., helium or neon. This will causelactecal discharge in the gasin
which atoms go into an excited state and subsequently thieed)states decay very fast by
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emitting photons with an energy equal to the energy diffeedpetween the excited states
and the ground states. In the case of helium, two groups @dtrad are present: the first
one originates from the decay of excited neutral helium atben, He 1s 2p~ He 152 (),

He 1s 3p— He 1s? (3), He 1s 4p— He 1s% (), He 1s 5p— He 1s? (9), and the second
one from the decay of singly ionized helium atoms, i.e.fRp — He" 1s (), Het 3p—
He' 1s (3), Het 4p — He" 1s (), He" 5p — Het 1s (§). They are labeled as Hed( 3,

~v andd) and He Il ¢, 5, v andd) respectively. Ther lines are the strongest ones and occur
at21.22 eV and40.81 eV for He | and He Il respectively. The relative intensitiésie | o
and He lla depend on the conditions of the discharge, particularlyah® pressure. The
amount of He Il radiation is normally very small but can bere@ased by decreasing the
lamp pressure. The typical discharge condition for He | hesfollowing:

Inert gas used Discharge voltage Discharge current Lamp pressure

(Volt) (mA) (mbar)
Helium ~ 500 80 ~ 8.7 x 107%

1s 2p— 1s? (He l a)

In order to produce a narrow beam the discharge is confinedanraw quartz capillary.
A capillary is mounted at the output stage of the lamp to ditiee light onto the sample
target. The total photon intensity that is transferred uigtothe capillary to the sample
target is proportional to the cross sectional area of theritwore of the capillary. Due to
lack of proper window material in the UV range, two stages iffecential pumping are
employed to maintain the chamber in UHV while providing ebtgressure in the lamp.
At the first stage, the discharge region is pumped down tosspre of~ 102 mbar using
a rotary pump, whereas for the second stage, a turbomotgnuiap is employed to further
reduce the He gas pressure before the main vacuum chamber.

2.4.2 X-ray source

We used DAR 400 X-ray source from OMICRON. It is a twin anodey(Kh (1253.6 eV)
Al K« (1486.6 eV)) X-ray source. Electrons are extracted fromtdilaomnent and focused
to bombard the selected surface of an anode at high posiiengal. The excited core
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level electrons emit characteristic X-rays when they datexo a lower energy level. The
anode is water cooled to prevent the aluminium or magnesurfaces from evaporating.
X-rays generated at the surface of the anode pass through @uminium window to the
sample under study. The aluminium window acts as a part@lwa barrier between the
source and the sample region.

2.4.3 Synchrotron Radiation

Frequencies generated in Synchrotron radiation (SR) s@lerost the entire range of elec-
tromagnetic spectrum. Hence, Synchrotron radiation ssuace widely used in PES ex-
periments. It is well known that accelerated or deceleratetged particles emit elec-
tromagnetic radiation. Based on this principle, Syncluotradiation is produced from
the relativistic electrons, which are guided in a polygbagged vacuum tube (called stor-
age ring) by applying a centripetal acceleration. This geeatal acceleration is caused by
strong magnets arranged on the corners of the polygon. Butr@hs are emitted from
a cathode and accelerated linearly outside the ring up teraeMeV. Then the electrons
are inserted into the ring and the bending magnets deflect. tAéthis stage the electrons
emit synchrotron radiation tangential to their trajectoffne energy loss of the electrons
due to emission of radiation is compensated by allowing eet®ns to pass through
radio-frequency cavity. In the present days, insertionas/such as wigglers and undu-
lators which employ periodic magnetic fields to produceatdn with no net deflection
of the beam are used to obtain much brighter radiation. Fimabeamline takes the ra-
diation from the ring to the experimental stations. Comgdrediscrete resonance lines
obtained from laboratory source synchrotron source pes/gkveral advantages, e.g., its
high intensity photon beam allows rapid experiments andlizigollimated (due to spatial
coherence) photon beam generated by a small divergeneesadioe to study very small
size sample.

The resonance photoemission and x-ray absorption specpppresented in this work
were carried out using BACH beamline at Elettra synchrotight laboratory, Trieste,
Italy. BACH beamline employs undulators to enhance thensitg of emitted radiation.
It works in the UV-soft X-ray photon energy range (35-1600) edith selectable light
polarizations. It is equipped with four spherical gratif@&1, SG2, SG3 and SG4) to
select photons in different energy ranges.
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2.5 Energy Analyser

In this work the UPS and XPS data were collected by a hemig@ianalyser (EA125)

with a mean radius of 125 mm and the ARPES spectra were ratbrda rotatable hemi-
spherical analyser (AR65) with a mean radius of 65 mm. ThéyaeaaEA125 is not mov-

able whereas the ARG65 analyser is mounted on a double axéshgeter with two inde-

pendent degrees of freedom. The possible directions dioataf the analyser is shown in
figure 2.8.

Figure 2.8: Rotation planes of AR6G5 analyser.

2.5.1 Hemispherical Analyser

A hemispherical deflection analyser consists of two corezhémispheres, schematically
shown in Fig. 2.9. The entrance and exit slits are centerdti@mean radius of the inner
and outer spheres. A potential difference is applied betlee two hemispheres, with the
outer one being negative with respect to the inner one. Thages on the inner and outer
hemispheres (Vand \,), which allow only those electrons having a kinetic energy,E
(usually called pass energy) to enter into the analysegigea by the following equations:

6Vvl - Epass[QRO/Rl - 1] (234)
eVy = Epass[QRO/RQ - ]-] (235)
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Figure 2.9: A schematic diagram of hemispherical analyser.

where R and R are the radii of the inner and outer spheres, respectivetyspect to a
common centre, and,Rlenotes the mean radius of the two spheres with fR; + R,)/2.
The theoretical energy resolution of the analy&é&r is approximately expressed as [28]

AE = Epussld/2Ro + o2 /4] (2.36)

whered is the slit width (entrance slit) and (in radian unit) is the acceptance angle of the
analyser. In practice the energy resolution can be variechayging the pass energy and
slit width.

2.5.2 Electron Lens System

The electron lens is a multi-element electrostatic lensditt the entrance to the analyser.
The purpose of the lens is to collect electrons from a largéd @angle and to vary the
energy of the beam to the pass energy of the analyser. Thieitiesmbtainable with the
hemispherical analyser can be significantly increased thyaiag the pass energy of the
analysed electrons. An electron lens typically consistsmaf or more cylinders, which
are held at different potentials. The electric field thatsexibetween the elements acts
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upon the electrons that pass through it. In cylindrical ésnghe adjacent cylinders are
kept at different potentials and focusing takes place. Tinglgest practical lens consists of
two aligned cylinders at different potentials. However,dmploying a third element it is
possible to accelerate or retard electrons by varying atsoun

2.5.3 Single Channel Detector

The photoelectrons in a PES experiment is counted usingranelteon. A channeltron is
an electron multiplier made up of a small curved glass tube jriside wall being coated
with a high resistance material. A high voltage is applieshglthe tube. When a high
energy particle enters the low potential end of the tube litd=s with the wall, ejecting
secondary electrons. These secondary electrons are ttelerated down the tube, making
further collisions with the curved wall; each collision geates more and more electrons
in an avalanche, resulting in a large electron cloud at theroénd of the tube. Thus,
from an input of one electron the channeltron respond byymingd) an output pulse with a
typical gain of 16 [28]. The output can either be measured by a ratemeter or auem
The data-taking capacity can be enhanced by using a muitiehadetector, which consists
essentially of a microchannel plate or several channdttorperform parallel detection.
We have used a single channel detector to detect the phot@gls passing through the
hemispherical deflector.

primary electron

secondary electron

Figure 2.10: A schematic diagram of electron amplification in a chanpaeltr
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2.5.4 Pulse Counting Operation

In an electron spectrometer, electrons which arrive atripatiof the channeltron detector
generate secondary electrons which are then acceleratedide channeltron by a positive
voltage bias (+2 kV to +3 kV at the output). These electronkesthe channeltron wall
producing additional electrons progressively down thenale#tron to the output where
between 10to 10® electrons arrive (fig. 2.10).

2.5.5 Channeltron Operating Plateau

lonic feedback
region

Operating region

Count Rate

) Desired I Maximum

1 Operating I Operating

1 Voltage | Voltage
~2.1kV ~2.8kV

Applied Voltage (kV)
Figure 2.11: A plateau curve of a channeltron.

As the voltage applied to a channeltron is increased, theigareases and the output
pulse height increases. As more and more output pulsesctiseghreshold set in the
preamplifier, the observed count rate increases. When tineigéarge enough for the
smallest pulses in the distribution to exceed the threshmldlateau is reached and no
further increase in count rate is observed with higher galsaas shown in figure 2.11. At
very high voltages, the observed count rate again increhse$o the feedback of positive
ions generated within the channeltron. This should always\wided as the observed
pulses do not result from an input and operating channedfirothis condition considerably
reduces their lifetime.
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The onset of the plateau is reached at approximatkly for new channeltrons and this
slowly increases as the channeltron ages. The desiredtimgevaltage is approximately
100 V above the onset of the plateau. The electron pulse is theteddo a preamplifier
which filters out the system noise using a high speed thrdstmhparator circuit. The
electrical signal is converted to an optical signal whickramsmitted to the receiver unit
via an optical fiber link. The receiver unit converts the ogltisignal to a digital electronic
pulse which is then counted by the computer. The opticalibokates the pulse counting
system, usually a computer, from the spectrometer and lasertata levels.

2.5.6 Low Energy Electron Diffraction (LEED) unit

In addition to the gas discharge lamp and two electron speeters EA125 and ARG5,
the main chamber is also equipped with a Low Energy Electnfinadtion (LEED) appa-
ratus which is used to determine the orientation of crysiebse. The LEED experiment
uses a beam of electrons of a well-defined low energy (tygiedathin 20 -200 eV) inci-
dent normally on the sample. Since the de Broglie waveleagsociated with low energy
electron is comparable to the lattice constant of a cryggatliffraction can give informa-
tion regarding the geometrical structure of the crystal andhe energy is quite low it is
very much surface sensitive. The sample under study musshwegke crystal with a well-
ordered surface structure in order to generate a backesedttlectron diffraction pattern.
For a polycrystal it will give a diffused circular pattern. tpical experimental set-up
is shown in figure 2.12. Only the elastically-scattered teters contribute to the diffrac-
tion pattern. The lower energy (secondary) electrons aneved by energy-filtering grids
placed in front of the fluorescent screen that is employedsiolay the pattern.

2.5.7 Sample Surface Preparation

It has already been discussed that the PES experiment iy Isigrface sensitive tech-

nique [29]. In order to get the spectra from clean surfacas,ivm better than 10" mbar

is mandatory for VUV-PES experiments. This makes the pedjmar and preservation of a

clean sample surface essential to PES measurement. Amesgriace preparation tech-
niques that have been used, in situ scraping and in situioave the safest. Here we have
used in situ cleaving for graphite samples, i.e., singlstahygraphite and HOPG. The sam-
ples were cleaved by using post technique inside the prepamrghamber. The transition

metal oxide samples, i.e., Bi,Pb.,FeO, and Sm;Ca 4 _,Sr.MnO;3, were scraped insitu
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=== Grids

sCreen

\.‘ [.-.
|‘ Sample

Electron| ' 1
Gun

Figure 2.12: A typical set-up of LEED experimental.

using a diamond file. The sample was mounted on a stainlesisssteple holder using
commercial UHV compatible glue and using silver paste it wmagle conductive with the
sample plate. The sample was first loaded under atmosptiertneload lock, which can
be pumped down to ¥ 10~ mbar within one hour, then transferred into the preparation
chamber with base vacuum 7 x 10~!° mbar. In the preparation chamber, we cleaved
the graphite samples and then took the LEED pattern insglaialysis chamber. We re-
peatedly scraped the oxide samples by a diamond file untietitere at~ 9.5 eV binding
energy disappears. This feature has earlier been showigioaie from surface contam-
ination, particularly adsorbed oxygen [31]. After scrapwe transfer the sample into the
analysis chamber immediately and take the spectra quidklycheck the reproducibility
of the results, all measurements reported here have beeategpat different times.
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Tight Binding Calculations of Graphene,
Bilayer Graphene and Graphite

3.1 Introduction

In this chapter we describe our tight binding band structateulations of three graphitic
systems, namely, graphene, bilayer graphene and graghitdtze next chapter we will be
presenting valence and conduction band mapping of grapbitey ARPES and KRIPES.
Though we have done experiment only on graphite, the bamdledion has been initiated
with graphene, the two dimensional approximation of gregtihen developed for bilayer
graphene, a system more close to graphite in reality, anityferdended up to three dimen-
sional graphite within similar formalism because it giveme sort of completeness as well
as helps to build up an insight of how the electronic dispersvolves with the dimension-
ality of a system. To calculate the bands, tight binding seheas been chosen because the
p. electrons, which are almost localized in space, play thddurental role in determining
the electronic behaviours in these materials. In the sulesdggaragraphs we will intro-
duce the above mentioned systems individually and discowsfér these materials have
been exploited using tight binding method.

Graphene is a single sheet of atomic thickness with carlmmsarranged hexagonally.
Though itis an ideal two dimensional material of theordticterest and one of the earliest
material on which tight binding band structure calculaticas done [2, 3], it has triggered
recently a lot of interest including the reinvestigatiomadiny earlier results since its ex-
perimental discovery in 2004 [4], particularly, a large ridight binding band calculations
have been performed with nearest neighbour hopping bubwitbverlap integral correc-
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tion [1-3,5-9]. Some calculations have considered thelapentegral correction [2, 8],
out of these only few calculations are there which take cargeoond and third nearest
neighbours along with overlap integral corrections [1,/0]s noticed that the first nearest
neighbour hopping integral) lies around 2.5eV-3.0eV when tight binding band is fitted
with first principle calculation or experimental data [18bnear theK point of the bril-
louin zone of graphene, but interestingly, when one tridsae a good agreement of the
tight binding band over the whole brillouin zone by incluglmp to third nearest neighbour
hoppings and overlap integrals, the tight binding paramseies considered as merely fit-
ting parameters, not as physical entities [1] i.e., the eslof parameters do not decrease
consistently as one moves towards second and third neaigstoours. In present work
we have fitted our tight binding band with first principle datigh the objective to get a set
of parameters which is free from the above discrepancy anddf@ut a set which gives
good matching with the first principle data over the wholdldwin zone. Here we have
also calculated the density of states with second and tleiadast neighbours.

Bilayer graphene is a system of two stacked hexagonal gngsteeets. Among all the
carbon based materials of recent interest, bilayer graplseof much importance because
this is the only two dimensional material in which the bang gatween valence and con-
duction bands can be controlled by applying an externatriteiteld perpendicular to the
layers [9—14] or by chemical doping of one of the layers [1bhis makes it a potential
candidate for future application in nanoelectronics. €taas been a significant amount of
effort to study the band structure of bilayer graphene [55917]. Regarding this the ma-
jor concern was to see how the linear dispersion neaktipmint in single layer graphene
gets modified in presence of interlayer coupling in bilayepiene. It is now well estab-
lished that even the slightest presence of the interlayeplowoy kills the linearity of the
dispersion of monolayer graphene and converts it to a pacatiee for the Bernal stacked
bilayer graphene. Moreover, most of the studies have tadkedit the symmetric nature
of the valence and conduction bands of bilayer grapheney @l recently there have
been reports [17-19] regarding asymmetry between the sland conduction bands in
this system. In the present work on bilayer graphene we Imvesiigated some parameters
which also contribute appreciably towards asymmetry inbitweds of this system. While
the existing literature mostly discusses the effect ofrlajer coupling in bands of bilayer
graphene and in graphite [20], we report here about the aggmrm band structure of
bilayer graphene which arises due to the inclusion of im@lkand interplane nearest neigh-
bour overlap integralssf ands,) in the tight binding band structure calculation because
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we have noticed that the presence of nearest neighbourapvetegral §,) gives quite a
bit of asymmetry in the band structure of monolayer graph2r®. We have also studied
the effects of in-plane next nearest neighbour and nextxomesarest neighbour hopping
energies{; and~;) along with the corresponding overlap integralsg¢nds,) on the band
structure of this system in line with the work on single lageaphene [1]. The in-plane
parameters used here were determined by comparing thdiighhg bands of single layer
graphene with the first principle results, by emphasizimgféict that the magnitudes of the
parameters should decrease with increasing distance{g@g.71 > v, andsg > s; > s

) as has been mentioned in the previous paragraph.

Graphite is a weakly three dimensional system of infinitelstd graphene sheets with
interlayer distance much larger than in-plane interataiigtance. In nature graphite exists
with various stacking sequences, namely AA, AB (Bernallstay) and ABC among which
AB stacked graphite is most abundant. In this work, utiligthe same tight binding in-
plane coupling parameters for single layer graphene anidtiayer coupling parameters
for bilayer graphene, we have calculated the band structiufd stacked graphite in the
way similar to that of bilayer graphene and discussed trexedf these parameters on the
energy dispersions along different high symmetry diredjgarticularly near th& and
H points.

3.2 Geometrical structure

Since the geometrical structure of a material plays a crugla in determining its elec-
tronic dispersion, it is important to look at the details bé tcrystal structure. Here we
describe the structures of graphene, bilayer graphene eaphite. An ideal graphene
sheet consists of a regular hexagonal arrangement of catooms in two dimension as
shown in fig. 3.1. It consists of two inequivalent (with respt orientations of bonds)
triangular sublattices called A-sublattice and B-suldatt The unit cell contains one A
and one B type of carbon atoms contributed by respectiveatiidads. Each carbon atom
has three nearest neighbours coming from the other sudaasiix next nearest neighbours
from the same sublattice and three next to next nearest lb@igh from the other sublat-
tice. ag (1.42 fi) is the nearest neighbour lattice distance. In the figdreanda, are
the unit vectors with magnitude = v/3q i.e., 2.46 A. With respect toA, atom the
coordinates of the first neighbourBy(,i = 1,2, 3); second neighboursig;,i = 1,...6)
and third neighboursKs;, i = 1,2,3) are(a/V/3,0) , (—a/2V/3, —a/2) , (—a/2V/3,a/2);
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(0,a), (V3a/2,a/2), (V3a/2,—a/2),
(0,—a), (=V3a/2,—a/2) , (—V3a/2,a/2) and(a/V3,a) , (a/V3,—a), (—2a/V/3,0) re-

spectively.

Figure 3.1: Structure of graphene. The structure with black circlem®the A-sublattice
and that with empty circles gives B-sublatticg.anda, are the unit vectors.

Bilayer graphene is a coupled system of two monolayers gitggae with usually an
AB-stacking fashion of the layers, i.e., the atoms in onetagre not just on top of the
corresponding atoms in the other layer, rather the arrapgeis such that if one layer
is projected on the other, the A-type (say) atoms coincidé tie A-type atoms but the
B-type atoms come at the center of the hexagons of the otiger [46]. So A and B
type atoms can not be treated as chemically equivalent ocatoons as they belong to two
different chemical environments. This site energy diffese between two atoms in two
different sublattices in the same layer is defined here aashignmetry energyA. Since
its value is very small{ 18 meV) [18], these two atoms are usually treated as chemically
equivalent. The structure of AB stacked bilayer graphertki@orillouin zone are shown
in figure (3.2). The distance between two atoms in a layerassame as graphene and
the interlayer separation is 3.35 The brillouin zone of bilayer graphene is also same
as that of single layer graphene because it does not havedmety along z-direction.
Bilayer graphene unit cell contains four atoms. The relevapping parameters, i.e.,
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nearest neighbour in-plane coupling energy),( nearest neighbour interplane coupling
energy {,), next nearest neighbour in-plane coupling energy &nd next to next nearest
neighbour in-plane coupling energy,} have also been shown in the figure.

@

e A
oB

Figure 3.2: (a) Structure of bilayer graphene with unit vectarsa,; the intralayer near-
est neighbour coupling energy,j, interlayer nearest neighbour coupling energy),(in-
tralayer next nearest neighbour coupling energy &nd next to next nearest neighbour
coupling energy+,). (b) Brillouin zone of single layer and bilayer graphenghaiinit
vectorsh;, b, and the high symmetry directions.

The structure of graphite is an infinite sequence of AB-sdairaphene layers where
the interlayer atomic distance is much larger compared éaritralayer atomic distance
similar to bilayer graphene. The only difference with a y#agraphene is that it has
periodicity along the third direction also leading to a #hidimensional brillouin zone.
Also, in principle, the value of the asymmetric energy paetenA should be different in
this case.

3.3 Electronic structure of a hexagonal sheet of carbon
atoms

Since hexagonal array of carbon atoms, i.e., graphene isuh@ing block of bilayer
graphene and graphite, it will be relevant to discuss firstliasics of electronic config-
uration of the carbon atoms in graphene. Carbon atom hasesitt@ns with the electronic
configurationls?2s22p?. 2s and 2p levels of carbon atom can mix up with each other and
give rise to various hybridized orbitals depending on treoprtionality of s and p orbitals.
Graphene hagy? hybridization: 2s orbital overlaps wittp, and2p, orbitals and generates
three new in-planep? orbitals each having one electron. The orbital remains unaltered
and becomes singly occupied. Due to overlapof orbitals of adjacent carbon atoms

42



Chapter 3. Tight Binding Calculations of Graphene, Bila@eaphene and Graphite

strongo (bonding) andr* (antibonding) bonds are formed. The bondinonds, lying in

a plane, make an angle 620° with each other and is at the root of hexagonal planar struc-
ture of graphenep, orbitals being perpendicular to the plane overlap in a siskefashion
and giver (bonding) andr* (antibonding) bondssp? orbitals with a lower binding energy
compared td s (core level) are designated as semi core levelgamabitals having lowest
binding energy are the valence levels. Overlapping.oénergy levels gives the valence
band (bondingr band) and conduction band (antibonditigband) in graphene. Thus, we
see that while the structure of graphene is becauséonds, ther band is responsible for
the electronic properties of graphene and hence, as faeeisalic properties of graphene
are concerned, emphasis is given onlyrobands. Since thg. orbitals overlap in a side-
wise manner, the corresponding coupling is weaker compariat ofo bonds (wherep?
orbitals overlap face to face). Therefore fheorbitals essentially retain their atomic char-
acter. Hence, to describe the electronic structure of gnaglas well as of bilayer graphene
and graphite, tight binding model could be a good choice.

3.3.1 Tight binding band of graphene

In this subsection tight binding bands of graphene have begmduced including up to
third nearest neighbour hopping of electrons and overlegggmal corrections with focus
on the point to find out tight binding parameters which arejust fitting parameters but
they have physical significance. The results have been caapath existing literature [1].
The key equations are shown here for the different casesaoéseneighbours, next nearest
neighbours and next to next nearest neighbours and thésdeftétie calculations are given
in the last section of this chapter. Since there are two afmmnsinit cell coming from two
sublattices, the total wave function can be written as

Uy (r) = CoU% + CpU%, where (3.1)
Whyp(r) = (1/ \/N> ZeiE'FA/ PO a/p(r —ra/p) (3.2)
A/B

are the tight binding Bloch wave functions from A and B suttass. Here, N is the number
of unit cells in the crystal(’, andC'g are contributions coming from A and B sublattices
respectivelyd’s are2p. atomic orbitalsk is crystal momentum ang, andr are the posi-
tions of A and B atoms respectively with respect to a chosgworf H is the Hamiltonian
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and E (k) the eigenvalue then
HWy(r) = E(k)Vi(r), (3.3)
which leads to the secular equation

i HAA—E(]{Z)SAA HAB—E(k?)SAB -0 (34)

Hip — E(k)Shp Hpp — E(k)Saa

whereH,, = [ W:F(r)HVY(r)dF = H;, andS,, = [ W3 (r)¥}(r)dF = S;,. The indices
x andy represent both A and B. Since two sublattices are equivalént = Hgp and
Saa = Spp. The general dispersion relation follows as

E*(k) = [(QEO — Ey) £ /(By — 2Ep)? — 4E1E2} /2E3, (3.5)

WhereSAAHAA = Eo, HABS:ZB + H:ZBSAB = El, HE{A — HABH:ZB = E2 andSiA —
SapShp = Es5. The explicit forms of the dispersions in presence of défgrlevels of
neighbours are discussed below.

1. In case of nearest neighbour approximation the contdbutomes from nearest
atoms of the other sublattice. Detailed calculations otledl matrix elements are
given in the last section of this chapter. From equation)(®& dispersion relation
for this case becomes

E=(k) = | (Ezp — son09(k)) + (30 — 50F2p) Vo(R)| / [1 = sEg(k)] . (3.6)

whereEy,,, v, ands, are site energy, nearest neighbour hopping and overlagraise
respectively.

2. With second nearest neighbour approximation the matementsH 44 and Sax
get modified butH 5 and S, remain as they were. The corresponding energy
momentum relation is

EE(K) = | oy + (k) F90v/9(R)| / |1+ s1u(k) F50v/gR)] . B.7)

where~; ands; are next nearest neighbour hopping and overlap integrafsece
tively.
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3. With third nearest neighbour approximation the matrenetntsH 45 and .S, p get
changed buf{ 44 and S 44 remain unaltered. Calculation of all the matrix elements
gives expressions fat;, F,, F5 as follows:

By = 2s0m09(k) 4 (s072 + Y052) t(k) + 252729(2F)
By = [By+mulk)] — [v2g(k) + vor2t(k) + 159(2K)]
By = [1+siu(k)]’ - [s59(k) + sosat(k) + s59(2k)] ,

which when put in equation (3.5) gives the energy momentuatioa in this case.
~v9 ands, being next to next nearest neighbour hopping and overlagtals respec-
tively.

The bands of graphene for above three cases are plotted thleriggh symmetry direc-
tions of its hexagonal brillouin zone sketched in figure Y3A2&s shown in the figure, the
symmetry points ar€(0, 0), M (27 /+v/3a,0) andK (27 /+/3a, 27 /3a). There are six corner
points, out of which three are independent since the neavhyec pointsfs and K’) are
inequivalent. In fig. (3.3) we have compared the bands witrest, next nearest and next
to next nearest neighbour hopping and overlaps with a finstyple calculation (produced
from this model with the parameters,, = —0.36 eV, vy = —2.78 eV, y; = —0.12 eV,

v = —0.068 eV, sy = 0.106, s; = 0.001, s, = 0.003 because within the chosen energy
scale it does not show any energy difference with first pplecdata [1]) for the set of
parameters shown in table 3.1 where we have first determmlees of nearest neighbour
parametersy, andsy) which best reproduces the first principle result, then weshaken
care of second nearest neighbouys &nds;) keeping first nearest neighbour parameters
fixed and lastly considered the third nearest neighboumpeaters {, ands,) with fixed
(70, s0) @and 61, s1) with the expectation to have better matching over the whaleuin
zone of graphene. We observe that nearest neighbour cguplias good overall agree-

ment for both valence and conduction bands but with the sefuof second and third
nearest neighbours under the above restrictions, the lbusaitching of the valence band
with the first principle band improves whereas for the conidancband it is good only in
the optical range. When only nearest neighbour hoppingrisidered, the total band width
(difference between valence band and conduction bandiesgeyl” point is6|v,|, that at
M point is2|vy| but when nearest neighbour overlap integral is also incuble valence
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Figure 3.3: Electronic structure of graphene with first principle régtull curves), first
nearest neighbour interactions (dashed-dotted curvesdnsl nearest neighbour interac-
tions (dotted curves) when first nearest neighbour paramate fixed and third nearest
neighbour interactions (dashed curves) when first and segearest neighbour parame-
ters are fixed. The parameters are listed in Table 3.1.

Table 3.1: Tight binding parameters

Neighbours| Es, (€V) | 7o (€V) | 71 (eV) | 72 (eV) S0 S1 So
1st 00| -2.74 0.065
2nd -0.21| -2.74| -0.07 0.065| 0.002
3rd -0.21| -2.74) -0.07| -0.015| 0.065| 0.002| 0.001
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Figure 3.4: Electronic structure of graphene with first principle régtull curves), first
nearest neighbour interactions (dashed-dotted curvesdnsl nearest neighbour interac-
tions (dotted curves) and third nearest neighbour intenast{dashed curves). The param-
eters are listed in Table 3.2. Here for each curve the pamamate chosen freely.

and conduction band energied gboint occur aB~y,/(1+3s¢) and—3+,/(1 —3s) respec-
tively and those af\/ point appear at,/(1 + so) and—v,/(1 — sy) respectively. The<
point energy is zero for both the cases. Including next rtareighbours the energy At
pointis (£, — 371)/(1 — 3s1). So the values ok, and~, are properly chosen to havé
point energy at zero. In this case the valence and condugéind energies dt point are at
(Eap + 651+ 37) /(1 + 651 4 3s0) and(Ey, + 651 — 370)/(1 + 651 — 3s¢) and those ad/
pointare al Es, +2s1 +70)/(1+2s1 + s0) and(Es, +2s1 —70) /(1 +2s1 — so) respectively.

In fig. (3.4) we have plotted the above set of curves with aedifit set of parameters such
that both nearest neighbour and next nearest neighboumptaes are free when the ef-
fect of second nearest neighbour is looked for and all threg(nearest, next nearest and
next to next nearest neighbour) parameters are free wheahitbenearest neighbours are
included. The parameters are shown in table 3.2. Fig. (B@Ws that inclusion of second
nearest neighbour gives better result over first neareghheur interaction compared to
the plots in fig. (3.3). Consideration of third nearest nbmlr couplings gives very good
matching for both valence and conduction bands along ahitdfie symmetry directions of
the Dbrillouin zone.
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Table 3.2: Tight binding parameters

Neighbours| Es, (€V) | 7o (€V) | 71 (eV) | 72 (eV) S0 S1 So
1st 00| -2.74 0.065
2nd -0.30| -2.77| -0.10 0.095| 0.003
3rd -0.45| -2.78| -0.15| -0.095| 0.117| 0.004| 0.002

3.3.2 Tight binding band of bilayer graphene

In the following we first present general aspects of the fdismaof tight binding band
structure of bilayer graphene and then give details of tighding band dispersion under
different situations like: i) the simplest case with nearest neighbour in-plane and-inte
plane hopping ofr electrons; {i;) modifications in the bands due to the inclusion of overlap
integrals coming from the same neighbours and due to sitggiéference (\) between

A and B atoms in two different sublattices in the same laygf) éffect of in-plane sec-
ond nearest neighbour hopping and corresponding overtagrad; ¢v) effect of in-plane
third nearest neighbour hopping and overlap integral orbtred near the brillouin zone
corner (K) point and over the whole brillouin zone, and also the dgrtfistates of bilayer
graphene corresponding to the above mentioned dispersginse bilayer graphene unit
cell contains four atoms coming from two different subtas of two layers, the Bloch
wave functions for A and B type atoms for each layer [5] are

\Ilﬁ’b(r) = ]_/\/NZQ)A(T _ TAi>€ik.7'Ai and \IJEZ(T) — 1/\/NZ®B(T _ ,r,Bi>€ik.7'Bi7
A; B,

where: refers to layer indexp’® arep, atomic orbitals, N is the number of unit cells in the
crystal,C'y, andC's, are contributions to the total wavefunction coming frdfnatom of A
and B sublattices respectively. The total wave function is

Ui(r) = Y Ca Vi (r) + ) Cp ¥ (r).

i=1,2 i=1,2
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With this choice of wavefunction a secular equation inahgdihe overlap integrals can be
set up as follows

Haa, — E(k)Saya, Hap, — E(k)Sa,B, Hayay, — E(k)Saa, Ha,p, — E(k)Sa,B,
Hp, s, — E(k)Sp,a, Hp,p, — E(k)Sps, Hp,a, — E(k)Spa, Hpp, — E(k)Sp,, |
Haa, — E(k)Saya, Ha,p, — E(k)Sa,B, Haga, — E(k)Saya, Ha,p, — E(k)Sa,B,
Hp,a, — E(k)Spya, Hp,p, — E(k)Sp,B, Hpya, — E(k)Spya, Hp,p, — F(k)SB,B,

where H is the Hamiltonian of the system alg, , S, are defined as

Hﬂciyj = <\I/iz

HIOY) and S, = (U7

U7 ) respectively.

Herez, y stand for both A and Bj, 5 can take either of the values 1 and 2. When this
equation is solved for finite, and~; only, ignoring the asymmetric energ), in-plane
overlap integral {,) and the interplane overlap integral), the resulting energy eigenval-
ues values are

1 ! /2 2 1/2
Eip(k) =F5 I'n F [% + 4709(16)]

2
1 / /2 2 1/2
and E3/4(k) = ¢§ oig== [71 + 4709(k)] )
where
g(k) = [1 + 4 cos? (kya/2) + 4 cos (V3k,a/2) cos (k:ya/2)] :
Yo = (o(r — v, |H|p(r — rg,) ;i being the layer index ang = (¢(r — 74, | H|d(r —r4,) .

In a similar wayy; and~, can be defined. The expansion around&hé2r /v/3a, 27 /3a)
point gives

3 /
Bua(k) = 5 (98/7) a*(6k)%,
/ 3 !
and E2/3(k) =+m £ 1 (73/71) a2((5k)2

wheredk is a small change ik around theX point. From the above results we see that
there are fourr bands in bilayer graphene. All the bands are parabolic meabtillouin
zone corner. Two of the bands are degenerate with zero eaétipe KX point. -y, and

v, are the energies of the other two bands at that point,+e,,is the energy separation
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between the highest conduction and the lowest valence lamiuist point. Also the valence
and conduction bands are symmetric over the entire brillaone. Since each atomic site
has one, electron, the Fermi energy(-) for undoped bilayer graphene is at zero energy.
The bands are plotted in figure (3.5).

3.3.2.1 Modifications in the bands due to the inclusion of ovkap integrals (s, s;)
coming from in-plane and interplane nearest neighbours andliue to breaking
of sublattice symmetry

The secular equation now becomes

Ey+A—E(k) a—bE(k) v, —sEk) 0
—dE(k By, — E(k
coAEh s B I B Y
v — s1E(k) 0 Esyy+ A —E(k) c—dE(k)
0 0 a—0bE(k) By — E(k)

wherea = yof(k), b = sof(k), ¢ = ~of*(k), d = sof*(k) and f(k) = eik=a/V3 4
22 0/2V3 cos kya )2, so = (G(r —r4,|0(r —rp,) ands] = (¢(r —ra,|¢(r —ra,). INa
similar ways; ands,; can also be defined. The eigen solutions to the above equaton

El/g(k) - [_Bl :l: [B% - 4A101} 1/2:| /2A1 (39)

and  Eyu(k) = [—32 + [B2 — 44,0y 1/2} /2A,, (3.10)
where
Al/g = ]_—bd:tS/l, Bl/g = CLd"‘bCZF’}/;:FSllEQp—ZEgp—A, 01/2 = :t’}/;Egp—ac—FEgp(Egp‘i‘A).

Figure (3.5) also shows the bands with finite values\pfs, ands; for comparison. We
first discuss the effect of the asymmetry terfy) on the spectra & point. The two bands
which are degenerate At point, are not affected b at that point but the other two bands
appear at energies — v, andA + v, i.e., though the separation is stih,, they become
asymmetric with respect to Fermi energy at that point. Téisthas negligible effect on
the slope of these curves. The lower panel of (a) in fig. (:16)s that the lower valence
band comes closer tb whereas the upper conduction band moves away ffamvhen
the sublattice asymmetry is taken care of. Next we illusttié effect of overlap integrals
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Figure 3.5: Electronic spectra of bilayer graphene. For all three casdke upper panel
we have plotted the bands along all the high symmetry doastiof the brillouin zone
and the lower panels show zoomed versions of the correspgngiper panels near the
K point. In all the panels the full curves represent the symméands, i.e., bands in
presence of nearest neighbour in-plang @nd interplane~;) hopping energies. In (a)
the dashed curves contain informations due to the presdrmgtattice asymmetry),
clearly visible from the lower panel; in (b) the dashed csrixave the effect of nearest
neighbour in-planes;) and interplanes(,) overlap integrals but zerd, whereas the dotted
curves are plotted with non-zero valuessgf s; andA. Effects of these parameters at the
K point are visible from the lower panel. In (c) the bands inspree of finite values of
s0, 5; andA (dashed curves) are compared with the symmetric bands(fules) over the
whole brillouin zone (upper panel) and nearer to fgoint within optical energy range
(lower panel). The relevant parameters are given in rowsbaned 1 and 2 in Table 3.3.

51



Chapter 3. Tight Binding Calculations of Graphene, Bila@eaphene and Graphite

so ands; at K point. It is observed that the in-plane nearest neighboarlap integrak,
has no effect af point because it always appears in product with) which vanishes at
K. But the interlayer overlap integra], though not altering the degenerate bands, affects
those bands lying further from quite significantly. The upper lying band shifts further
to —v,/(1 — s;) and the lower band comes closerg/(1 + s,) (dashed curves in lower
panel of (b) in fig. (3.5)). The energy separation betweemthecome®-~, /(1 — s72).
When A and overlap integrals are considered together, the upper &afts even further
to (A —7;)/(1 — ;) and the lower band comes more closé o+ +,)/(1 + s;) (dotted
curves in lower panel of (b) in fig. (3.5)). Under this conaiitithe above energy separation
become(y, — s;A)/(1 — s2). Moreover,s, ands, play important role in changing the
slope of the curves. They push off the conduction bands aléhghe valence bands with
respect to Fermi energy almost over the entire energy rgpagécularly near thé' point
where the effect is most prominent (dashed curves in uppesld (c) in fig. (3.5)). With

a closer look over the smaller energy range, i.e., the dpacae, we see (in lower panel of
(c)) that the separation between conduction bands ineesie that between the valence
bands decreases.

3.3.2.2 Effect of in-plane second nearest neighbour hoppin(y;) and corresponding
overlap integral (s;) on the spectra of bilayer graphene

Since the in-plane next nearest neighbour atoms belongie sablattice in a plane, we
have in this case

Aijp = (1+ siu(k))? — bd + 5/1(1 + squ(k)),
Bijs = ad+beF v (1+ siu(k)) F sy (B +nu(k))
—(1+ s1u(k)) (2B, + 2nu(k) + A),
Cip = +71(By +mu(k)) — ac+ (Byp + u(k)) (Byp + nulk) + A),

whereu(k) = 2 cos (k,a) + 4 cos (k,av/3) cos (k,a/2). The eigen solutions are same as
in equations (3.9) and (3.10) with the modificationsdn B;, C; and A, By, C5 given
above.
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3.3.2.3 Moadification due to the in-plane third nearest neighour hopping energy ()
and the overlap integral (s;) on the bands of bilayer graphene

The in-plane third nearest neighbour atoms belonging tather sublattice incorporate
changes iMd,, By, C; and A,, B, C5 through changes in, b, c andd. Modifieda, b, ¢
andd appear as

a=f(k)+y2/fi(k), b=sof(k)+safi(k),
c=f"(k)+vfi(k) and d=sof"(k) + saoff(k),

where f, (k) = e®*+*/V32 coskya + e~¥*+¢/V3, The eigen solutions in this case are also
same as in equations (3.9) and (3.10) but with a differenbtet;, B, C; and A,, Bs,

(s due to differences appearing i b, c andd. To illustrate the effects of in-plane next
nearest neighbours and next to next nearest neighboure@pécetra of bilayer graphene,
all the bands are plotted together with the symmetric spdttifl curves) and the spectra
with corrections due to nearest neighbour in-plane andptéaee overlaps (dashed curves)
in figure (3.6). From the plots shown in fig. (3.6) (and alsarfrthose not shown here) it
is very clear that the presence of any of the parametgys’(, 1, 51, 72, s2) or all of them
together introduces asymmetry of different amounts on ynansetric bands due tg, and
;- While A makes the upper conduction and lower valence band postigyrametric at
K point, others give asymmetry to the bands almost over théaddrdlouin zone. We have
already discussed the effectssgf s; on the spectra with, and~, in the previous section.
Now, we describe the effects due to in-plane next neareghheurs €, s;) and in-plane
next to next nearest neighbours (s;) on top ofs,, s;. There is no significant change in
energy values of the top conduction band and the bottom salband at thé{ point in
presence of in-plane next nearest neighbour and next toeaxést neighbour interactions.
For the valence bands, the bands from inclusion of next seasghbour hopping energy
and overlap integral (dotted curves) are nearer to the syrmobands (full curves) withia-

2 eV butthose due to the inclusion of next to next nearest neighinteractions (triangles)
are closer to the modified bands (dashed curves) dsgainds;. For the conduction bands
the scenario is opposite within the same energy range. Begwat the bands with next
nearest neighbour interactions move away from the symatgands. Both conduction and
the valence bands move upward with respect to the previaus @@nter. The bands with
next to next nearest neighbour interactions start movingutds the symmetric bands such
that the valence bands for both the cases almost coincidéhaencbnduction bands keep
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Figure 3.6: Electronic dispersions of bilayer graphene in presenceeafest neighbour
in-plane and interplane transfer integrals (full curvagarest neighbour in-plane and
interplane transfer integrals, overlap integrals andatibe asymmetric energy (dashed
curves), in-plane next nearest neighbour interactiongddaurves) and in-plane next to
next nearest neighbour interactions (triangles). Therpaters used for these bands are
given in Table 3.3. The rows numbered 1, 2, 3 and 4 in the tadiie@spond to the curves
with full lines, dashed lines, dotted lines and trianglespeztively in the figure.
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a separation among themselves arolimmbint. The values of the parameters used for the
plotted bands are given in Table 3.3, the site energy andfeaimtegrals are ial’. The
rows numbered 1, 2, 3 and 4 in the table correspond to the swvith full lines, dashed
lines, dotted lines and triangles respectively in figuré)Xand (3.10).

Table 3.3: Tight binding parametersy, 71, 7, andy; are in eV.

Curves| £y, A* Yo ’y;* " Y2 So s’l** $1 S
1 -2.78| -0.4
2 0.018| -2.78| -0.4 0.117| 0.04
3 -0.45| 0.018| -2.78| -0.4 | -0.15 0.117| 0.04 | 0.004
4 -0.45| 0.018| -2.78| -0.4 | -0.15| -0.095| 0.117| 0.04 | 0.004| 0.002

*taken from reference [18].
**chosen as 10 times less than the magnitudg of

In presence of in-plane next nearest neighbour interaxtibare are three choices of
FEop (=37, 311 —A+£ ~,) for which the Fermi energy comes at zero. For other choites o
E,, the Fermi level shifts from zero. In presence of in-planett@xext nearest neighbour
interactions, the choices @, for which Fermi energy will be at zero, are same as in the
case of next nearest neighbour interactions.

3.3.3 Tight binding band of graphite

Here we shall present a comparative study of the tight bodiispersions of graphite
obtained by following the same prescription used for bitayaphene. Also, the same set
of tight binding parameters (table 3.3 ) has been utilizéte @init cell of graphite contains
four carbon atoms. The collective wave function of the alysan be written as

Uy(r) = Y CiUF, where (3.11)

i=1,..4

i) = (UVR) el =)

A/B

Proceeding in the same way as described for bilayer grapliemelispersion relations in
presence of nearest neighbour in-plane and interplandagvere., for finitey, and~,
only, ignoring the asymmetric energi], in-plane overlap integrak() and the interplane
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overlap integral{)), are given as

Bualh) = 5 |10 7 2200 + 4r2aw)]

1 , , 1/2
and Eyulh) = 5 [0 £ [0 + o]

wheref, (k) = 2 cos (k.c/2), ¢ being unit cell parameter along z-direction.

In presence of nearest neighbour in-plane overlap intégyplinterplane overlap inte-
gral (s}), the asymmetric energy\) and in-plane second nearest neighbour hoppiny (
and corresponding overlap integral), the energy dispersions change to

and  Eyu(k) = [—32 + [B2 — 44,0y 1/2} /2A,, (3.13)

Ajg = (14 swu(k)? —bd + s, f.(k) (1 + siu(k)),
Bijy = ad+beF vy fo.(k)(1+ syulk)) F s, fo(k)(Eap + 11u(k))
—(1 + syu(k))(2Es, + 2vu(k) + A),
Cip = A7 f:(k)(Ey + nu(k)) — ac + (EByp + vu(k)) (Eayp + nulk) + A),

whereu(k), a, b, c andd have been defined in the discussion of bilayer graphene.

The energy eigenvalues in presence of in-plane next to maxest neighbours are same
as in equations (3.12) and (3.13) with the modificationglin By, C; and A,, Bs, C5 as
has been mentioned in the calculation of bilayer grapherie above results have been
depicted in figures 3.7 and 3.8. In figure 3.7 (a) the bands witind~, only and bands
along with ), (s;) and (A) have been compared over the entire brillouin zone. It isdou
that in both the cases there are two bondinigands and two antibonding bands in the
I'M KT plane whereas id H LA plane ther bands are degenerate and so arerthigands.
Widths of the bands at thE point increases and slope the bands changes whgmarid
(s,) are included. In fig. 3.7 (b) and (c) the effect of the pararset,), (s;) and (\) has
been clearly shown near the zone corni€rand H respectively. From the plots shown and
from the plots which have not been presented here it is ribtreat (), (s;) and (A) affect
the bands at and near tli€ point in a manner exactly similar to that of bilayer graphene
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Figure 3.7: Electronic spectra of graphite. The upper panel shows thesalong all
the high symmetry directions of the graphite brillouin zarel in the lower panels we
have shown the zoomed versions of the spectra near theummilimne cornersK and
H points). In all the panels the full curves represent the sginimbands, i.e., bands
in presence of nearest neighbour in-plang) @nd interplane(;) hopping energies. In
(a) the dashed curves contain informations due to the pcesehsublattice asymmetry
(A), nearest neighbour in-plang) and interplanes) overlap integrals. Effects of these
parameters at and around theand H points are visible from the lower panel (in (b)and
(c) respectively). The relevant parameters are given irsmouwnbered 1 and 2 in Table 3.3.
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The effect of §,) and () is not prominent neak point but away fromi point the slope
differs (dashed curves) from those duejtoand-~y, only (full curves) whereas the asym-
metric energy term4) opens up a gap d point but affects the slope very little. Further,
the bands are linear ne&r point but parabolic neak’ point. In fig. 3.8 we have compared
the bands with different neighbours namely, in presencesafest in-plane and interplane
hopping ¢, and~;, full curves), in-plane and interplane overlap integralyrametric en-
ergy term o, s; andA, dashed curves), in-plane 2nd nearest neighbour coupling(,
dotted curves) and in-plane 3rd nearest neighbour coupling., curves with triangles).
Compared to the bands witfy and~, only, all other parameters introduce certain amount
of asymmetry in slope also in band widths with respect to #re eigenvalue value. Apart
from the exact magnitudes of the band energies, the ovérathcteristics of the band in
presence of various neighbours are similar to that of theesponding bands of bilayer
graphene.

151

Energy (eV)

Wave vector (ib_\l)

Figure 3.8: Electronic dispersions of graphite in presence of nearegthbour in-plane
and interplane transfer integrals (full curves), nearesgimbour in-plane and interplane
transfer integrals, overlap integrals and sublattice asgtric energy (dashed curves), in-
plane next nearest neighbour interactions (dotted cuauas$)n-plane next to next nearest
neighbour interactions (triangles). The parameters usethése bands are given in Table
3.3. The rows numbered 1, 2, 3 and 4 in the table corresporgetourves with full lines,
dashed lines, dotted lines and triangles respectivelyariigure.
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3.4 Density of states

In fig. 3.9 (a) we have plotted the density of states (due band) of graphene for near-
est neighbour interaction only without (full curve) and hvitlashed-dotted curve) overlap
integral correction. It shows that without overlap intdgri@ence and conduction bands

Density of states (arb. unit)

-5 0 5 10

Energy (eV)

Figure 3.9: Density of states of graphene (a) with nearest neighboysihggout zero over-
lap integral (full curve) and with nearest neighbour hogpamd overlap integral (dashed-
dotted curve), (b) derived from the bands in fig. 3.3 (paramseare in Table 3.1). First
principle result (full curve), first nearest neighbour naietions (dashed-dotted curve), sec
ond nearest neighbour interactions (dotted curve) and tiearest neighbour interactions
(dashed curve) and (c) calculated from the bands plotted.il3fd (parameters are in Table
3.2). First principle result (full curve), first nearest gigbour interactions (dashed-dotted
curve), second nearest neighbour interactions (dottecefand third nearest neighbour
interactions (dashed curve).

are symmetric but in presence of overlap integral width ¢évee band decreases and that
of conduction band increases. Since there are two atomsimuweat cell and each carbon
atom has one electron in state, the valence band is completely filled and hence, theiFe
level lies at the top of the valence band at zero energy wipplears af< and K’ points of
the brillouin zone in energy momentum space. Graphene hasleasity of states at Fermi
energy and over a very small energy range around zeroKi.pgint energy around which
energy dispersion is also linear in momentum) the densigfaies is varying linearly with
energy. Due to the flat part of the band nddrpoint of brillouin zone Van Hove singu-
larities are arising in density of states. The positionshefgingular points are symmetric
in absence of overlap term while the singularity moves shigtowards Fermi energy for
valence band and goes slightly away from Fermi energy fodaotion bands with overlap
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Figure 3.10: Density of states of bilayer graphene in presence of neasghbour in-
plane and interplane transfer integrals (full curves),restaneighbour in-plane and in-
terplane transfer integrals, overlap integrals and stitdaasymmetric energy (dashed
curves), in-plane next nearest neighbour interactiongddaurves) and in-plane next to
next nearest neighbours (triangles). The parameters nshkdse curves are given in Table
3.3.

(so)- Infigure 3.9 (b) and (c) the density of states have beengul@ts per the bands in fig.
(3.3) and (3.4). Here we see that though the density of statasear near Fermi energy,
it becomes asymmetric due to the presence of second ancheérareést neighbour interac-
tions. As expected the density of states in presence of tieiatdest neighbours is matching
well with the density of states due to first principle bandewlhe parameters are chosen
freely. In all other cases the band width is changing shghtid positions of Van Hove
singularities are changing over a narrow energy range. Vberpared with ref. [9], the
density of states in presence of second nearest neighboowns & noticeable difference.
It is observed that when the second nearest neighbours asertlior good fitting of low
energy part of the spectrum, it gives rise to another Van Hongularity at conduction
band edge but that is removed if the parameters are such giae$ good agreement over
the whole energy range. Also, that is suppressed in presgnterd nearest neighbour
interactions.

The density of states (DOS) of bilayer graphene correspgidithe bands in fig. (3.6)
with the parameters in Table 3.3 are shown in figure (3.10pmFthese curves it is ev-
ident that the finite, though small, density of states (DOSha zero energy of bilayer
graphene remains unaffected due to the presence of factoch \ead to asymmetry in
bands. Further, the slope of the density of states curvdsnwit 0.5 eV does not change
due to the factors mentioned above. Rather, they have pemhéifect in bringing asym-
metry in band widths. To illustrate, we see that when onlyr@staneighbour in-plane and
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Figure 3.11: Density of states of graphite in presence of nearest neighibeplane and
interplane transfer integrals (full curves), nearestnlegyr in-plane and interplane transfer
integrals, overlap integrals and sublattice asymmetmiegyn(dashed curves), in-plane next
nearest neighbour interactions (dotted curves) and ineptext to next nearest neighbours
(triangles). The parameters used in these curves are givebie 3.3.

interplane transfer energieg)(and~,) are there, valence band DOS and conduction band
DOS (full curves) are exactly symmetric with respect to tleenfi energy at zero, that is
the band widths are same. Also the van Hove singularitieatasgmmetric positions, the
scenario being consistent with the corresponding bandtstret As soon as the nearest
neighbour in-plane and interplane overlap integrajsands,) are taken into account the
valence band (VB) DOS and conduction band (CB) DOS (dasheas)start becoming
asymmetric, i.e., the band widths become different. vademand becomes narrow and
conduction band widens. Moreover, the van Hove singuéariith VB come closer tdr
whereas those in CB move away frafiz. In presence of in-plane second nearest neigh-
bours (dotted curves) CB becomes slightly narrow and VBhdlyjgvide compared to the
previous case, though VB is still narrower compared to CBeréhs no significant change

in the positions of the van Hove singularities in this casembompared with the previous
one. In-plane third nearest neighbour interactions do ae¢ imuch effect on the widths of
the bands on top of that of the in-plane second nearest naigiteractions but bring the
van Hove singularities slightly nearer to the Fermi enelgig also observed that the sub-
lattice asymmetric energyX) does not have any significant effect on the density of states
of bilayer graphene.

In figure 3.11 the density of states of graphite correspantbrthe bands in fig. (3.8)
with the parameters in Table 3.3 are shown. Though littleabiihite density of states
are present at zero energy. Apart from the nature of the vare Himgularities, the overall
appearance of the density of states obtained from the bareds dlifferent coupling param-
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eters is similar to those of bilayer graphene (fig. 3.11).r&h& one van Hove singularity
in each band of monolayer graphene and bilayer graphenentaddjacent singularities
in each band. In three dimensional graphite it appears asearrithe density of states
rather than the spike like features in monolayer and bilgyaphene, i.e., the singularities
become smoother. It needs to be mentioned that all the gerisitates data presented here
are not absolute values, they are arbitrary up to a nornteizéactor.

3.5 Summary and Conclusion

To summarize, we have calculated the electronic spectraidamsity of states of graphene
including up to third nearest neighbour interactions anidagget of tight binding parame-
ters on the physical ground that the absolute values of thempeters should decrease as
one moves from first nearest neighbour towards higher distarhis set of parameters has
been used to see the effect of in-plane first nearest neigldveudap integral £,), second
(71, s1) and third -, s2) nearest neighbour interactions on the band structurel@ydm
graphene also. We have illustrated the role of these paeasi@tgoverning electron-hole
asymmetry in the band structure of bilayer graphene witighttbinding model. When
compared the role of site energy difference) petween A and B sublattices in the same
graphene layer on the electronic spectra of single laygyhgnae and bilayer graphene, a
distinct difference is observed between the two systemblaBice asymmetry in mono-
layer graphene introduces a gap in the spectra akthmint whereas in bilayer it does
not induce gap in the spectra, rather it gives an asymmetiyeienergy values of the top
valence and bottom conduction bands with respect to theggragrwhich the other two
bands are degenerate. Moreover, in presencetbie gap between top valence and bottom
conduction bands at th€ point remains intact te-y, which is the separation even without
A. Apart fromA the other important factor which contributes significandyhe values of
the top valence and bottom conduction bands gioint is the interlayer nearest neighbour
overlap integral{;). Hence, we find thak, (top) andE, (bottom) are functions oA and

s, both atK point. Regarding this, Z. Q. Li et al. [18] discuss only the@eledence on\.
Our study suggests for the consideration of a model comigibothA ands, for a more
accurate determination @f from experimental results. Further, we observe a condidiera
change in the slope of the bands in presence of nearest eighbplane and interplane
overlap integralss, ands;) compared to those with nearest neighbour in-plane and- inte
layer coupling energies{ and~;) only. Z. Q. Li et al. [18] have discussed the induction of
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electron-hole asymmetry in the slope of valence and commtubainds due to next nearest
neighbour interlayer coupling energy,} but without overlap integrals. It is noted there
that with a finite value ofy,, two conduction bands are closer and the valence bands are
further apart at: values away from théd point. We observe that finite values gfands;
also give electron-hole asymmetry in the slope of valencecamduction bands but with
an opposite trend compared to the bands withWith finite values ofs, ands] the con-
duction bands move further from each other and the valenugso@me closer for values
away from theK point. It could be concluded from this comparative studyt tha com-
bined effect ofy,, s, ands; could make some balance between the above two cases, may
not be a complete balance to get back the symmetric spedinaowiy v, and~, but the
degree of electron-hole asymmetry in slope of the bandsgetlmodified nevertheless. A
model includingy,, s, ands;, though very complicated to handle, may lead to more accu-
rate determination of the important parameter tikevhen comparing experimental results
having asymmetry in electron and hole sides. With in-plag nearest neighbour interac-
tions (y; ands;) the trend of electron-hole asymmetry in slope of bands mesramilar as
that with s, ands; but the asymmetry in valence and conduction band widthsIngaint

is reduced compared to that with zero values0dnds;. Moreover, in this case if the site
energy termk&,, is not chosen properly there will be a shift in Fermi energ3][1n-plane
third nearest neighbour interactiong @ndss) do not affect much on top of in-plane sec-
ond nearest neighbour interactions except very little gean band widths af' point and
slight modifications in the slope of the bands. Hence, asdalactron-hole asymmetry
in slope of valence and conduction bands is concerned, altéaian includings,, s; and
in-plane second nearest neighbour interactionsaids;) could be sufficient to interpret
experimental results (e.g. the cyclotron resonance dath)agsymmetry in electron and
hole sides. Also, the in-plane third nearest neighbouracteons could be more useful
in determining all the above mentioned parameters by fithiteyer graphene bands with
first principle results or with angle resolved photoemissi@ata over the whole brillouin
zone. Within similar formalism, we have also shown the effexf in-plane nearest, next
nearest and next to next nearest neighbour couplings aldhdhve nearest interlayer cou-
pling on the band structure of three dimensional graphitarX point the effect of these
parameters mimics those of bilayer graphene whereAsmatint a gap is opened up by the
asymmetric energyA but s, ands; incorporate only changes in slope of the bands.
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3.6 Derivation of the electronic dispersions of graphene in
presence of different neighbours

In this last section, as mentioned earlier, we present sostalsl of the derivations of

the dispersion relations of graphene in presence of vaneasest neighbours. The cor-
responding matrix elements in equation (3.4) are compuéed im presence of different
neighbours.

1. For nearest neighbour approximation, we have
Hyx = (1/N)Y e UaT0(D o (r — 1) H|Pa(r —74)) ~ Eny,
A
SAA = <<I>A(7” — TA)‘(I)A(T — TA)> = 1,
because the wave functions are normalized;
Hap = Z ek =Ta) — Yof(k), Sap = sof(k) where
B
Yo = (L/N)Y (Palr —ra)|[H|Op,(r —15,)),

A

so = (1/N) Z (Pa(r —ra)Pp,(r—7rp,)), and

f(k) = eikea/V3 4 9pikaa/2V3 (g kya/2.

Hence

Eo = Eyy,, Ey = 27080|f(k)‘2> Ey = E22p - ’Yg|f(k)‘2 and,

B3 =1— s3|f(k)|* with

|f(R)> = g(k) = 1+ 4cos® (kya/2) + 4 cos (V3kya/2) cos (k,a/2),
leading to

LB — son0g(k) £ (0 — s0Bzy) /g (R)|
E* (k) = 250 . (3.14)
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From the secular determinant the dispersion can alteeigtde written as [8]
EE(k) = (Egpi% g(k)) / (1 + 50 g(k;)) . (3.15)

2. For second nearest neighbour approximation we need ttrexral@mentsH 44 and
Saa only as these two are affected by next nearest neighboueseTdre

Han= [ WG HY ()i = By + (k).
Saa =14 syu(k), where
u(k) = 2 cos (kya) + 4 cos (k,av/3) cos (k,a/2),

"= (1/N)Z (DA, (r —ray)|H|Pa(r —ra)), and
Az

s1=(1/N) Y (Day(r —ra)[@a(r —ra)) .

Ao

Putting all the above elements in the secular determinargeve
B (k) = | By + (k) F90/9(R)| / |1+ s1u(k) F 50v/g(k)] . (3.26)

3. In presence of third nearest neighbours only the matemehtsH 45z and S, get
changed bu# 4, andS 44 remain unchanged. Hence

Han= [ W)V ()7 = 307 () + 220 (h)
Sap = sof (k) + sqv(k), where

Y= (1/N) Y (@al(r — 1) | H|Pp,(r = 15,)) |
A

SS9 = (1/N) Z <q)A(’f‘ - TA)‘(I)BS(T _ ng)) and
A
(k) = e®*2/V39 cog kya + o~ 2ikea/ V3
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Therefore, expressions féf,, F,, F5 are

Er = 2s5079(k) + (Sov2 + Y052) t(k) + 259729(2k)
By = [By+mulk)]’ = [159(k) + v072t (k) +739(2K)]
Es = [1+su(k)] - [s59(k) + sosat(k) + s39(2k)] , where
g(2k) = 1+ 4cos’® (kya) + cos (V3k,a) cos (k,a) and
t(k) = 2cos(ky,av3) 4 4cos (kya) + 4 cos (kya/2) cos (kav3/2)
+8 cos (kya) cos (kya/2) cos (kav3/2).
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Band Structure of single crystal graphite
and HOPG from ARPES and KRIPES

4.1 Introduction

The recent discovery of zero dimensional fullerene, oneedgsional carbon nanotubes and
the research activities on the very recently found two disi@mal material graphene have
given an impetus to the reinvestigation of some of the exaiat fundamentally important
physical properties of carbon based materials. Like grnaphehich shows a peculiar low
energy electronic spectrum due to its sublattice structgmr@phite also has a linear dis-
persion near thé/ point along with its quadratic band near the point of its Brillouin
zone [1]. Many physical properties like the transport andynetic behaviours, in single
crystal graphite and in highly oriented pyrolytic graphil#OPG) [2-5] are not well un-
derstood and might be governed by the carrier dynamics hearfermi energy (k). The
near E- electronic structure on both the occupied and unoccupdssre important for a
consolidated understanding of the physics behind thegeepties. There have been many
experimental studies [6—10] earlier on the electroniccstme of the occupied states of
graphite in which various bands were unambiguously ideatifising monochromatic light
sources or synchrotron radiation. There are lot of PES ssu@ingle integrated and angle
resolved) on HOPG and single crystal graphite along withymatercalated compounds
of graphite. Although, the electronic structure studiegyoaphite seems to be complete,
recent works have shown several new results owing mainljeéarhproved experimen-
tal techniques. On the other hand, along with ARPES studyraphgte to determine its
occupied band structure, a significant amount of effort wes put to study the unoccu-
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pied band structure of it usingrresolved inverse photoelectron spectroscopy. But only a
few studies [21] have been reported recently on the eleictsiructure of the unoccupied
states.

Angle resolved photoelectron spectroscopy (ARPES) has feke successful in elu-
cidating the momentum-resolved valence band electronictsire of the graphite sys-
tems[11-16]. This spectroscopy gives a direct measureofém spectral functions which
reflect the quasiparticle lifetime and self-energies. IERARPES studies on single crys-
tal graphite have shown the energy dispersiom @ndo bands along different in-plane
and out of plane symmetry directions of graphite Brillouone [12, 14, 15]. It was also
shown that there exists some anomalous non-dispersies staty close to Eover a small
momentum region near th& point in the Brillouin zone which were attributed to edge-
localized states and dangling bonds present on the suf2¢eARPES studies on HOPG
have reported that this azimuthally disordered materialecdnibit energy dispersion along
the radial direction with a loss of information in the azimmailtdirection [16—19] and also
shown that sharp quasiparticle dispersions can coexiktitgitn-plane randomness [16].

The unoccupied electronic states of single crystal grap20, 21] and HOPG [22,
23, 25] have been studied earlier usihgesolved inverse photoemission spectroscopy
(KRIPES) which gives the wave-vector resolved unoccuplectenic structure of graphite.
This spectroscopy has the ability to probe the energy relgetween the E and the vac-
uum level (E/) which is inaccessible by direct photoemission spectnagco this chapter,
we have compared the band structure of single crystal @agnaphite and HOPG, partic-
ularly their near E electronic states along the high symmetry directions af @ellouin
zones. We have used ARPES to probe the occupied states aRERRD probe the unoc-
cupied states. We have also comparedsthmands of graphite obtained from the ARPES
experiment with the tight binding bands calculated in the previous chapter.

4.2 Experimental

Angle resolved ultraviolet photoemission data were ctdlécising an AR65 hemispherical
energy analyzer with a resolution f50 meV at a pass energy of 1 eV and an acceptance
angle of£1°. The analyzer is mounted on a double axes goniometer anctate inde-
pendently along two planes mutually perpendicular to thepda surface. The rotational
degrees of freedom are designatedand¢. Angular resolutions for both the directions
are+0.1°. A high intensity vacuum ultraviolet source (HIS 13) with lagpon flux of the
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order of 10! photons/s/sr at the Hel (21.2 eV) line and a beam spot size5ofn2n di-
ameter was used. The samples studied were natural graphit@ercially obtained from
NGS Naturgraphit GmbH and highly oriented pyrolitic graphof grade SPI-1 commer-
cially supplied by SPI Supplies Division of Structure Prplme. The angular spread of the
c-axes of the crystallites for the above mentioned grade@P8 is~ 0.4° + 0.1°. Both
natural single crystal graphite and HOPG samples were etkiasitu using post technique
under a base vacuum ef 2.5 x 10! mbar in the preparation chamber and were imme-
diately transferred to the analysis chamber. The oriesmatof the crystal surfaces were
determined by low energy electron diffraction (LEED) penfi@d in the analysis chamber
at a base pressure ef 2.8 x 10~ mbar. Before doing photoemission experiment the
samples were freshly cleaved again to avoid any unwantddcgucontamination due to
LEED experiment on the samples. The Fermi energy was ctdithiasing the Fermi edge
spectra of silver, freshly evaporated on to a sample holder.

The inverse photoemission experiments were carried obtantKRIPES spectrometer
in the isochromat mode with a mean photon energy of 9.9 eVspkeetrometer consists of
a low-energy Stoffel-Johnson type electron gun and a basg-Geiger-Muller type photon
detector with acetone gas filling and Gafindow (acetone/Cajfy [26]. The overall energy
resolution of the spectrometer is 0.55 eV. The spectra haee hormalized by dividing the
photon counts from the acetone/Gatetector by the incident electron beam current, as in
our other works [27]. The system is also equipped with a loergy electron diffraction
(LEED) unit which was used to determine the orientation ngka crystal graphite and to
check the surface cleanliness of HOPG sample by lookingeashiarpness of its diffrac-
tion ring. Both the samples were cleaved insitu with an adbdsape at a pressure ef
1.6 x 1078 mbar in the preparation chamber. The experiments were peefb at a base
pressure of~ 6 x 107!° mbar in the main chamber. Momentum-resolved spectra were
collected by rotating the sample (say #3) with respect to the incident electron beam at
an angular interval of°. The Fermi energy was calibrated by using the spectrum taken
a polycrystalline silver sample.

4.3 Results and Discussions

Figure 4.1(a) shows the ARPES spectra of the single crystplhgte sample taken at room
temperature along thEK direction of its Brillouin zone (marked by the thick arrow in
inset) by using He | excitation line. The high symmetry diif@es of the sample were
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determined from its low energy electron diffraction (LEERgttern (fig. 4.2) having six
bright spots which indicates the hexagonal symmetry oftinase. It can be seen from the
figure that the spectrum at thepoint has three weak features-at.8 eV,~ 8.3 eV and~
10.3 eV. The peak at around 8.3 eV could be from the bottomefawers band. Along
thel" K direction we find two dispersing bands; one moving toward&éi binding energy
up to~ 9.8 eV and the other dispersing strongly towards Fermi gndegrlier reported
ARPES measurements [11,12] and band structure calcutd@@s-31] have identified this
strongly dispersing band as the valencband. Near about th& point of the Brillouin
zone, this band splits into the upperand ;) and the lowerr band (2). In order to
estimate the splitting between the twdoands at the< point, spectrum was taken over a
smaller energy range at that point (spectrum marked as K umdig.1(c)). To visualize
the dispersion of the nedf-point features more clearly, a few spectra at and aroundthe
point along the cut marked as A (in the inset) over an enengyeaf~ 3.5 eV are shown in
fig. 4.1(c). The splitting between the twobands at the< point is~ 0.5 eV, comparable
to the value reported earlier [11, 13-15] in the literatuféis splitting arises due to the
coupling between adjacent layers in graphite. In figured.ft{e K -point spectra over a
very small energy range(0.6 eV) taken at room temperature and at 77 K are compared.
It is observed that the spectral feature sharpens at lowgydeature. This spectral feature
could be ascribed to the formation of quasiparticles duen&odoupling ofr electrons
with the collective excitations such as phonon. The shangeof this feature shows the
increased lifetime of these quasiparticles at low tempeeatresence of the quasiparticles
demonstrate the strong electron-phonon coupling in gtapAirecent study by Sugawara
et al [13] on kish graphite has reported about a sharp peasasing at low temperature
very close to the/l point within 200 meV below E and it becomes extremely sharp at
the K point. This strong enhancement of spectral intensity idaenpd by the formation
of quasiparticles due to coupling af electrons with some collective excitation, namely
phonon. Ref. [13] has also found the existence of anothepgieak above E originating
from antibondingr* band and the estimated separation between the peaks dwnthr™
bands at thé( point at 260 K temperature is 25 meV. In our spectrum atithgoint taken

at room temperature the quasiparticle peak dug‘tband is not visible, could be due to
poor instrumental resolution. They have shown that thealimmergy dependence of this
guasiparticle scattering rate indicates a non Fermi-idpghaviour of electrons in graphite.
In figure 4.1(b), the dispersion of thedband towards E is presented graphically by plotting
the photoemission intensity against the energy and momeonamponent parallel to the
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surface.

The ARPES spectra taken alohig/ direction of the Brillouin zone of the single crystal
graphite sample is shown in figure 4.3(a). The spectra shawtanse peak moving up to
~ 2.8 eV below the Fermi energy. Apart from this, there is ormuee at~ 10.3 eV which
does not disperse with changes in emission angles wheretisearfieature at- 7.8 eV
appearing at higher emission angles disperses towards bomeing energy as the emission
angles decrease. It can be seen from Fig. 4.3(a) that at soimtetpe broad hump, present
in the I point spectrum, splits into two bands: one goes towardsdnigimding energy up
to ~ 7.8 eV and the other disperses up~t@.8 eV below Fermi energy near tiié point
of Brillouin zone. Dispersion of this band is clearly vigldh the intensity plot shown in
figure 4.3(b). It is also observed that the feature-a2.8 eV becomes very intense and
remains non-dispersive over a certain angular range near/tpoint, consistent with the
reported dispersion near this point.

In order to compare our results in different high symmetngctions, the experimen-
tal data have been superimposed (Fig. 4.4) on a theorgtcaltulated band structure of
graphite derived from first principle calculations [29] ofil\g et al. The overall agree-
ment of the experimental valence band features with caktilband structure in various
symmetry directionsI' K’ andI"M, is good with some quantitative differences, although
the differences are consistent with earlier experimentake/[11, 12]. As mentioned ear-
lier, at the K' point, twow bands occur near Ewith a splitting of~ 0.5 eV. At higher
emission angles they disperse towards higher binding gnerne second Brillouin zone
(ky > 1.70pA~"). We find that one of these two bands undergoes a dispersion towards
higher binding energy from th& point towards thé" point and almost coincides with the
lower 7 band. It is observed that in boih” andI"M directions the intensity of this peak
is quite weak belowk; = 0.6pA~"'. Moreover, along’K we have found a dispersive band
which originates from weakly intense features but does npégose onto any calculated
bulk band and is almost parallel to the band. It has a relatively lower binding energy
compared to the; band. In thd M direction also our results are in good agreement with
the calculations on the dispersing loweband and the upper mastband. The top of the
7 band at theV/ point (k) = 1.47pA~') appears at- 2.8 eV. Apart from these dispersing
bands we find two extra non-dispersive features which arerdlos the calculated valence
band structure [31, 32]. All along th€T' M direction these weak features appeardt.8
eV and~ 10.3 eV. The 2.8 eV feature has been attributed to isolatdzboaatoms on the
surface or to surface states [6, 8, 10] while the 10.3 eV feaiw conduction states [9] or
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Figure 4.1: (a) The raw photoemission data from single crystal grapdlibeg thel’ K
direction of its Brillouin zone. Shown in the inset is the tdimensional brillouin zone
of graphite. The emission anglésand¢ (in degree) for some of the spectra are indicated
beside the spectra. In (b) the photoemission intensitygda function of binding energy
and k derived from the spectra in (a) is shown. The spectra alomguhA of the brilouin
zone through thé point over a small energy range near Fermi energy are shoyaj.im

(d) the spectra over a very small energy range atfhgoint at two different temperatures
(300 K (black curve) and 77 K (red curve)) are compared.
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Figure 4.2: The low energy electron diffraction pattern of single caysfraphite.

a momentum broadening at regions of high densities of fimsaést7]. Law et al [7] have
explained these nondispersive features by plotting thei kinetic energy vs kdiagram
and then compared them with a conduction band calculatitvey Bbserved coincidence
of these bands with some conduction bands having largetiefemass af" point or at
some other k values which leads to the conclusion that thexsedbare related to regions of
high densities of final states. On the other hand, it is argouedf. [8, 10] that along with
direct photoemission there are indirect transitions algh wonservation of energy. This
process usually gives the energy of initial states with liighsity in the valence band. The
nondispersive feature at 3 eV appears in measurements with varying photon energy also
indicating that it must be an initial-state feature. Thedomg energy afl/ point has almost
a similar value and the dispersionless feature could beaneri-k-conserving transitions
from the high density of states region/t point at that binding energy.

In figure 4.5 we have compared thédands of graphite obtained from ARPES experi-
ment with the tight bindingr bands of graphite calculated in the previous chapter ubiag t
coupling parameters listed in table 3.3. In the previougtdrain figs. 3.7 and 3.8 we have
shown the tight bindingr bands of graphite over the two symmetry planes of its briiou
zone namely['M KT and ALH A planes. In this chapter we have compared our experi-
mentalr bands with our calculated bands in thd"M KT plane only. The logic behind
this choice is that an experimental spectrum fromthpoint should contain only a single
feature at the Fermi level whereas the obtained experirhestalts show two features near
Fermi energy with a separation f0.5 eV. This indicates that the spectra are not from the
ALH A plane, rather they might be from th&\/ KT plane. The red and green circles in
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Figure 4.3: (a) The spectra along tHe\/ direction of graphite Brillouin zone. The emis-
sion angles in degree for some of the spectra are markeddabsidpectra. (b) The inten-
sity map of the spectra shown in (a) as a function of bindirgrgynand k.
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the figure are the strong and weak features respectively ABPES experiment, the black
curves contain informations of nearest neighbour in-pkame interplane hoppingy{ and
7,) only and the blue curves are obtained by considering bathtipping and overlap
integrals along with the coupling up to in-plane third nsareeighbours. The in-plane pa-
rameters were found by fitting our tight binding model up todmearest neighbour with a
first principle result [33]. The parameters were determioedhe ground that they should
decrease in magnitude with respect to distant neighbourshis plot our intention is to
check the reproducibility of these energy dispersions withown ARPES band mapping.
We notice that there is an overall matching of the experialdrands with the first neigh-
bour tight binding bands, in particular this is prominentigible near thd" point. Near the
M point the experimental points are more close to the bandthitd nearest neighbours
and very close to th& point the first neighbour (black curves) and the third neairb
(blue curves) bands differ very little and the experimeptahts are going well with both
the curves.

In figure 4.6(a), we present the normalized spectra in a Iradiection (marked by
arrow in the LEED pattern shown in the inset) of the Brillomone of HOPG. The photoe-
mission intensity map as a function of the binding energy thedn-plane component of
the crystal momentum in this direction is displayed in Fig(B). In these figures, we find
a clearly visible dispersing feature, becoming very prantrover certain angular range
(aroundk; = k). Further, at higher emission angles (near #fh@oint) some density of
states appears near the Fermi energy and moves up. td/& assign the intense feature at
~ 2.8 eV to the valence band at thel/ point and the density of states moving towards
Fermi energy to the valence band at the/ point of the Brillouin zone, in accordance
with the earlier reports [16—19]. The presencébfnd K points like features in the same
radial direction of the Brillouin zone indicates that thé/ andI" K directions are super-
posed in HOPG due to its inherent in-plane misorientatibtese ther band feature ak
point is not as prominent as that of single crystal graphitealnse of the azimuthal disor-
der. We have taken the photoemission spectra along thrieeatit radial directions which
show similar features indicating that the photoemissiakpdiave dispersion in the radial
direction but do not have any azimuthal dependence. Simaldre single crystal graphite,
along with the dispersing band we notice a feature-&.9 eV which does not disperse
at all and another at 10.2 eV which disperses withinn 300 meV. In contrast to single
crystal graphite, HOPG has another non-dispersive bandtbgesntire momentum range
at~ 6 eV. Like in single crystal, the 2.9 eV non-dispersive pealdld well be attributed to
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the isolated carbon atoms on the surface or to surface staggain boundaries. Lanzara
et al [16] have observed such nondispersive features in H&tPXD eV, 4.3 eV and 7.8
eV and suggested their origin to be the nereonserving transitions in the photoemission
process or the elastic scattering of electrons in eitheiriti@l state or the final state by
inhomogeneity or disorder.

As mentioned earlier, emission at angles nearAhpoint show some states neay E
coming from the valence band. Due to random in-plane orientations of the crysealit
in HOPG the intensity of this structure is weak, althoughblesin fig. 4.6 as well as in
the intensity plots along different radial directions (sfpa along other radial directions are
not shown here). In figure 4.7 we show this nearfEature in detail. Thé" and theK
point spectra are compared in Fig. 4.7(a). It should be nited fig. 4.7(b) and (c) that
along with the sharp peak at 2.8 eV there exists a broad feature 1.7 eV wide) near
the E- in the K point spectrum. Fig. 4.7(d) clearly shows this feature,oltgould be
identified as the upper band of graphite. Fig. 4.7(d) further shows that this weakkpe
dispersing back towards higher binding energy at highessiom angles. In figure 4.7(e)
the normalized spectra of the HOPG sample taken at 77 K teatnperat and around the
K pointis shown. Lowering of temperature does not result insagnificant change in the
spectra except for a slight enhancement of the intensitiyeopeak.

In figure 4.8 we present the angle resolved inverse photasgmnispectra taken on the
HOPG and single crystal samples at room temperature. Bgyshows the spectra from
HOPG along a radial direction of its circular Brillouin zon€he normal incidence spec-
trum has a rising tail at- 1.5 eV and a small broad feature at10.2 eV. There is no
significant change in the spectral appearance up to an ahglel6° away from normal
incidence. At = 20° a broad peak at- 8.5 eV appears and becomes relatively narrow
as well as dispersive in nature towards lower binding enatdygher polar angles. It dis-
perses up to 2.5 eV above-EDue to grazing incidence of the electrons on the sample, thi
peak is suppressed at higher polar angles. In fig. 4.8(b)ahddobtained experimentally
have been superimposed on a theoretical [30] unoccupietidiaucture of graphite along
' M direction. Itis noted from the figure that the dispersingksda fig. 4.8(a) are mainly
coming from the lowerr* band of graphite while the last two points are nearer to tipeup
7 band. Dispersing nature of this band is in agreement withipus experimental results
on HOPG [22, 23, 25]. Apart from this feature, there is a n@persive peak at 1.5 eV
above B over the entire radial direction. Earlier studies on HOP@eh&ported this non-
dispersive peak appearing within an energy interval 45 eV to 2.5 eV. A non-dispersive
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Figure 4.6: (a) The angle resolved photoemission spectra of HOPG aloadya direction
of the circular Brillouin zone (along the arrow shown in it)js¢he low energy electron
diffraction pattern of HOPG was taken at room temperatuith @wibeam energy of 165
eV. The circular pattern, instead of six distinct spots asingle crystal graphite, shows
its quasi crystalline structure. Since different symmelingctions of the Brillouin zone
get averaged out, all the radial directions become equiva(®) The intensity plot of the
photoemission spectra shown in (a).
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Figure 4.7: Spectra of HOPG along the same direction as in fig. 4.6 ovéardiit energy
ranges: (a) shows the spectra at thpoint (black curve) and at the zone boundary (red
curve) over an energy range of11 eV, (b) shows a set of spectra at and around the zone
boundary over an energy range of5 eV, in (c) the spectra at point (red curve) and
slightly away from the point (black curve) of the Brillouin zone over the energygaiof

~ 3 eV are compared. ThE point spectra shows the appearance of a small peak very close
to the Fermi energy. The dispersion of this peak for somehyeangles is shown in (d)
where the spectra are taken over an energy range of 0.5 edathe taken at a temperature

of 77 Kis shown in (e).
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peak at similar energy position is also visible in the sge(fig. 4.8(c)) from single crystal
graphite. Like the non-dispersive feature in ARPES spesgemn at- 2.8 eV, this feature
could as well be related to indirect transitions into thenhignsity of states of the* band
at theM point, probably aided by phonon or defect scattering [20—2Bernatively, these
states could be attributed to extrinsic surface states @sgon from isolated carbon atoms
sitting on top of the outermost atomic plane [24]. Anotheratly visible feature in the
spectra of single crystal graphite is the peak appearingpatax angle of~ 20° and dis-
persing towards the lower binding energy at higher polatemgThis is identified as the
lower 7* band of graphite by comparing the experimentally obtained k; result with the
calculated band alongM direction (fig. 4.8(d)). Though we have taken angle resolved
data along a direction which ts 17° off from the[' A/ symmetry direction, we notice from
the E vs k plot in fig. 4.8(d) that the dispersion is comparable with ttieband inI" M/
direction [20] which is quite unexpected for single crygedphite.

4.4 Summary and Conclusions

Using ARPES, we have studied the valence band structurdwfataingle crystal graphite
along the symmetry directiod&x” andI' M. We observe that the agreement of ARPES re-
sults near the zone boundary is good with our calculatbends having effect of coupling
up to third nearest neighbours and near the zone centre pleeierental features superpose
better with the calculated band structure having first regareighbour coupling only. In
HOPG the valence band dispersions were taken along diffeadial directions of its Bril-
louin zone and we found no azimuthal dependence of the spadte estimate a splitting
of ~ 0.5 eV between the two valenaebands of single crystal graphite from its near Fermi
energy spectra. This splitting is due to the coupling betwe® layers of graphite. We also
notice the appearance of a sharp peak belgvaEthe K point at low temperature which
comes up due to coupling of electrons with phonon, indigaéirstrong electron-phonon
coupling. In HOPG we see only a singteband feature near the Fermi energy at its zone
boundary. The inherent in-plane randomness of HOPG coultidesason for its twar
bands to be unresolved. We have used KRIPES to study the coomdibband structure of
HOPG along a radial direction of its circular Brillouin zoaed that of a single crystal
graphite along a direction, slightly away from thié/ symmetry direction. We see that for
both the systems, the results superimpose on the thedrepicduction band structure of
graphite alond"M direction.
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Figure 4.8: (a) Thek-resolved inverse photoemission spectra of HOPG along ialrad
direction; (c) the same taken on single crystal graphitaglbe direction shown in inset.
Itis ~ 17° away from thel’ — M direction of the Brillouin zone of graphite. The spectra
were taken at an interval &f. For clarity, polar angle of incident electrons referredre
surface normal for some of the spectra are marked besideh@Btrong (red circles) and
weak (green circles) peaks of the experimental resultgiar(d (c) have been plotted in (b)
and (d) respectively along with the theoretical (blackleisg unoccupied bands of graphite
calculated by Holzwarth et al [30] in tHe— M direction of the Brillouin zone.
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Electronic structure of BL .Pb,Fe(;
from XPS and UPS

5.1 Introduction

Multiferroic materials simultaneously exhibit ferroeec (FE), magnetic and/or ferroe-
lasticity orders in the same phase and a coupling betwean theer certain ranges of
temperature [1,2]. These type of materials could be etsdtyipolarized using an external
magnetic field or structural strains and alternately anraaieclectric field could induce
magnetization in them. Hence, due to co-existence of @iffeferroic orders multiferroic
materials are technologically very important. They carvjgte opportunities for potential
applications in magnetic and ferroelectric devices as agtlevices whose action is based
on magneto electric effects. For the construction of mutittional devices like data stor-
age, spintronics, microelectronic devices and senso4$ §2¢c. multiferroic materials have
huge application possibility. Owing to their potential &pations and the physical mech-
anism behind their co-existing magnetic, ferroelectrid/anferroelasticity orders, multi-
ferroic materials have attracted a lot of interest in thé $aseral years. So far BiFg@s
the most widely studied multiferroic material, majorly bese of its both the electrical and
magnetic ordering occur above room temperature. Its feyctec To is ~(810-830°C)
and antiferromagnetic AT is ~ (350-370°C) [5]. Moreover, thin film BiFe@ shows ex-
ceptionally large polarization current compared to theveotional ferroelectric materials.
BiFeQ; has its ferroelectric (FE) and antiferromagnetic (AFM)engloriginating from the
6’ lone pair electrons of the off-center located Bi ions andghsially filled d orbitals of
the Fe ions respectively [3]. The large spontaneous FE igataon shown by this material
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was initially thought to be due to the heteroepitaxial coaist on its crystal structure [2].
But, recent measurements on thin films and single crystal§ f&ve shown that strain has
only minor effects on this FE polarization and it arises frbra structural modifications.
These studies have further shown that the FE polarizatiomtriisic to the BiFeQ@ and
depends strongly on the topology of the oxygen octahedts striucture.

At room temperature the BiFghas a distorted ABOperovskite structure with R3c
symmetry where the Bi and Fé* ions are displaced relative to the oxygen octahedra [8].
At T, (810-830°C), this material undergoes a first order structural phasesition from
FE (R3c) to paraelectric (PE) (P2,) which is accompanied by a strong tilting of the
octahedra along the b axis and antiferroelectric displacgsnof the Fe cations. Haumont
et al. have shown that this tilting of the oxygen octahedsalte in significant electronic
re-arrangements of the chemical bondings, especially¢hed-bond lengths and Fe - O -
Fe bond angles [8]. Such a tilting with respect to the Bi and&t®ns can lead to changes
in the Bi 6p - O 2p and Fe 3d - O 2p hybridization strengths awedetty changes in the
average valence of Bi and Fe sites. Partial substitutio® by other elements were also
found to result in the tilting of the oxygen octahedra legdio enhanced or suppressed
multiferroic properties [9, 10]. With similar electronitrgcture, especially the lone pair
electrons, Pb substitution for Bi was expected to modifyrtfagnetic and FE properties.
Further, the difference in the charge and ionic radii of'Band PB* can also lead to
topological changes in the oxygen octahedra. Our recedy stn Pb substitution reported
a structural phase transition reducing the rnombohedsabdion and leading towards a
cubic structure with progressive breaking of the ferraeieorder [11].

The changes in Fe 3d - O 2p - Bi 6p hybridization strengthssactioe structural phase
transition should reflect on the valence band electroniecsire, particularly on the near
Fermi level (&) density of states (DOS) which are crucial to the FE and magpeoper-
ties of this material. In order to understand the role of tBe 8 cubic structural transition
and its associated changes in the oxygen octahedra in reging ferroelectric order we
have studied the changes in the valence band electronatwstewof B, Pb,FeQ; (x=0.02
to 0.15) system across its phase transition. The structuinesesolid solution, at room tem-
perature, presents a first order phase transition from R8gliiw. We have used ultraviolet
photoelectron spectroscopy (UPS) and X-ray photoeled&pectroscopy (XPS) in order to
probe the fine changes in the valence band electronic steucfuhe Bi_,Pb.FeQ; (x =
0.02 to 0.15) system.
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5.2 Experimental

Polycrystalline samples of Bi,Pb,FeO; with x = (0.02 to 0.15) were prepared by conven-
tional solid state reactions by using high purity bismutidex lead oxide and iron oxide
as starting compounds. The compositional homogeneityso$dimples were confirmed by
a careful investigation using X-ray diffraction (XRD, Hp#8 X-celerator Bragg-Brentano
diffractometer) and scanning electron microscopy (SEM FEED 1530). XRD and SEM
have confirmed a pure perovskite phase free from any impardr intergranular second
phases. The details of the sample preparation and charatien measurements were
published elsewhere [11]. Our XRD measurements have shaatiiite composition with
x=0.02 has a R3c crystal structure which is like pure BiEe&s the Pb content increases
from x = 0.05 the samples showed the presence of nano regitim&Wwm-3m structure.
The size of these nano regions increased systematicatytiagtPb content and finally the
x=0.15 has a long range cubic Pm-3m structure.

The photoemission measurements were performed by usingracr@ mu-metal ul-
tra high vacuum system equipped with an Al K-ray source, a high intensity vacuum
ultraviolet (VUV) source (HIS 13) and a hemispherical (meadius of 125 mm) electron
energy analyzer (EA125HR). The overall resolution for tfeSXmeasurements was1
eV. At the He | (21.2 eV) line, the photon flux from the VUV soarwas of the order of
10' photons/sec/steradian with a beam spot of 2.5 mm diameterF&rmi energies (8
for all measurements were calibrated by using theoEa freshly evaporated Ag film on a
sample holder. The total energy resolution of the UPS measents, estimated from the
width of the Ag Fermi edge, was about 80 meV. Freshly cleanefhses of the samples
were obtained by repeatedly scraping the sample surfacesiy a diamond file inside the
chamber under a base vacuum-~ofL.0 x 10°!Y mbar. The XPS and UPS measurements
were performed under a base vacuum~ofl.0 x 107! mbar. The negligible intensity
found for the~ 9.5 eV bump (commonly regarded as a signature of un-cledacas)
in the UPS spectra ensures the cleanliness of our samplgcearf For the temperature
dependent measurements, the samples were cooled by puhtpiitgnitrogen through
the sample manipulator fitted with a cryostat. The sampletzatures were measured by
using a silicon diode sensor touching the bottom of the sssteel sample holder.
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Figure 5.1: Valence Band Spectra of the Bi.Pb,FeO; (x = 0.02 to 0.15) samples taken
at room temperature by using Al.KX-rays. The spectra corresponding to the x = 0.125
and 0.15 shift towards lower binding energy, possibly du@dtocease in metallicity.

5.3 Results and Discussions

Figure 5.1 shows the valence band spectra of the Bib,FeO; (x = 0.02 to 0.15) samples
taken at room temperature by using XPS. The spectra are tipechdor their intensities
and shifted along the ordinate axis for clarity of displayneTmain feature appearing at
~ 6 eV could be due to the hybridized Fe 3d, O 2p and Bi 6p statdthoégh, band
structure calculations based on local spin density apprations and strong correlation
effect (LSDA + U, U being Hubbard parameter) agree qualiédyi with this assignment,
they have shown the Fe 3d derived states to dominate aroarkktimi energy [6,12]. The
spectra corresponding to the x = 0.125 and 0.15 show a sHifiettower binding energy
compared to the other compositions. This shift in the vaddmend spectra is reflected in
all the other core-level spectra of different compositiolmsfigure 5.2 we show the O 1s
level photoemission spectra of the different samples. ldls@the spectra are normalized
in intensities and shifted along the ordinate axis for tyafihe O 1s spectra corresponding
to the x = 0.125 and 0.15 show a shift to the lower binding energen though the spectra
are broad in shape. Since, this shift is observed in all the level positions of both these
compositions, it could well be ascribed to the increasingatheity with increase in the
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Figure 5.2: O 1s XPS spectra of the Bi,Pb,FeQ; (x = 0.02 to 0.15) samples taken by
using Al K, X-rays at room temperature. The spectra correspondingeta@ th0.125 and
0.15 shift towards lower binding energy.

doping concentration.

The valence band spectra taken by using ultra-violet lightshown in Fig. 5.3. The
main feature is similar to the one in the XPS valence bandtspen this spectra (Fig.
5.3) also the x = 0.125 and 0.15 compositions show a shiftrdsvéhe Fermi level. Both
the XPS and UPS valence band spectra look similar to therspebtained from the Fe
2p fluorescence by resonant X-ray emission spectroscopyL 812 Although, the energy
positions are similar in the XPS and the UPS spectra, aniaddit- 3 eV feature appears
in the UPS spectra. This feature with its long tail towards By could be important to
the electrical and magnetic properties of thgBPh, ;;FeO; composition. The absence of
this feature in the XPS spectra shows that it has predom@&y character, as the cross
section of O 2p states at the ultra-violet energy range gelatompared to the X-ray.

It is mentioned earlier that the LSDA + U band structure claltons of Neaton et al.
on BiFeQ with R3c crystal structure have shown the states closesiet@&t have Fe 3d
character [6]. within LSDA calculation they have found a #ngap of ~ 0.4 eV. With
the inclusion of strong correlation term (U), the gap valneréases which goes closer
to our experimental findings. Though, in their calculatidmsy used different values for
the Coulomb term, only those results withAJ= 4 eV U.;; = U — J, J being Hunds
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Figure 5.3: Valence Band spectra of theBi,Pb.FeO; (x = 0.02 to 0.15) samples taken
by using He | photons at room temperature. The cubic compaskt = 0.15 shows the
presence of an additional feature~aB eV below the E.

coupling) or higher look reasonably similar to our expenta¢results. According to these
calculations the R3c structure is insulating with a band gif.9 eV for U.;; = 4 eV.
The x = 0.02 composition in our study has the same R3c crystaitare. The spectra
corresponding to this composition presented in both Fi@.ahd 5.3 show that the value
of the gap must be much larger .5 eV). This indicates that the coulomb interaction has
a significant role in this systems. Coupled to this large ¢fag@width of the valence band
is also smaller compared to the calculated spectra. In aotsp the emission from the
Fe 3d states appears to be falling at a deeper energy pa@itgirer binding energy). This
would mean that the Fe 3d states are much strongly hybridizédthe O 2p and Bi 6p
states and the Coulomb term AJ should effectively be larger than the value (4 eV) used
in the LSDA + U calculations [6].

It is to be noted that the additional feature~at3 eV shown (Fig. 5.3) by the x =
0.15 composition has emerged due to the transition of itstahstructure to cubic. As
stated earlier, a comparison of the XPS and UPS valence lpmutra shows that the
3 eV feature has mainly O 2p character. In Fig. 5.4 we show tR& Walence band
spectra taken at 77 K which show that the behavior of the ealdrand features do not
have any major temperature dependence. The spectra ofthdBj ;FeO; sample taken
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Figure 5.4: Valence Band spectra of theBi,Pb.FeO; (x = 0.02 to 0.15) samples taken
at 77 K by using He | photons. Inset: Comparison of the spexdftra= 0.15 sample taken
at 300 K, 150 K and 77 K.

at different temperatures also do not show any change witpeeature (inset of Fig. 5.4).
Nevertheless, the 3 eV feature with its long tail towards the-Eshows that the x = 0.15
composition is more metallic in nature compared to the asth&featon et al. have also
performed band structure calculation on the possible quitése of BiFe@ Within LSDA
scheme it shows metallicity and within LSDA+U a gap-0f0.5 eV opens up with L},

= 2 eV whereas this gap is 1.3 eV for the same value gf; With R3c structure. Our
Bi,_.Pb.,FeQ; sample with x = 0.15 composition also posses a cubic strecnd the
spectroscopic results show it is less insulating comparexdtter compositions indicative
of a smaller value of U with respect to pure Bire@hough the LSDA + U band structure
calculations for the cubic structure also show a nearly hnretaature [6], it is not well
accounted for. The R3c to cubic phase transition with Pbrappm BiFeQ should be
leading to a straightening up of the Fe-O-Fe bond angle todEg@ee from the buckled
165 degree. This would mean less distortion / tilting of tkggen octahedra with respect
to the Bi as well as Fe. Consequently, the Fe 3d - O 2p, Bi 6p - O2pidization
strengths might weaken resulting in the shift of O 2p staterernlose to the E Structural
studies [11] performed on various compositions of the BPb,FeO; have also arrived at
similar conclusions. Addition of Pb reduces the rhomboakdistortion and progressively
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breaks the ferroelectric ordering where the structure imesocubic [11].

5.4 Summary and Conclusions

We have studied the valence band electronic structure oBithe. Pb,FeO; (x = 0.02 to
0.15) system by using X-ray and ultra-violet photoelectspectroscopy. As this system
undergoes a R3c to cubic phase transition with Pb dopingiéhe Fermi level states show
an enhanced oxygen 2p character due to the weakening of tBd F© 2p - Bi 6p hy-
bridization strength. The valence bands of compositionis thie R3c structure were found
to be qualitatively similar to the LSDA calculations excépt their estimates of the band
width and band gap. Reasons for this could be the higher wltlee effective Coulomb
interaction. These results could be of importance to theststdnding of the electron-
electron correlation in multiferroic materials.
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Electronic Structure of
Smy 1Cq 9_,.Sr,MnO3 from UPS and
ResPES Studies

6.1 Introduction

Perovskite manganites show a fascinating competition é&tvwarious magnetic ground
states originating from the spin and orbital degrees ofdioe® of charge carriers. For
example, the magnetic and electrical properties of the L@a, MnO; show dissimilar be-
haviours in their electron-doped ¢~ 0.5) and hole-dopedi( < 0.5) versions [1, 2]. Maig-
nan et al. have shown that the electron-doped manganitdsitexisemimetallic behaviour
in their normal state for low: values while the hole-doped compositions show an insulat-
ing nature for similar doping [1]. Further, the cluster gldike ferromagnetic behaviour
shown by the electron doped compositions is markedly diffefrom the ferromagnetism
in hole-doped compounds [2]. Neutron diffraction studiasenshown that these compo-
sitions show a phase separation comprising of ferromagxiell) clusters embedded in
a G-type antiferromagnetic (AFM) insulating matrix [2]. Guphase separated systems
are at the focus of many theoretical models explaining thesiohl properties of CMR
systems [3,4].

Sm,Ca _,MnO; is a typical example of the electron doped manganite syst&wrsx
ranging from 0 to 0.12 this compound shows a semimetalli@belr in the range 300-
175 K, which could be explained considering the weak JahiefTeffect and consequently
weak electron-phonon coupling [1]. Electrons in the sgiyioccupied narrow gband
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are delocalized leading to the semimetallic behavior. r&séngly, the SmpCa_,MnO;
system exhibits ferromagnetism only in a narrow range ofrppr Mn** concentration.
In this range this compound shows coexisting ferromagraett G-type AFM phases for
doping levels of about 5 percent of Mn Further, the nature of phase separation and
amount of ferromagnetic component in this compound is odiett by the size of the A-
site cation. The ferromagnetic (FM) and antiferromagn@i€M) interactions present are
governed by the one electron band width of thdand which in turn is controlled by the
Mn-O-Mn bond angles and Mn-O bond lengths. It has been shbatrthe FM component
is the largest in the S;nCa) yMnO; sample with a manganese oxidation state of +3.9 [5].
In order to see the consequence of the A-site cationic changeferromagnetism
on the near Fermi level electronic structure, in this stugyhave used samples of the
Smy1Ca 9, Sr.MnO; system doped with Sr in place of Ca. As can be noticed from the
Mn valence, the gelectron concentration in these samples remain the saespéctive of
the doping. As mentioned earlier, the A -site cation costtbé nature of the phase separa-
tion in this system. We have used photoelectron spectrgsaog resonant photoelectron
spectroscopy for our studies.

6.2 Experimental

The polycrystalline samples of nCa . Sr,MnO;3 were prepared by conventional solid
state reactions by mixing MnQ CaO, SrCQ and SmO; in stoichiometric proportions.
The powders were first heated at 10@for 12 hrs with intermediate grindings and then
pressed in the form of pellets. They were then sintered ab 82d 1500C for 12 h in air
with a slow cooling down to 800C and finally quenched to room temperature. Details of
the sample preparation technique could be found elsewBgré&hie monophasic, homoge-
neous nature of the samples have been checked by using xwnaepand electron diffrac-
tion techniques. The cationic compositions, close to theminal values were confirmed
by using energy dispersive spectroscopy and iodometratiohs. Magnetic and electrical
transport properties of the samples were determined bygwsiibrating sample magne-
tometer (SQUID-VSM, Quantum Design) and four probe restgtmeasurements (PPMS,
Quantum Design). Consolidated results of these studigsiudnieshed elsewhere [6].

Angle integrated ultraviolet photoemission measuremerdse performed by using
an Omicron mu-metal ultra high vacuum system equipped whigh intensity vacuum-
ultraviolet source (HIS 3) and a hemispherical electron energy analyzer (EAHR). At
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the Hel (h v =21.2 eV) line, the photon flux was of the order 1! photons/sec/steradian
with a beam spot .5 mm diameter. Fermi energies for all measurements wereratgdith
using a freshly evaporated Ag film on a sample holder. Thd &stargy resolution, es-
timated from the width of the Fermi edge, was abstitmeV for He I excitation. All
the photoemission measurements were performed insidaéhesess chamber under a base
vacuum of~ 7.0 x 10~ mbar. The polycrystalline samples were repeatedly scraped)

a diamond file inside the preparation chamber with a basewaa@f~ 2.0 x 10~° mbar
and the spectra were taken withifmour, so as to avoid any surface degradation. All mea-
surements were repeated many times to ensure the reproipcibthe spectra. For the
temperature dependent measurements, the samples wexd bgg@umping liquid nitrogen
through the sample manipulator fitted with a cryostat. Sarteshperatures were measured
using a silicon diode sensor touching the bottom of the Esinsteel sample plate. The
low temperature photoemission measurements & were performed immediately after
cleaning the sample surfaces followed by the room temperaeasurements. Resonant
photoemission measurements were performed across the_yabsorption edge under
UHV conditions. Soft X rays from the BACH beamline assoailatgth the ELETTRA
synchrotron light source at Trieste had been used for thessunements. The total energy
resolutions were set at 381 meV for Mn 2p-3d ResPES measutsnikhe fermi level of
the samples were referred to that of a freshly cleaned gaoigblsain good electrical con-
tact with the sample holder. The measurements were cardeth éhe analysis chamber
with a base vacuum of aboutx 10~!° mbar. Before each measurement, the samples were
cleaned by repeated scraping using a diamond file insider#pgamtion chamber with a
base vacuum of aboutx 10~ mbar.

6.3 Results and Discussion

At room temperature S;nCay 9, Sr.MnOs (0 < x < 0.8) has aPnma structure (Lp\/§ X

2a, x a,\/2) for ¥ < 0.4 and for0.5 < x < 0.8 the structure ig4/mem (a,v/2 x
a2 x 2a,, a, being the cell parameter for cubic perovskite). Ear 0.8 the structure
is a mixture of hexagonal and cubic phases. Further, infftheia domain there are two
types of lattices, i.e.,a( > b/\/2 > ¢) forz < 0.2 and ¢ > b/v/2 > a) for z > 0.2.

All the three lattice parameters increase with increasingo8tent. The phase diagram of
the SmCa_.Sr.MnO; system built from the magnetic and transport measuremadts a
published earlier [6] is shown in Fig.6.1. The magnetic gqubgtate of the parent com-
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Figure 6.1: Phase diagram of §nCa 4_,Sr.MnO3; samples determined from magnetic
and transport measurement (taken from reference [6]).

pound (Srg;Ca yMnO;) at low temperatures (belowyET-=110K) comprises of ferro-
magnetic clusters (FM) embedded in a G-type AFM phase. Csitipos with x< 0.2 also

show the presence of this FM component. This component stsento the substitution
of Sr for Ca. Compositions with.18 < z < 0.6 have T # Ty and they vary from 70K to
120K and 140K to 315K (forx=0.3 to 0.6).

In Fig.6.2 we present the angle integrated valence bandphossion spectra from
the different compositions of the $nCa 4, Sr.MnO; system taken at room temperature
by using He | photons. Intensities of all the spectra are atized and shifted along the
ordinate axis by a constant value for clarity of presentatithe features seen in the spectra
are dominated by the states due to the Mn 3d-O 2p hybridizeith¢és. The origin of the
two prominent features, one at 2.9 eV (marked B) and another at5.3 eV (marked
C) below E-, are by now well understood from earlier experiments andlbsructure
calculations [7—11] on similar systems. The feature-d.9 eV is mainly due to the,};
states of the Mn@octahedra while the one at 5.3 eV has contributions from both Mn
t,, and O 2p states. The Mn 3d states appear in the figure as a tail towards the E
Intensity of this feature is quite small compared to B andh@idating the small gelectron
concentration in these samples.

Figure 6.3 shows the resonant photoemission spectra ofrtheGay o, Sr.MnO; (X
= 0) sample taken at room temperature across the2Mr- 3d absorption edge. The
photon energies at which these spectra were collected areedchan the inset showing
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Figure 6.2: Angle integrated valence band photoemission spectra frendifferent com-
positions of the Sy Ca) o, Sr,MnO; system taken at room temperature by using He |
photons. Intensities of all the spectra are normalized arfted along the ordinate axis by
a constant value for clarity of presentation.

the MnlL edge x-ray absorption spectrum (XAS). All the spectra shawthe figure are
normalized by the incident photon flux. Different featuréshe spectra are marked A -
E. As mentioned earlier the valence band consists mainly mB¥and O2p states. In
Mn2p - 3d resonant photoemission, the photoemission process froba Mrel is strongly
enhanced when the energy of the exciting photons equaltrgyenecessary to excite a
Mn2p electron to an unoccupied Md level. As we can see from the figure, the resonant
enhancement of the MBd valence states have a maximum far £ 641.03 eV and a
minimum for hv = 633.0 eV, marked as the on- and off-resonant spectra. This resenan
of the Mn 3d photoemission is due to the proceds 3> c3d"*! — 3d" ! + ¢~, where

c denotes a Mep hole. Interference between the normal photoemission psoaad the
Mn2p - 3d transition followed by a 2p-3d-3d Coster-Kronig decay gates this resonance
in the valence band. The on-resonance spectra shows a g@krfnparked B) positioned at
~ 2.5 eV which could be ascribed to the Mn 3gl$tates. The broad feature (C) appearing
at~ 6.5 eV originates from the hybridized O 2p and Mn 3ddonding states. Features D
and E shift to higher binding energy with increasing photoargy and hence their origin
could be assigned to Auger processes. Feature~F241 eV is due to O 2s [12-15]. The
individual plots (not shown here) of the compositior=0.2, 0.3 and 0.6 show an extra
small feature at- 18 eV which could be assigned to Sr 4p states [12, 13]. Appearaf

a small spectral weight very close tg-Bnd the strong enhancement in intensity of the 1.9
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Figure 6.3: Valence band resonant photoemission spectra of &a& o_,Sr,MnO; for

x = 0.0 composition. In the inset thé/nL edge x-ray absorption spectrum (XAS) is
shown. The photon energies used to probe the resonant edd@and are marked by black
circles in the XAS spectrum. Off- and on- resonance specgra@ntioned. Various peaks
appearing in the on-resonance spectrum have been indioa#ed, C, D, E and F respec-

tively.

eV feature indicate that Mn 3d states give a significant doumtiion to the valence band of
Smy.1Ca 9MnO;. The sharp feature at 6 eV indicates the existence of stromgdMD2p
hybridization in the valence band regime. The very weaktsakweight (feature A) around
Fermi energy in the resonant photoemission spectrum ceauédthibuted to low density of
g, electrons in Sm;Cay 9. Sr.MnO;; having only a small fraction of Mt (tgge;) ions.

In figure 6.4 we present the M3y spectra from the SgnCay oy, Sr.MnO; samples.
These spectra were obtained by subtracting the corresppmdi-resonant spectra from
the on-resonant spectra obtained from the different coitipos. The difference spectrum
is expected to resemble the Mn 3d partial density of statexah be seen from the figure,
there are significant spectral changes with increase in tldofing. The states coming
from the Mn 3d ¢ band do not show any shift in binding energy positions or argkan
spectral intensity. This behaviour is consistent with lectical transport measurements
which showed that the room temperature resistivity valli@aiwous compositionsy) have
almost the same order of magnitude. For x=0.2, the )péak shows a shift towards the

lower binding energy. This shift indicates a change in the@Hvin hybridization strength.
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Figure 6.4: The difference spectra obtained from the on and off resaapectra corre-
sponding to the compositions=0.2, 0.3, 0.4 and 0.6 are shown. The spectra have been
given constant shifts along y-axis for clarity of preseiotat

As strontium content is raised, the A site cation size ineesa lonic radii of Sr" is 132
pm while C&*" is 114 pm. Increase in cation size could be leading to a dsergathe
distortion of the MnQ octahedra and straightening of Mn-O-Mn bond angle. Thisltes
in an increase in Mn 3d - O 2p hybridization. Hence Mppeak shifts towards Fermi
energy. For higher doping like x= 0.3 and 0.4, the size mismabuld be detrimental
to the Mn-O-Mn bond angle and the Mn 3d - O 2p hybridization [Eherefore despite
the increase in Sr, the Mn-O-Mn bond angle decreases andetthises the Mn 3d - O
2p hybridization. Dalai et al. [7] have reported in a receapqr that the electron-doped
compound CggsPry.14MNnO; shows a transfer of some of the electrons from hetates to
g, states due to the reduced crystal field splitting in the FMMggh The low temperature
ground state of this compound also comprises of phase segd&®&M and AFMI clusters.
The observed shiftin thgtstates in our Spy Cay 9, Sr,MnOs; samples could also indicate
a similar weakening of the crystal field splitting in compimsis with x< 0.2 following the
structural changes in the Mg@ctahedra.
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6.4 Conclusions

We have studied the valence electronic structure of thereledoped CMR material
Smy1Ca 9. Sr.MnO; for £=0.0, 0.2, 0.3, 0.4 and 0.6 using ultra violet photoelecsmec-
troscopy (UPS) and resonance photoelectron spectros&gsPES) with varying photon
energy across the Mn 2p-3d absorption edge. The magnetimdrstate of the parent
compound (S, Ca oMnOs) at low temperatures consists of ferromagnetic clustev (F
embedded in a G-type AFM phase. But this FM component is \vargisive to the substitu-
tion of Sr for Ca. The combined UPS and ResPES studies suiipgeshe valence band of
this material has major contribution from Mn 3d states aratehs a strong hybridization
between Mn 3d4, and O 2p states. With strontium doping, the A site cation isiceeases
and a significant change in the Mn 3d spectral weight is olesgimdicating that there is a
change in Mn 3d - O 2p hybridization strength due to stru¢ta@dification caused by Sr
doping.
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Summary

In this thesis, the electronic structures of single crygtaphite and highly oriented py-
rolytic graphite have been studied using ARPES, KRIPES amdi Istructure calculations.
The electronic structures of single layer graphene angdrilgraphene have also been in-
vestigated using tight binding calculations. Further, dseupied electronic structures of
Pb doped multiferroic material, (Bi,Pb,FeQ;) and Sr doped Sgn Ca) sMnO; (a colossal
magnetoresistive material) have been studied using UPS,aX¥d ResPES techniques.
Using ARPES, we have studied the valence band structuretafatasingle crystal
graphite along the symmetry directiond< andI"'M of its brillouin zone. We find two
clearly dispersing bands @ndo) in both the directions. We observe that the agreement of
our results is good near the zone boundaries ffrend M points) with the calculated band
structure for which interactions of electrons up to thirdumst neighbours are considered
and near the zone centre (thepoint) the agreement is better with the calculated bands
having first nearest neighbour interaction only. In HOPG thkence band dispersions
were taken along different radial directions of its Brillozone and we found no azimuthal
dependence of the spectra as expected. We estimated egpitt- 0.5 eV between the
two valencer bands of single crystal graphite from its near Fermi enepgcsa at the(
point. This splitting is due to the weak interlayer couplinggraphite. We also observe
the appearance of a sharp peak belgwaE the K point at low temperature which comes
up due to coupling of electrons with phonon, indicating arsgrelectron-phonon coupling.
In HOPG we see only a singleband feature near the Fermi energy at its zone boundary.
The inherent azimuthal disorder of HOPG makes it difficulrésolve the twar bands
at the zone boundary. To study the conduction band struciuHHOPG along a radial
direction of its circular Brillouin zone and that of a singlg/stal graphite along a direction,
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Chapter 7. Summary

slightly away from thel'M/ symmetry direction, we have used KRIPES. We see that for
both the systems, the results superimpose on the thedreticduction band structure of
graphite alondg' M direction. In order to calculate the band structure of tlti@sensional
graphite we have first constructed a formalism for the ebedtr structure calculation of
single layer graphene, developed the method for bilaygohgnae including up to third
nearest neighbour interactions and finally applied it orplita. From the calculations
on graphene we have got a set of tight binding parameterseophysical ground that the
absolute values of the parameters should decrease as one frmm first nearest neighbour
towards higher distance. This set of parameters has bedrtaisee the effect of in-plane
first nearest neighbour overlap integral, second and tlaeslest neighbour interactions on
the band structure of bilayer graphene. We have also ifitesirthe role of site energy
difference (\) between A and B sublattices in the same graphene layer oaleb&onic
spectra of bilayer graphene. The Sublattice asymmetry inatayer graphene introduces
a gap in the spectra at thi€ point whereas in bilayer it gives an asymmetry in the energy
values of the top valence and bottom conduction bands wsiea to the energy at which
the other two bands are degenerate. The different in-plarapeters also induce electron-
hole asymmetry in the slope of the valence and conductiodsaiihe effects of these
parameters are similar, on graphite at #igooint, to those of bilayer graphene but at the
H point a gap opens up due 1.

Further, we have studied the valence band electronic smeicif the Bj_,Pb,FeQ;
(x =0.02 to 0.15) system by using X-ray and ultra-violet gedéctron spectroscopy. As
this system undergoes a R3c to cubic phase transition wittopimg, the near Fermi level
states show an enhanced oxygen 2p character due to the wegkérnhe Fe 3d - O 2p
- Bi 6p hybridization strength. The valence bands of contpwss with the R3c structure
were found to be qualitatively similar to the LSDA calcutats except for their estimates
of the band width and band gap. Reasons for this could be ¢ieehvalue of the effective
Coulomb interaction. These results could be of importancth¢ understanding of the
electron-electron correlation in multiferroic materials

Finally, we have studied the electronic structure of,$8®, 9, Sr,MnO; (z=0.0, 0.2,
0.3, 0.4 and 0.6) system, an electron-doped CMR materiagustra violet photoelectron
spectroscopy (UPS) and resonance photoelectron spempyo@ResPES) with varying pho-
ton energy across the Mn 2p-3d absorption edge. The maggretind state of the parent
compound (S, Ca oMnOs) at low temperatures consists of ferromagnetic clustev (F
embedded in a G-type AFM phase. But this FM component is vemgisive to the substi-

107



Chapter 7. Summary

tution of Sr for Ca. From the combined UPS and ResPES studidsa that the valence
band of this material has major contribution from Mn 3d stated a strong hybridization

is there between Mn 3dtand O 2p states. With strontium doping, the A site cation size
increases and a significant change in the Mn 3d spectral wisighserved which indicates
that there is a change in Mn 3d - O 2p hybridization streng#ntdwstructural modification
caused by Sr doping.

Regarding the first part of this thesis, i.e., the electra@tiacture study of graphite,
it could be noted that though the system has been studie@érequite a bit, many of its
modified forms like intercalated and irradiated graphitgmidisplay interesting physics
if reinvestigated using the advanced experimental feeslithat are available in the present
day. On the other hand, the transition metal oxides need mdoe studies for a better
understanding of their complex physical properties.
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