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Synopsis

Nowadays, cutting edge research requires tailor-made properties of materials for advanced
technological applications. In the context of synthesis and modification of physical (e.g.
structural, optical, and magnetic) properties of materials in micro- and/or nano-scale, ion
irradiation offers a precise control to achieve the same. lon bombardment is a non-equilibrium
processing route which offers deposition of energy in a target material, leading to radiation
damage, introduction of foreign atoms into the target beyond equilibrium thermodynamics in
the form of ion implantation, and also removal of surface atoms of the target known as
sputtering. Recently, a lot of effort has been put to make use of ion-beam sputtering in creating

self-organized patterns on materials surfaces.

Fabrication of semiconductor nanostructures in a controlled manner is one of the key
requirements for developing optoelectronic devices. Although electron-beam lithography is
able to the fabricate nanoscale structures, the low throughput of serial lithographic methods
and high production cost pose severe problems. Thus, a constant effort is being put to look for
smart techniques to generate surface nanostructures. lon beam sputtering is commonly
employed in many industrial processes to modify the properties of solid surfaces. Under certain
experimental conditions, the bombardment of solid surfaces by low and medium energy ions
may induce a surface instability that results in the formation of periodic patterns with
nanometer periodicity on irradiated surfaces [1]. Depending on the irradiation conditions,
different nanoscale patterns can evolve in the form of periodic ripple patterns, hexagonally
ordered dot arrays, and faceted structures [2], with periodicities ranging from few tens to
several hundreds of nanometres. Over the years, sputter-induced ripple structures were

observed in different materials like insulators, semiconductors, and metals [1].
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For last two or three decades continuous effort is being made to explain evolution of solid
surface topography during ion-beam irradiation. It started with the notion that pattern formation
is usually governed by an interplay between the dynamics of surface roughening due to
sputtering and smoothing due to material transport during surface diffusion. Models have
shown that surface instabilities can arise from curvature-dependent sputter erosion or due to
ion impact-induced mass redistribution. The first successful continuum theory to explain ripple
formation was developed by Bradley and Harper (BH) on the basis of so called micro-
roughening instabilities [3]. By using Sigmund’s theory [4] of sputtering, they were able to
show that the curvature-dependent sputtering yield induces an instability at the surface which
leads to an amplification of initial modulation. Under the presence of smoothening process like
surface self-diffusion, a wavelength selection is observed. BH theory is able to reproduce early
stage of ripple evolution and ripple rotation albeit the presence of a stable surface up to a critical
angle of incidence in case of monatomic materials (e.g. Si and Ge) remained unsolved. In
another note, the smoothing at angles below the critical angle was addressed by Carter and
Vishnyakov (CV) [5]. These two effects, viz. BH and CV have been combined into a single
framework by Madi et al. where they have clearly enunciated that it was actually the prompt
atomic redistribution (rephrased CV effect) as compared to sputter erosion which governs the
pattern formation on Si under ion bombardment and explained the presence of a stable surface

below the critical angle as well [6].

On the other hand, an alternative model known as hydrodynamic approach, also describes low
energy ion induced pattern formation. It, basically, deals with the idea of amorphous solid
flowing due to ion impact at a proper time scale. A small extension of this approach is the solid
flow model [7] where ion-induced stress eventually drives the solid to flow with the pre-
amorphized layer generated due to ion bombardment and as a result surface nanopattern

develops. Solid flow model offers the advantage of time dependent (dynamic) evolution of
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ripple patterns at a timescale where molecular dynamics (MD) based calculations cannot probe
properly. In fact, this is the first theory to predict the timescale (intrinsic timescale) beyond
which nonlinear effect starts appearing in the system. Although BH theory explains early stage
of ripple evolution, the saturation of ripple amplitude at a longer timescale cannot be explained
within the framework of a linear continuum model. In the nonlinear regime, surface roughness
does not follow the exponential behaviour and ripple coarsening may take place [8]. Cuerno
and Barabési developed a nonlinear continuum equation of Kuramoto-Shivashinsky (KS)-type
[8]. It is to be noted that apart from nonlinear effects, the role of shadowing becomes crucial in
pattern formation, particularly at higher oblique angles of incidence. According to Carter, due
to shadowing of the incoming ion-beam, ripple structures can be transformed into triangular
faceted structures [9]. However, this shadowing transition and the role of sputtering for the
same are not well documented [especially in the low energy (few hundreds of eV) regime] till
date. Thus, systematic experimental studies at higher oblique incidences are required to
understand the underlying mechanisms, governing the pattern formation. These may be
achieved by studying the temporal evolution of nanopatterns at grazing incidences where one

can expect faceted/sawtooth morphology.

Apart from studying the fundamental aspects of pattern formation, nowadays, ion-induced
nanopatterns become interesting for various technological applications. Experiments reveal the
applicability of nanoripples in fabrication of optically active and electronic devices. Very
recently, Martella et al. [10] reported on the broadband light trapping property of self-organized
nanopatterned Si substrates which can be effectively used for photon harvesting in ultra-thin
crystalline solar cells. In addition, rippled substrates are becoming potential templates for thin
film deposition. For instance, Ranjan et al. [11] showed silver nanoparticles on Si ripples are
capable of tuning the plasmon resonance while recently, tunability of magnetic anisotropy in

Fe/Cr/Fe multilayer structures was demonstrated by Korner et al. [12] by using nanoscale
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rippled Si templates for depositing. All the above-mentioned studies indicate the multifaceted
applications of patterned substrates where they themselves or in the form of a template leads
to modification of optical, photovoltaic, and magnetic properties of the materials.

For technological purpose, it is necessary to have a precise control over the patterns. This, in
turn, requires detail knowledge of the pattern formation process and the underlying
mechanisms. Different theories are emerging to explain the observed patterns which are
accompanied by a large number of experimental data. However, the field is suffering from
various issues like impurity induced pattern formation and the lack of lab-to-lab
reproducibility. This indicates, up to now, the pattern formation mechanism is not fully
understood. Thus, it is exigent to first optimize the pattern formation process and then explore
the possible technological applications. In fact, systematic experimentation is needed to
understand the role of sputtering, shadowing (at higher oblique incidences), and concurrent
substrate rotation in pattern formation. The next step would be to use those patterns for some

application purpose.

The second aspect is related to the application of the above-mentioned nanostructures where
we have used rippled- and faceted-Si as templates for deposition of Al-doped zinc oxide (AZO)
thin films which is known to be a transparent conducting oxide. The conformal growth of AZO
overlayer was studied for both rippled- and faceted-Si. For rippled-Si substrates, a thickness-
dependent shift in the excitonic peak of AZO was observed from the photoluminescence
spectra which indicate the presence of quantum confinement effect. On the other hand, AZO
on faceted-Si showed tunable antireflection property with varying AZO thickness. Moreover,

AZO/faceted-Si heterojunction showed enhanced solar cell efficiency and spectral response.

Pulsed dc magnetron sputtering setup. To analyse the morphology, microstructure,
composition, and crystallinity of the samples we used atomic force microscopy (AFM),

scanning electron microscopy (SEM), cross-sectional transmission electron microscopy
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(XTEM), energy dispersive X-ray spectrometry (EDS), X-ray photoelectron spectroscopy
(XPS), and X-ray diffraction (XRD), respectively. In parallel, simulations of ion-solid
interaction were performed using SRIM and TRIDYN codes. The optical properties of
nanofaceted-Si and AZO grown on faceted-Si were investigated using UV-Vis spectroscopy
and photoluminescence. Finally, the optoelectronic properties of AZO/Si heterojunctions thin

films were studied by I-V, C-V, and photoresponsivity measurements.

The thesis is organized in seven chapters. The first chapter provides a brief introduction, the
second chapter describes the experimental techniques used in this thesis, and the third chapter
provides the theoretical background of ion-beam induced pattern formation. In chapter 4, the
experimental results are presented where we describe pattern formation in the angular window
of 0-85. The presence of stable surface up to 50 (explained by CV effect) is observed whereas
ripple formation start taking place from 51°. The temporal evolution of ripple morphology in
the angular window of 51-72.5 and its explanation in light of solid flow model. With the help
of this model, we could also identify the linear and nonlinear regimes of ripple evolution. In
addition, for the same angular window and beyond (up to 85), we describe the pattern evolution
in nonlinear regime. The present experiments show that beyond linear regime, with increasing
ion incidence angle, coarsened ripple patterns (with wave vector oriented parallel to the
direction of the ion-beam) are observed at 67. Above this angle, a gamut of unusual patterns
form (e.g. mounds, facets, and needle-like structures) before ripple rotation takes place (from
parallel to perpendicular-mode) at 80. It has been shown that the temporal evolution of
morphology at higher oblique incidences (70°-72.5%) originates from the shadowing effect of
the ion-beam, leading the ripples to get transformed faceted structures. At even higher fluences,
coarsening of these facets are seen which is explained on the model proposed by Hauffe [13].
On the other hand, ripple rotation is explained in light of BH theory. It may be mentioned that

beyond ripple rotation, we observe flat surface which is mostly attributed to low sputtering
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yield and high degree of reflection of incident ions at grazing incidence angles. We have also
shown the effect of concurrent substrate rotation on pattern formation in Si. It is observed that
the stable surface remains stable while rippled and faceted surfaces get changed into mound-
like structures. Corresponding temporal evolution study at a fixed angle of incidence (67°)
revealed coarsening of mounds. In addition, for a fixed angle of incidence of ion-beam, rotation
speed variation leads to saturation of surface roughness. All these observations has been
explained by a nonlinear theory proposed by Bradley [14].

In chapter 5, we show that faceted structures are capable of showing tunable antireflection,
photoluminescence, and field emission properties. Photoluminescence property is attributed to
various defects and surface states present in facets whereas the improved antireflection
property (in the range of 300-800 nm) is attributed to the graded refractive index effect. In fact,
it is evident that higher antireflection leads to an enhancement of photoluminescence intensity
up to two orders of magnitude.

Such nanofacets could be potentially useful as electron emitters where the field lines should
concentrate at the apexes reducing the barrier for electron emission. It may be mentioned that
although Si nanowires/nanocones are likely candidates for potentially good field emitters the
limitation comes due to surface oxidation of Si nanostructures. In this thesis, we have
undertaken the case study of field emission from such self-organized faceted nanostructures.
In doing so, we have used both bulk and local probe techniques. Bulk measurements indicate
a turn-on potential of 4.7 Volt um™ having a stability up to 1 h. However, bulk measurements
cannot specifically identify the regions of faceted structures which give rise to field emission.
To overcome this problem, we employed atomic force microscope-based local probe technique,
namely tunnelling atomic force microscopy (TUNA) [15]. TUNA measurements clearly show
that the sidewalls of Si faceted nanostructures actually contribute to the field emission process

instead of the apexes. This observation can be explained in light of native oxide formation at
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the apexes of the facets which corroborates well with transmission electron microscopy and
scanning Kelvin probe microscopy based studies.

In chapter 6, we make use of nanostructured Si as templates for growth of ZnO:Al (AZO) thin
films. At first, we show the conformal growth of AZO overlayer on rippled-Si and modification
and tunning its optical property as a function of fluence. The role of quantum confinement has
been highlighted to explain the observed blue shift in the near band excitonic peak. Next, we
show the efficacy of AZO overlayers (30-90 nm) grown on ion-beam synthesized nanofaceted-
Si for further suppressing the reflection down to very low values. In particular, we observe
tunable antireflection property from conformally grown AZO layers, followed by a systematic
shift in the reflection minima from ultraviolet to visible to near-infrared regions with increasing
thickness. Tunable antireflection property is understood in light of depth-dependent refractive
index of nanofaceted-Si and the AZO overlayers. The antireflection property helps increasing
the fill factor of such textured AZO/Si heterostructure, which reaches its maximum for 60 nm
AZQO compared to the ones based on planar-Si. This thickness matches with the one that shows
the maximum reduction in surface reflectance. In order to understand the decrease in the fill
factor at higher AZO thicknesses (>60 nm), current-voltage (I-V) and capacitance-voltage (C-
V) measurements were carried out. I-V measurements reveals increase in the leakage current
beyond 60 nm thick AZO which in turn reduces the fill factor. However, thickness-dependent
enhancement in the photoresponsivity is attributed to the reduced potential barrier across the
n-AZO/p-Si junction due to the use of nanofaceted-Si templates as corroborated from the
capacitance-voltage measurements.

In chapter 7, we provide a summary of this work which deals with low energy ion-beam
induced self-organized nanopattering of p-Si(100) surfaces. In order to do so, a large angular
window (0°-85°) and energy in the range of 500-1750 eV were chosen. The experimental studies

show the presence of stable surfaces up to 50° whereas surfaces become unstable in the angular
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window of 51°-80°. In the linear regime, ripple evolution is explained by solid flow model,
whereas ripples get coarsened in the nonlinear regime. In addition, at higher oblique incidences
(70°-72.5%), ripple-to-facet transition has been demonstrated due to shadowing effect. The
coarsening behaviour of the observed facets as a function of time at higher oblique incidences
is attributed to the reflection of primary ions from the neighbouring facets. These ion-beam
fabricated faceted nanostructures are seen to be capable of showing tunable antireflection,
photoluminescence, and field emission. From the application point of view, the ion-beam
fabricated rippled-Si substrates are demonstrated to be useful in modifying photoluminecence
of AZO overlayer. On the other hand, upon using nanofaceted-Si as templates, for conformal
growth of AZO, we show tunable antireflection and photovoltaic properties. The tunable
antireflection due to the underlying nanofaceted-Si substrates leads to an enhancement in the
fill factor (maximum for 60 nm thick AZO overlayer) of AZO/faceted-Si heterojunction solar
cell by a factor of 2.5. In addition, concurrent substrate rotation during ion bombardment yields
formation of mounds at those incidence angles where we observe ripples and facets in the static

case. In this chapter, we also provide a scope of future work in this direction.
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CHAPTER 1

1. Introduction

1.1Preamble

The famous quote by Richard F. Feynman, “There’s plenty of room at the bottom”, drew
attention of numerous scientists to venture the journey in the world of nanoscale science and
its capabilities. In the meeting of American Physics Society [1], his speech on the possibilities
of the nano-objects unleashed new horizon in materials research. During last 50 years, the
potential of manipulating materials on nanoscale are explored and currently, a multitude of

devices in nanometre regimes are available in the market [2].

Among different techniques for fabricating nanostructures, e.g. chemical lithography [3] or
electron-beam lithography [4], self-organized pattern formation are of special interest due to
their cost-effectiveness and large area production. In this regard, ion bombardment is a
versatile, efficient, and widely used technique for synthesis, modification, and characterization
of materials. Because of a high control over energy and spatial distribution of the ion species,
this technique has found important applications both in basic research as well as in
technological applications. One of the ion-beam based techniques, i.e. ion-beam sputtering
(IBS) (removal of material from the surface of solids through the impact of energetic particles)
[5] results in various nanoscale periodic pattern formation on surfaces in a self-organized

fashion.

In the context of ion-solid interaction, it is customary to classify the ion energy ranges. lons
having energy in the range 0.5—10 keV are called low energy ions, 10—-500 keV are referred to

as intermediate/medium energy ions, and beyond 500 keV are known as high energy ions [6].
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1.2 Self-organized nanopatterning by ion irradiation

Back in the 1960s, Navez et al. studied the morphology of glass substrates bombarded with a
4 keV ion-beam [7]. During IBS process, the surface turned into periodically modulated ripple
patterns with wavelengths in nanometer regime depending on the angle of incidence of the ion-
beam. After more than five decades, the research interest in this novel phenomenon is still
growing. This is because of the recently discovered promising technological applications of the
patterned surfaces as well as for the continuing development in the theoretical understanding
of ion-beam patterning. It is now understood that the evolution of the surface morphology
during ion sputtering is a complex phenomenon and involves roughening and smoothing
processes. In general, the shape and orientation of the structures are governed by ion angle of
incidence. Two-dimensionally periodic nanoscale dot structures are observed for normal ion
incidence [8] (or oblique ion incidence on a rotating substrate [9]), whereas obliquely incident
ion irradiation leads to one-dimensionally periodic ripple structures [10]. Recent studies reveal
that at normal incidence, however, the surface remains stable for monoatomic semiconductors
[11]. lon-induced ripple formation has been explored for different kinds of materials like
semiconductors, insulators, metals, and polymers etc. [8,12-14].

Among various semiconductors, Si is a major material for technology and is available in high
purity and abundance. That is why it is not unexpected that the ion-beam patterning studies are
plentiful for this material. At room temperature, Si is readily amorphized during ion exposure
[15]. The loss of crystal structure makes it an ideal material to be described by the continuum
theory of ion erosion, which effectively ignores complex atomistic details of the processes. It
may be mentioned that ion-induced pattern formation is extremely sensitive to various
experimental parameters like ion -energy, -incident angle, -mass, -current density, -fluence, -
flux, composition of the substrate, and substrate temperature. The effect of these parameters on

low energy ion-beam induced pattern formation has been studied by many investigators
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[5,11,16-18]. However, on many occasions, the experimental results are found to contradict the
theoretical predictions [19]. The understanding of the processes involved are far from complete
and requires further experimental explorations as well as theoretical formulation. In addition,
the impurities present on the surface have been seen to drive pattern formation [20]. For
example, the role of metallic impurities in pattern formation was addressed by Macko et al. by
exposing Si(100) substrates to 2 keV Kr*-ion beam at an incident angle of 30° where sputter
co-deposition of iron can take place [21]. They attributed their results to height fluctuations,
local flux variation, and composition dependent sputtering. In another work, Zhang et al.
explained the role of iron impurity on pattern formation for silicon by using 5 keV Xe-ions at
normal incidence [22]. These experimental results clearly reflect that the presence of metal
impurities enhances pattern formation process (sometimes unintentionally). While the
dependence of patterning on such a large range of parameters makes the theoretical
understanding a challenging task, they also open up ways to tune the surface features for

specific applications.

The diversity of observed patterns stimulated the development of continuum theories [23-26]
extending the concept of the curvature dependent sputtering yield or ion induced stress
generation as leading destabilization mechanisms. Different theoretical formalisms have been
adopted by the investigators to address the low energy pattern formation mechanism. In this
context, the experimental studies by Madi et al. can be mentioned where a parametric phase
diagram (which actually summarizes different patterns observed as a function of control
parameters like angle of incidence and energy of the ion-beam) was presented [11]. In another
note, Castro et al. explained their results using solid flow model [27]. It has been observed
from these studies that silicon surface remains stable under argon-ion bombardment starting in

the angular window of 0°-45° or 0°-52° whereas beyond this window, patterns start evolving.
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These experiments suggest that the transition point from stable to unstable surface is not unique

and requires systematic experimentation over the whole angular window (0°-85°).

The current theoretical models predict features of ion bombardment induced patterning such as
linear and nonlinear modes of pattern evolution, influence of ion-beam shadowing, contributing
factors like curvature-dependent sputtering, and ion induced mass redistribution. In this regard,
low energy ion bombardment on solid surface provides an experimental platform to recognize
the applicability of theoretical models or relevance of physical mechanisms in a particular
experimental situation. This is extremely important for a complete theoretical understanding of
the patterning process which is necessary to engineer the surface topography for novel

technological applications.

Understanding ion induced pattern formation is not only fascinating from the fundamental
physics point of view but the formed patterns may also offer a number of potential applications.
It is observed that nanostructured surfaces with a high aspect ratio may serve as an
antireflective surface due to their gradation of the refractive index [28-30]. Textured Si surfaces
enhances the efficiency of solar cells [31-33]. Arrays of pillars oriented upstanding to the Si
substrate were found to be an ideal material for enhancing the performance of thermoelectric
generators [34], optoelectronic devices [35,36] as well as being useful for flat panel displays
as field emitter arrays [37,38]. All these reports clearly demonstrate the manifold potential of
patterned substrates in manipulating photovoltaic, optoelectronic, field emission, nanoscale
magnetism, and plasmonics etc. In addition, high aspect ratio nanostructures (like Si
nanocones) may give rise to improved photoluminescence property due to quantum
confinement effect [39]. All these studies demonstrate the potential of a nanostructured
surfaces towards various applications. Among various other techniques ion-induced
nanopattern formation at surfaces offers several advantages and reveal promising applications

in various field research. For instance, Ranjan et al. showed Ag nanoparticles on Si ripples are
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capable of tuning the plasmon resonance while Martella et al. reported on the broadband light
trapping property of self-organized nanopatterned Si substrates which can be effectively used
for photon harvesting in ultra-thin crystalline solar cells [40,41]. Recently, tunability of
magnetic anisotropy was demonstrated by Korner et al. [42]. Thus, it is obvious that a lot more
can be done if the morphological anisotropy of the ion-beam patterned substrates can be

judiciously used to tune the functional property of thin films.

1.3 Motivation

As mentioned above, ion-beam induced pattern formation is theoretically explained by taking
into account two competing processes, viz. roughening due to curvature-dependent sputtering
and surface relaxation processes like ion induced mass redistribution, ion induced effective
diffusion or viscous flow. Recent experiments revealed that in case of a monatomic target like
Si, the well-known Bradley-Harper (BH) theory alone cannot explain the existence of a critical
angle (beyond which pattern formation takes place) [43]. In fact, the smoothing at angles below
the critical angle was addressed by Carter and Vishnyakov (CV) [44]. Thus, till date,
explanation of the angular dependence of pattern formation in case of Si relies mostly on these
two basic mechanisms, viz. BH instability and mass redistribution or CV effect. In a later work,
Madi et al. have shown that surface instabilities can be suppressed due to impact-induced mass
redistribution phenomenon (rephrased as CV effect) [43, 44].

Importance of Si as a target: Silicon was selected as the target material for the present study
because it is a mono-elemental target whose physical properties are well-known and is easily
amorphizable by ion irradiation. Thus, it deserves to be an ideal system for exploring
morphological evolution in conjunction with the theoretical models which are directly
applicable to amorphous elemental target. Noble gas ion like argon was chosen as it is inert in

nature and leaves the irradiated sample as ideal amorphous monoatomic system for theoretical
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models. Further, the interaction of noble gas ions with Si is considered to be of fundamental

interest in the field of ion implantation and related applications.

Temporal evolution of ripples in linear regime: Solid flow model was also introduced which
deals with the idea of amorphous solid flowing due to ion impact [26,27]. The stress generated
during ion bombardment eventually drives the solid to flow, resulting in nanoscale ripple
development at the surface [26,27]. In fact, this is the first theory to predict the timescale
(intrinsic timescale) beyond which nonlinear effects dominate the evolution of surface patterns.
In the nonlinear regime, surface roughness does not follow the exponential growth and ripple
coarsening may take place [23]. However, the potential of very recently developed solid flow
model has not been exploited to its fullest. In particular, this model was not tested for very high
oblique incidences (#=72.5). In addition, this theory is based upon the ion induced stress
gradient generation in solid which is very difficult to quantify from experiments. Thus, this
necessitates the discovery of a new approach which can avoid this stress gradient term yet can

calculate the exact timescale in which ripple evolves in linear regime.

Angular dependence of pattern formation in nonlinear regime: As pointed out by Madi et
al. [43], the role of sputtering can be totally ignored and mass redistribution solely governs the
mechanism of low energy ion induced pattern formation in Si. However, systematic
experimentation is needed to address the role of sputtering in pattern formation. Moreover, in
the past, even for similar ion-beam parameters and formation conditions, the type of pattern
created suffered from the lack of lab-to-lab reproducibility. It is to be noted that apart from
nonlinear effects, shadowing of the ion-beam by the surface features can also play a critical
role in pattern formation at higher oblique angles of incidence. Thus, to come up with an
adequate understanding of pattern formation, it is necessary to address those hidden factors in

pattern formation on Si over a total angular window in the range of 0°-85°.
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Ripple to facet transition: According to Carter, ripple structures can be transformed into
triangular faceted structures under the influence of shadowing [45] of ion-beam surface
features. Pattern formation at higher oblique incidence angles has not been studied in detail. In
this regime, ion-beam shadowing may transform ripples into faceted morphology. In fact, there
is no systematic fluence-dependent study of pattern evolution at higher oblique incidences
which conclusively exhibit the transition from ripple to facets. Thus, a systematic investigation
is required to explore the pattern formation at higher ion incidence angles.

Role of substrate rotation: Although studying ripple formation remains the main goal of ion
beam pattern formation, ripple formation is unwanted in various techniques viz. secondary ion
mass spectroscopy (SIMS), Auger electron spectroscopy (AES), and ion milling. The ion
incidence angle 6z0 for a typical SIMS or AES setup results in formation of ripples at the
surfaces. This results in rapid degradation in depth resolution. As a way out to this problem
Zalar first demonstrated that by rotating the sample with respect to its surface normal during
sputtering one can avoid ripple formation [46]. According to Bradley’s theory, nanoscale
mound formation (instead of ripples) can take place if the in-plane symmetry is preserved by
applying concurrent substrate rotation during oblique angle sputtering [47]. However, there is
no such report which addresses the linear regime of pattern formation under concurrent
substrate rotation over the full angular window of 0°-85°. In linear regime, the roughness should
reduce under concurrent substrate rotation compared to the static substrate case. Another
prediction of the theory is that the coarsening of mounds as a function of time should eventually
get stopped due to higher order nonlinear effects. This phenomenon is known as the
“interrupted coarsening”. Till date there exists hardly any experimental proof of this prediction.
Thus, it is exigent to validate these predictions with proper experimental evidences. In addition,

temporal evolution study of the mounds under concurrent substrate rotation has to be

Introduction Page 7



investigated systematically. All these aforementioned discussions clearly indicate that the
complex physics involved in ion-beam patterning has not yet been entirely uncovered.
Optical and field emission properties of nanostructured-Si: In general, being an indirect
band gap material, bulk-Si is not a good emitter of light. However, in nanoscale, due to quantum
confinement effect, it emits light. It has been reported that sharp Si nanocones generate ultra-
violet (UV) photoluminescence. In addition, high aspect ratio structures are capable of showing
antireflection property due to graded refractive index effect [28]. Reduction of surface
reflection is important for light harvesting in solar cells. lon-beam induced nanopatterning
process gives rise to various self-organized nanostructures (in the form of ripples or facets) at
the surfaces in a single step. Thus, systematic study of optical properties (like
photoluminescence and reflectance) would not only provide important information regarding
the defects in the nanostructures but also help to understand the antireflection property of the
material. These studies would open up new possibilities to couple the debatable
photoluminescence and antireflection properties in a single frame work which will pave the
way of employing Si-based materials in a more efficient way towards photovoltaic and
optoelectronics research.

Field emission (FE) has drawn a lot of interest because of its possible applications as an
efficient point electron source in electron microscopes, x-ray sources, flat panel displays, and
microwave amplifiers. In particular, Si nanostructures suffer from the problem of oxidation
which degrades its field emission quality. Thus, a new method is required where the oxide layer
can be used as a protecting layer without much degradation in the FE property. This suggests
that ion induced high aspect ratio structures might be the ideal candidate for this purpose.
Patterned Si substrates as templates: As specified above, since ion-beam nanopatterning is
a technique for creating patterns over a large area and it is fast as well for creating various

nanoscale surface patterns, it can be employed as templates for subsequent nanostructured thin
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film deposition. For instance, transparent conducting oxides are always demanding due to their
applications in solar cells, light emitting diodes, and display technology etc. At present, indium
tin oxide (ITO) is commonly used as transparent electrodes, especially in large-area
applications such as displays. However, due to the limited supply and high indium price
alternative materials are sought for. In this regard, the discovery of n-type TCOs like Al-doped
ZnO (AZO) has opened new scopes in different industrial areas such as opto- and nano-
electronics, ceramics, and the photovoltaics [48,49]. In addition, as compared to passive
electrodes, the transparent conductors can also be used as an active component. This has led to
new applications as blue or ultra-violet (UV) light-emitting-diodes [50-52]. Different reports
exist showing a dependence of excitonic energy on the dimension of ZnO nano-grains [53-55].
Thus, tailoring the optical properties by varying structure, size, and composition of a material
is of utmost importance. As an alternative, optical properties can also be tuned by using a
template for deposition of thin films where self-organized substrates lead to conformal growth
[56-58]. In this context, understanding the role of anisotropic rippled-Si surfaces in achieving
size-dependent optical properties of AZO nanostructured thin films will be of importance for
potential applications in nanophotonics.

As mentioned earlier, the presence of high aspect ratio structures at surfaces leads to improved
antireflection (AR) effect. This property of solids can be utilized to enhance the solar cell
efficiency by increasing the light absorption in the active layer. The reduction of front surface
reflection plays an important role in solar cells. In general, a silicon wafer without any AR
structure, exhibit an average reflection more than 40% for visible light. Thus, a silicon solar
cell based on this silicon substrate suffers from a large loss which in turn leads to a poor
absorption of the incoming solar radiation. The textured structure and antireflection coating
achieve the function of increased light-trapping by extending the length of the optical path of

the incident rays in the solar cells which can increase the absorption [59, 60]. However, most
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of the patterning processes involve conventional lithographic techniques [61] and hence, these
are time consuming and involve multiple processing steps. On the other hand, low energy ion-
beam sputtering has shown its potential as a single step and fast processing route to produce
large area (size tunable), self-organized nanoscale patterned surfaces — compatible to the
present semiconductor industry and thus, may be considered to be challenging to develop AR

surfaces for photovoltaics in the form of heterojunction solar cells .

1.4 Outline of the thesis

This thesis presents studies on low energy Ar-ion induced pattern formation in case of Si and
associated structural and compositional modifications. We attempt to understand our
experimental observations in the framework of existing theoretical models. After optimizing
the pattern formation mechanism, we explore the possibility of using high aspect ratio
structures (nanofacets) towards modifying optical and electrical properties. In addition, we
have shown the efficacy of rippled- and faceted-Si substrates as templates for conformal growth
of Al-doped zinc oxide (AZO) overlayer. Modification in the optical and optoelectronic
properties of AZO/rippled-Si and AZO/faceted-Si combinations are demonstrated as a function

of AZO overlayer thickness. The thesis is organized in the following manner:

Chapter 1: In this chapter a brief review of the low energy ion induced pattern formation and
related issues covered in the studies are presented. The introductory description also includes
some applications of ion irradiation induced self-organized patterned surfaces. In this chapter,

we have also described the motivation behind our study.

Chapter 2: This chapter describes the experimental techniques employed for carrying out the

studies presented in this thesis.

Chapter 3: In this chapter, we first describe the statistical methods for classification and

analysis of surfaces. Afterwards, a brief introduction to ion-solid interaction as related to the
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issues covered in the studies presented in the thesis has been given. Then we briefly outlined
the theoretical models developed to describe surface morphological evolution on amorphous

solid surfaces. A brief description of the simulation methods used in our work is also given.

Chapter 4: This chapter describes the results of our detail experimental investigations on self-
organized pattern formation on Si surface under low energy (<2keV) Ar-ion bombardment. We
describe pattern formation in the angular window of 0°-85°. The temporal evolution of ripple
morphology in the angular window of 51°-72.5° was explained in light of solid flow model.
With the help of this model, we could also identify the linear and nonlinear regimes of ripple
evolution. In addition, for the same angular window and beyond (up to 85°), we describe the
pattern evolution in nonlinear regime. It has been shown that the temporal evolution of
morphology at higher oblique incidences (70°-72.5%) originates from the shadowing effect of
the ion-beam, leading the ripples to undergo a transition to faceted nanostructures. At even
higher fluences, coarsening of these facets are observed. We have also shown the effect of
concurrent substrate rotation on pattern formation in Si in both linear and nonlinear regimes.
Corresponding temporal evolution study at fixed angle of incidence revealed coarsening of

mounds. All these observations are explained in light of the existing theoretical models.

Chapter 5: This chapter demonstrates a few applications of the faceted structures formed under
ion-beam bombardment. For example, these structures are capable of showing tunable
antireflection, photoluminescence, and field emission properties. Photoluminescence property
is attributed to various defects and surface states present in facets whereas the improved
antireflection property (in the range of 300-800 nm) is attributed to the graded refractive index
effect. The antireflection effect can be used to enhance the photoluminescence intensity by
orders of magnitude. Such nanofacets could be potentially useful as electron emitters. In this
thesis, we have undertaken the case study of field emission from such self-organized faceted

nanostructures. In doing so, we have used both bulk and local probe techniques. However, bulk
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measurements cannot recognize the regions which generates field emission. To overcome this
problem, we employed atomic force microscope-based local probe technique (DPTCM), which
is similar to tunneling atomic force microscopy (TUNA). These measurements clearly show
that the sidewalls of Si faceted nanostructures actually contribute to the field emission process
instead of the apexes.

Chapter 6: In this chapter, we present the usage of nanostructured Si as templates for growth
of ZnO:Al (AZO) thin films. In the first part, we show the conformal growth of AZO overlayer
on rippled-Si and change in its optical property as a function of fluence. The role of quantum
confinement has been pointed out to explain the observed blue shift in the near band excitonic
peak. Next, we show the efficacy of AZO overlayers (30-90 nm) grown on ion-beam
synthesized nanofaceted-Si for a further reduction in surface reflectance down to very low
values. Tunable antireflection property is understood in light of depth-dependent refractive
index of nanofaceted-Si and the AZO overlayers. It has been shown that the antireflection
property helps increasing the fill factor of such textured AZO/Si heterostructures for an
optimized AZO thickness. In addition, current-voltage (I-V) and capacitance-voltage (C-V)
measurements were carried out to address the thickness dependent enhancement in

photoresponsivity.

Chapter 7: In this chapter, we have summarized our studies presented in this thesis. Further,
we have outlined the future scope of experimental studies based on our results and their
importance towards a deeper understanding of the ion induced pattern formation and possible

applications of generated patterns.
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CHAPTER 2

2. Experimental technigues and analysis methods

The experimental studies presented in this thesis covers ion bombardment induced
morphological, structural, compositional, and optical modifications of p-Si(100) surface. lon
bombardment was carried out using Ar ions extracted from a broad-beam electron cyclotron
resonance (ECR)-based low energy ion source. Detail experiments were carried out by varying
different ion-beam parameters, viz. ion energy, angle of incidence, or ion fluence. lon-beam
modified Si surfaces were investigated ex-situ by using atomic force microscopy (AFM), and
scanning electron microscopy (SEM) and transmission electron microscopy (TEM).
Luminescence property of ion-beam patterned Si was studied by photoluminescence (PL)
spectroscopy whereas surface reflectance was measured by UV-Visible spectroscopy. In

addition, patterned Si substrates were used as templates for growth of Al-doped ZnO (AZO)
thin films by using pulsed dc magnetron sputtering technigue. In addition to the above
mentioned techniques used for characterization of Si surfaces, X-ray diffraction (XRD) studies
were employed to check the crystallinity of the films whereas energy dispersive x-ray
spectrometry (EDS) and x-ray photoelectron spectroscopy (XPS) were used for their
compositional analyses. Further AZO/nanostructured-Si heterojunction properties were
studied by using I-V, C-V, and photoresponsivity measurements. In this chapter, we briefly

introduce the basic principles of these experimental techniques and describe the instruments.

2.1 lon-beam induced surface nanostructuring setup (IBSN)

Low energy ion beam sputtering
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Experimental studies on the interaction of energetic particles with materials need a steady
supply of well-focused contamination free ion-beam. The requirements over ion-beam
parameters like ion-species, -current density, -energy, and -range depend upon specific
applications and vary widely. lon bombardment experiments, presented in this thesis, were
carried out by using a low energy ECR-based, broad beam, filament-less ion etching setup
(Tectra, Gen I, Germany) [1] named as ion-beam induced surface nanostructuring (IBSN)
system. An ultra-high vacuum (UHV) compatible chamber (Prevac, Poland) equipped with a
5-axes sample manipulator was used to perform all the experiments [2]. The chamber base
pressure was below 5x10° mbar and working pressure was maintained at around 3x10™* mbar
by using a differential pumping system. A photograph of the setup is shown in the Fig. 2.1.

Parts of this experimental setup are briefly described below.
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Figure 2.1: lon-beam induced surface nanostructuring (IBSN) setup.
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ECR source: The basic idea of an ECR ion source is microwave electron cyclotron resonance
heating of electrons in a plasma and magnetic confinement of the ions created therein [3]. In
general, to confine plasma, a special magnetic field configuration is required. This is achieved
by superposition of the radial magnetic field (B) of a permanent magnetic multipole and an
axial magnetic mirror field (produced by a pair of solenoid coils). This geometry results in a
minimum-B-structure [4], i.e. an increase of magnetic field in all directions from the
geometrical middle. In confined plasma, electron gyrate around the magnetic field lines with

the cyclotron frequency

w,=—B (2.1)

For microwave based ECR source, injected (microwaves) can resonantly heat the electrons if
the respective frequencies are equal. For an ECR ion source working at 2.45 GHz microwave

frequency, Eq. 2.1 gives a corresponding resonant magnetic field of 0.088 T.

Passing the resonance region, an electron can gain 1-2 keV energy for further impact ionization
processes. lons, due to their heavy mass, are not accelerated and are confined by the space
charge of the electrons. When electrons leave the plasma through the loss cone of the magnetic
mirror, following ions can be extracted and subsequently separated with an analysing magnet.
The detailed description of the ion source used for the studies presented in this thesis is

described in the following paragraph.

lon source of IBSN setup:

The ion source of IBSN setup is a low energy (50 eV-2 keV) ECR plasma source designed for
the production of high current beam from any gaseous material. Figure 2.2 shows a cross
section of a high vacuum version of the ion source. Plasma is generated in a quartz cup. The

cup is attached to a UHV compatible base flange (NW63CF) and is surrounded by four water
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cooled magnets of neodymium-iron-boron (outside vacuum) which produce ECR zones in a
multicasp field. The magnetron operates at 2.45 GHz, and can be mounted either at the side or
at the end plate. A metal rod is used as an antenna for near field coupling of the microwave to

the plasma. The working gas is fed into the discharge cup via a

Quartz cup

Magnets

Water cooling

Gas inlet

NW63CF

Figure 2.2: Cross sectional view of the low energy ion source in IBSN
distributor made up of a ceramic so as to prevent the plasma from “seeing” the metal at ground
potential. The outside view of the source is shown in Fig. Fig. 2.3. lons are extracted through

multiple grid assemblies. In particular, the studies presented in this thesis are based on three
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grid system containing 32 holes of diameter 3 mm each, which are collimated to form 32 einzel

lenses.

Figure 2.3: The outside view of the ion Tectra-make Gen II ECR-based source
Potential at the grids:
Grid 1: Anode: The contact of the plasma, which is isolated from the ground in the plasma cup,
with the anode shifts the potential of the plasma. Applying a voltage (say +500 V) will shift
the plasma potential to +500 V (plus plasma potential). The sample is at ground potential. So
the positive ions can be accelerated with about +500 V towards the sample.
Grid 2: Extractor: In this case, a negative voltage is needed to change this grid which controls
the divergence of the beam. In addition, small negative field can reach through the anode into
the positive plasma. This helps to extract more ions, because of a higher gradient and higher
volume.
Grid 3: This grid is kept at ground potential. This is only useful for very low energies. It helps
to slow down ions to fly through a field free space near the source.
Modes of operation: This ion source can be operated in four different modes which are

described below.
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(@) Atom source: The specially designed aperture plate inhibits ions from escaping from the
plasma, yet allows reactive neutrals to escape and form the dominant beam fraction. The
emitted particles are largely thermalized through multiple collisions on passing through the

aperture.

(b) Downstream plasma source: With this aperture plate a larger proportion of the charged
particles in the plasma are allowed to escape. There is no active extraction or acceleration of
the charged particles but a considerably higher ion current reaches the sample in this mode as

compared with the atom source above.

(c) Hybrid source: The beam optics in this mode combines the atom source aperture plate with
electrodes providing active extraction of ions from the plasma. With no voltage applied to the
electrodes the source functions like the atom source. With voltage applied to the electrodes,

ions with controllable energy can be added to the atom beam.

(d) Broad Beam lon Source: Dual or triple high conductance grid electrodes are used to
produce the broad beam ion source mode. This is mode was used for the ion irradiation

experiments presented in this thesis.

Irradiation Chamber:

The main irradiation chamber is made up of stainless steel (SS304) and is equipped with a 5-
axes manipulator (Prevac, Poland) with X, Y, Z, 6, and ¢ movements (Figure 2.1). A sample
platen is attached with the manipulator on which substrates are mounted. The ion current in the
target chamber is measured in front of the substrate holder by a retractable Faraday cup
integrated in a movable shutter. By proper rotation of the sample platen using the manipulator,

sample holder can be placed at any desired angle with respect to the ion-beam.

Vacuum system:
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The high vacuum in the irradiation chamber is maintained by a turbo molecular pump (Pfeiffer
Vacuum, Germany) backed by a rotary pump (Pfeiffer Vacuum, Germany). The attached load-
lock chamber can be separated from the main chamber using pneumatically controlled gate
valves (Excel Instruments, India). To get a differential pumping arrangement, the source part
of IBSN is equipped with a small turbo molecular pump (Pfeiffer Vacuum Germany) backed
by a rotary. The vacuum in the main chamber is about 5x10° mbar while that in the load-lock

chamber is 1x1078 mbar.

2.2 DC Magnetron sputtering

Sputter deposition is a physical vapour deposition (PVVD) process where atoms are sputtered
from a target material by collision with gas ions and gets deposited on a substrate surface. In
this process, a plasma is created and positively charged ions from plasma are accelerated
towards a negatively charged electrode or “target”. Upon striking the target, these ions have
sufficient energy to dislodge the surface atoms of the target. The atoms which are getting
ejected from the surface of the target will condense on surfaces that are placed in proximity to
the magnetron sputtering cathode.

In addition, magnetron sputter deposition uses a closed magnetic field to trap electrons. As a
result the efficiency of the initial ionization process gets enhanced. It also allows a plasma to
be generated at lower pressures which reduces both background gas incorporation in the
growing film and energy loss of the sputtered atom through gas collisions.

Arcing is a common source of numerous issues in magnetron sputtering. In contrast to the
preferred uniform glow for stable sputtering, arcs are characterized as intense, localized
concentrations of plasma supported by collective emission of electrons from the sputtered
surface [7]. Multiple mechanisms promote the formation of arcs in sputtering process. Reactive
sputtering of dielectrics is particularly problematic because of the formation of insulating

regions that can promote severe arcing. It is well established in reactive sputtering that reverse-
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voltage pulsing can dramatically reduce arcs in even the most arc-prone reactive processes [8].
Thus, properly chosen pulsing parameters are necessary to optimize the benefit, but once
implemented, the result can be a significant reduction of the arc activity [9].

A schematic diagram of a dc magnetron sputtering process is shown in Fig 2.4.
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Figure 2.4: Schematic of the high vacuum pulsed dc magnetron sputtering setup

From the schematic, it is seen that a main deposition chamber coupled with a load-lock chamber
is the heart of the constituting unit. Turbo molecular pump (Varian, USA) backed by a rotary
pump are used to maintain the high vacuum condition. A small port is required to inject the
sputtering gas into the main chamber. Generally, a sample manipulator is needed to align the
substrate at different angles with respect to the incoming flux. This enables us to deposit films
at a particular oblique angle other than normal incidence. More than one magnetron sputtering
guns can be attached to the main chamber. These magnetron sputtering guns are equipped with
the target material. The pulsed dc magnetron sputtering setup used for this thesis is shown in

the Fig. 2.5. Different important parts of the setup are highlighted in yellow colour. The pulsed
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dc magnetron sputtering setup (Fig. 2.5) has a spherical high vacuum chamber (Excel
Instruments, India). Four 2" diameter magnetron sputtering guns (Excel Instruments, India) can
be attached to the main chamber. These guns are equipped with chimneys to prevent the cross
contamination between targets. In addition, the temperature of the target holders was kept

below 19°C by using a continuous chilled-water flow.
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Figure 2.5: Pulsed dc sputtering set up at SUNAG laboratory

AZO films, used in the present thesis, were prepared by using setup at room temperature. The
substrates (in the form of pristine- and nanopatterned-Si) were mounted on the top rotating
substrate holder at a distance of 10 cm from the target. This substrate holder is equipped with
a glancing angle deposition (GLAD) attachment. Prior to sputtering, a base vacuum pressure
of 3x10”" mbar was achieved. Then, Ar was introduced into the chamber at a flow rate of 30
scem (standard cubic centimetres per minute) until it reached a working pressure of 5x107
mbar. A dc voltage (Pinnance Plus, Advanced Energy, USA [10]) was applied between the

target (cathode) and the substrate (anode) to generate the gaseous Ar plasma. Before each
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deposition on substrate, pre-sputtering for a time duration of 5 min was conducted to remove
the trapped impurities from the surface of the target. During this process a movable shutter was
used to protect the substrate from getting contaminated.

The pulsed magnetron sputtering (PMS) process is an important development in the sputtering
technique. However, the DC sputtering of fully dense, defect-free coatings of insulating
materials, particularly oxides, is highly challenging. In fact, the process is hampered by low
deposition rates and the occurrence of arc events. As the deposition process proceeds, areas on
the target away from the main racetrack become covered with an insulating layer, as do the
target earth shields. This coverage of the target with the reaction product is referred to as target
poisoning. The poisoned layers charges up, until breakdown occurs in the form of an arc.

Arc events during reactive sputtering are a serious problem, because they can affect the
structure, composition, and properties of the growing thin film and can also lead to damage of
the magnetron power supply. In this regard, pulsing the magnetron discharge in the frequency
range of 10-200 kHz, has been found to minimize arc events and stabilise the sputtering
process. It may be noted that pulsed dc magnetron sputtering is not a fool proof technique to
remove arc events. In order to solve this problem, low frequency ac dual magnetron sputtering

may be employed.

2.3 Stylus profilometry

Surface profilometry is one of the common techniques to measure the film thickness. A stylus
is a small tool similar to a modern ball point pen. In a surface profilometer, a diamond stylus
is moved across the surface to measure the vertical displacement corresponding to the feature
studied. This process involves some mechanical and electronic devices in order to perform the
conversion [11]. The sample is mounted on a stage which can move in X- and Y- direction.
The measurement of the height or Z axis is done by the stylus in contact with the surface. The

stylus is located at the end of a cantilever arm. The opposite end of the cantilever is counter-
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balanced by a weight that is mounted in a screw system actuated by a motor; the motor can
move the counter-weight closer or further from the pivoting centre of the cantilever, regulating
the pressure of the tip. By dragging the stylus over the surface, the cantilever will move in Z-
direction (up/down) and the force that the stylus impinges over the sample is controlled by the
counter-weight system. The linear Z displacement is converted to an electric signal at the end.
Thickness measurement of the deposited films was carried out by using a surface profilometer
(Ambios XP-200, USA) (Fig. 2.6). The stylus is housed in an acoustic isolation hood to reduce
vibrational noise during scanning and placed on a large vibration damped granite block. The
vertical range of the profilometer is 400 um and its vertical resolution is 0.1 nm at a 10 um
scan length, 1.5 nm at 100 pm scan length, and 6.2 nm at 400 um scan length. The XP-200
profilometer’s stylus is diamond coated one and has a tip radius of 2.0 + 0.1 pm with an

adjustable force range between 0.05 — 10 mg.

Figure 2.6: Stylus surface profilometer.

The XP-200 can also calculate surface roughness, waviness, and perform stress analyses on
thin films. The film thickness is measured with respect to the substrate where a portion of the
substrate is masked prior to deposition. This helps to get a reasonably good step height during

thickness measurement.
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Stylus profilometer has advantages of excellent measurement repeatability, thin transparent
films can also be probed, long scan measurement up to 3 mm, fast and comparatively cheap.
However, it suffers from problems like it is not appropriate for soft samples, resolution is very

much tip dependent, and three-dimensional mapping of the surface is time consuming.

2.4 Atomic force microscopy (AFM)

Scanning probe microscopy (SPM) [12] has a family of microscopy techniques for studying
surface morphology. In the process of generating surface topography, a probe mechanically
moves over the surface and records the probe-surface interaction as a function of position. This
interaction can be manifested in different forms, e.g. tunnelling current, inter-atomic force,
magnetic force, electrical force, and frictional force etc. which actually decides the mode of
microscopy.

The most important among the SPM based techniques is the atomic force microscope
(AFM).AFM is a microscopic technique which is applicable to all types of materials —
insulators, semiconductors as well as conductors. This technique measures nanoscale variation
in the surface topography by measuring the deflection of a tip (10-20 nm in diameter) attached
to the end of a cantilever, as the tip is brought to a close proximity of the surface to be probed

[13-17].
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Figure 2.7: Schematic of AFM setup
A schematic diagram of the working principle of AFM is shown in Fig. 2.7. A laser beam is
focused on the tip of a highly reflective cantilever head such that the laser beam is reflected on
to the surface of a position-sensitive photo-detector [17]. The sample is scanned underneath
the tip via a piezoelectric scanner made of PZT (Lead Zirconium Titanate). A feedback loop is
used to maintain either a constant deflection (contact mode) or oscillatory amplitude (tapping
mode) of the cantilever, as the tip is scanned over the sample surface. The force associated
with the tip and the sample during scanning is the inter-atomic Van der Waals force. The
dependence of this Van der Waals force upon the distance between the tip and the sample is
shown in Fig. 2.8, where three regimes of tip-surface distance are labelled: the contact regime,

the non-contact regime, and the tapping regime
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Figure 2.8: Van der Waal’s force as a function of tip to surface distance
Contact or repulsive mode: In contact-AFM mode, also known as repulsive mode (due to the
repulsive nature of the force in this regime), an AFM tip makes soft ‘physical contact’ with the
sample by bringing the tip very close to a surface (a few angstroms). The tip is attached to the
end of a cantilever with a low spring constant. As the scanner gently traces the tip across the
sample (or the sample under the tip), the contact force causes the cantilever to bend to
accommaodate changes in the topography. This mode is usually used for hard crystalline surface

because strong force involved may cause deformation of soft surfaces.

Non-contact mode or attractive mode: Non-contact mode AFM is one of several vibrating
cantilever techniques in which an AFM cantilever vibrates near the surface of the sample
keeping the tip-to-surface distance in the range of tens to hundreds of angstroms. The major

advantage of the non-contact mode AFM is its truly non-invasive character.

Tapping mode: This mode is also known as intermittent-contact mode. In this case the
vibrating cantilever is brought closer to the sample surface so that it just barely hits or ‘taps’
the sample. This mode is a compromise between the contact and the non-contact mode where

the cantilever is made to oscillate with or near to the resonant frequency using a piezoelectric
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crystal so that the tip remains very close to the sample for a short time and then goes far away
for a short time. As the oscillating cantilever begins to contact the surface intermittently, the
cantilever oscillation necessarily reduces due to energy loss caused by the tip in contacting the
surface. The reduction in the oscillation amplitude is used to identify and measure the surface
features. This mode allows one to scan soft adsorbates on a substrate with better resolution than
in the non-contact mode but with a small interaction (and consequently less modification of the
samples) between the tip and adsorbate as in the non-contact mode. Thus, this tapping mode
overcomes certain problems associated with conventional AFM scanning method viz. friction,

adhesion, electrostatic forces, and other difficulties.

AFM System and measurements

All AFM images in this thesis were acquired with the help of an MFP-3D AFM from Asylum
Research, USA in the tapping mode by using Si nitride tips [18,19]. The resonant frequency of
the cantilevers is 300 kHz and the spring constant is 42 N/m. Special attention was given to
prevent artefacts in the measurements. Among many advantages of this AFM, an important
one is its large area-high precision facility because of which we could scan areas up to 90x90
um? with very high accuracy. Fig. 2.9 shows different parts of AFM.

A zoomed image of the main part of this AFM setup is also shown in Fig. 9which shows the
scanner, head, base, and thumbwheel. Initially, the head is used to manually bring the tip near
the surface. In the next stage, close approach to the surface (separation between tip to sample
remain 80 nm) is controlled by software to prevent the damage of tip. A XY-motorized sample
stage attached with the AFM helps in precise positioning of a sample and checking large scale
uniformity in surface morphology. For AFM image processing, WSxM [20], Gwyddion [21],
and SPIP [22] were used. The SPIP (Scanning Probe Image Processor) software package has

specialized tools for correcting and analyze SPM data.
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Figure 2.9: MFPD AFM setup
Scanning Kelvin probe microscopy:
Scanning Kelvin probe microscopy (SKPM) is a technique that attempts to ascertain the
potential difference between the probe tip and the sample. The data collected by this sample
will represent a combination of three contributing factors: the work function difference, trapped

charge, and any permanent or applied voltage between the tip and the sample.
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The technique relies on an AC bias applied to the tip to produce an electric force on the
cantilever that is proportional to the potential difference between the tip and the sample. There
is no mechanically induced drive. The only oscillations that the probe will have will be induced
by an applied AC bias. An AC bias applied between the tip and the sample produces an
electrostatic force between the two. If they are modelled as a parallel plate capacitor, then the
force between the two plates is proportional to the square of the applied voltage (V):

F-1Ly2
20Z

(2.2)
The total potential difference between the probe and the sample is the sum of the applied AC
bias (Vac), the potential difference we are trying to measure (Vsp), and any DC voltage we wish
to apply (Voc).

V =V, +V +V, sin(at), (2.3)
Where, w is the angular frequency of the applied AC signal.

If we substitute this into Eq. 2.2 and do some rearranging, we get:

1oC

F =3 Ve Vi) + SV Ao~V Nacsin(et)] - Vi cos2an)) ]| (24
2 01 2 2

Note that there are three force terms here summed together. The first force is static, meaning it
has no frequency dependence. The second occurs at the AC voltage drive frequency. The third
force oscillates at twice the drive frequency. The most important term here as far as surface
potential is concerned is the second, since this depends not on the square of the voltage, but
rather on the potential difference between the tip and the sample, multiplied by the magnitude
of the applied AC voltage. This means that if there is a potential difference between the tip and
the sample, then when an AC voltage is applied, there will be an oscillatory force at the
frequency of the drive and proportional to the magnitude of the applied voltage and to the

potential difference.
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The probes used are generally conductive or heavily-doped semiconductors. Insulating probes
does not work on the MFP-3D, as the bias is applied to the tip. To implement this technique on
the MFP-3D, a two pass technique is used. The first pass is used to determine the topography
of the surface, and was done exactly like a standard tapping mode scan line. The second one is
used to find the surface potential, and the tip is raised above the surface. To do this, a technique
called ‘nap™ mode’ is implemented. During a nap scan, the tip is raised over the surface on a
point by point basis while the potential feedback loop is implemented.

Dual pass tunnelling current microscopy (DPTCM)

Dual pass tunnelling current microscopy (DPTCM) is an AFM-based local probe technique to
map the tunnelling current in ambient condition. In this process, tunnelling current is measured
by using a dual pass technique (schematic shown in Fig. 2.10) in the first scan the tip operates
in contact mode and maps the surface topography whereas in the second scan, the tip is lifted
at a fixed height (z) above the surface by following the topographic data of first scan (called
lift mode). During the second scan the cantilever does not oscillate and a fixed DC voltage is
applied to it with respect to the substrate. This in turn gives rise to a tunnelling current. We
term this mode of MFP-3D AFM as dual pass tunnelling current microscopy (DPTCM). This
process is similar to the tunnelling atomic force microscopy (TUNA) process is reported by
Chatterjee et al. [23]. This technique not only enables us to track the height and morphological
information of the surface but also gives the tunnelling current, simultaneously. In addition,
this process can be used for highly rough samples as well. Moreover, this technique is not a
conductive atomic force microscopy but here the tip moves in contact mode without any tip
potential and hence, it would measure the tunnelling current instead of surface conductivity.
The DPTCM studies presented in this thesis, were performed on ion bombarded
nanostructured-Si surface using a Pt-coated conductive Si tip. The lift height was fixed at 20

nm from the surface.
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Figure 2.10: Schematic representation of DPTCM using MFP-3D AFM setup

The scanning speed of an AFM can pose some limitations. The relatively slow rate of scanning
during AFM imaging often leads to thermal drift in an image, making the AFM microscope
less suitable for measuring accurate distances between topographical features on an image. In

the present thesis, most of the AFM images are captured with an optimized scan speed of 1 Hz.

Most of the analyses of the surface morphology were carried out using AFM measurements.
AFM topographical images obtained from various sample surfaces were analysed using WSxM
software. Different parameters viz. rms roughness, ripple amplitude and wavelength, structure
height, lateral dimension, autocorrelation function, 2D FFT etc. were extracted from the
topography images. However, there are other experimental techniques which may also be
employed to calculate the parameters mentioned above. For example, roughness can be
calculated from optical profilometry, ripple amplitude and wavelength from cross sectional

TEM analysis, structure height and lateral dimension from SEM study etc. Although different
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techniques exist, AFM gives the best statistically averaged out results corresponding to surface

topography analysis.

2.5 Scanning electron microscopy (SEM)

In scanning electron microscopy (SEM) [24-27] a finely focused electron beam is scanned in
vacuum over the sample surface. The novelty of SEM lies in its capability of producing 10-
100000 times magnified, three dimensional-like image of surface features of length scale from
micrometer down to nanometer. In SEM, the sample needs to be conducting to prevent
charging of the sample surface due to electron emission. In case of non-conducting samples, a
very thin gold layer is coated over the sample surface or special beam conditions are applied
such as low beam energy or high beam spot size and special detectors are used to prevent
surface charging.

As the energetic electrons undergo a series of elastic and inelastic scattering events inside a
material, different signals result from these interactions, viz. backscattering of electrons and
production of characteristic x-rays, emission of secondary electron etc. In the most standard
imaging mode secondary electrons are used. Secondary electrons produce topographic contrast
with high resolution and large depth of field. The secondary electron coefficient depends
strongly on the electron beam energy; at lower energies, they are generated closer to the surface
and thus, they have higher escape possibility. At higher electron beam energies, the number of
secondary electrons increases but they are excited deeper in the specimen. The secondary
electron yield depends also on the surface gradient, increases with increasing tilt angle. Thus,
more secondary electrons are produced from the tilted regions of the specimen, and this
provides an important mechanism for the surface topography imaging.

A scanning electron microscope contains an electron column containing an electron gun and a
demagnification system consisting of electromagnetic lenses for focussing of the electrons

from the electron gun to a nanometer size spot on the sample mounted in the sample chamber
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below the electron column. Detectors for electrons and x-rays emitted from the sample are also
mounted inside the sample chamber and a computer interface is coupled with the detectors for
displaying the image. In a field emission gun, the cathode is a very sharp tungsten tip attached
to a hairpin shaped tungsten wire. High voltage bias applied on the cathode causes development
of intense electric field around the tip which results in electron emission from the sharp tip.
The source size of the electron beam can be of the order of 20 nm in field emission gun offering
a better resolution in SEM. For the studies presented in this thesis, a Carl Zeiss-make SEM was
used [28]. The microscope works with a probe current up to 100 nA and acceleration voltages

from 0.2 to 30 kV.

2.6 Transmission electron microscopy (HRTEM)

Transmission electron microscopes [29,30] are usually used to study sample microstructures,
crystallinity aspect, etc. The ideal thickness of the sample may, in some cases, be of the order
of 100 nm or even less [30] which transmits electron with relatively less energy loss. The power
of the TEM relies on its better resolving power and production of diffraction data and images.
The configuration of a transmission electron microscope (TEM) is shown schematically in Fig.
2.11. The electron gun at the top of the microscope produces a stream of energetic electrons.
Electron guns with LaBg crystal filament is commonly used in TEMs. Electrons emerging from
the electron gun are focused to a thin, almost parallel beam by a pair of condenser lenses. Some
of the electrons in the beam which travel at relatively larger angles with respect to the optic
axis is restricted from falling on the sample by a condenser aperture of controllable size placed
below the condenser lenses. The sample to be examined is placed at the object plane of the
objective lens of the TEM. To obtain a clearly visible image on the phosphor screen, the sample
is required to be electron transparent, i.e., thin enough so that a large portion of the incident
electron beam is transmitted through the sample. The thickness of any material that the

electrons can penetrate through is dependent upon the energy of the incident beam and
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elemental composition of the material. In general, it is necessary to thin a sample below 100
nm for observation in TEM and below 50 nm for high resolution TEM (HRTEM). The
transmitted portion of the electron beam is focused by the objective lens. An electron
diffraction pattern of the sample area illuminated by incident parallel beam of electrons is
formed at the focal plane of the objective lens (called back focal plane). The image of the
illuminated sample area is formed at the image plane (called the first image plane) of the
objective lens as indicated in fig. 2.11. The electron diffraction pattern or the image formed at
image plane is magnified on the viewing screen by the first and second intermediate lens and
the projector lens assembly. In diffraction mode of operation, the first intermediate lens is
adjusted in such a way that the back focal plane of the objective lens becomes the object plane
of the first intermediate lens. In this case, an electron diffraction pattern is seen on the viewing
screen which consists of a bright central spot on the optic axis and spots due to the diffracted
electrons. An aperture of controllable size (called the selected area aperture) is placed at the
first image plane. An area of interest can be selected from the sample image formed at first
image plane by the selected area aperture. This selected area acts as a virtual source for the
intermediate lens assembly so that only electron diffraction from this area can be observed in
the viewing screen and is known as selected area diffraction (SAD) imaging. In imaging mode
of operation of the TEM, a spot from the electron diffraction pattern can be chosen for imaging
by another aperture placed above the SAD aperture which is called the objective aperture. To
obtain an image of the sample, the first intermediate lens is adjusted so that the first image
plane becomes its object plane. If the central spot on the optic axis is chosen for imaging by
the objective aperture then the TEM image is called a bright field image. If any other diffraction
spot is chosen for imaging then the image is called a dark field image. In this thesis, TEM

measurements have been carried out using JEOL, UHR 2010 (at Institute of Physics,
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Bhubaneswar) and field emission gun based 300 keV FEI Tecnai G2 S-Twin (at Saha Institute

of Nuclear Physics, Kolkata) machines operating at 200 keV.
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Figure 2.11: Schematic diagram of TEM parts, image formation and diffraction pattern
formation process

In HRTEM the image formation is based on the phase contrast mode, which is the most difficult
contrast mechanism to image in transmission electron microscopy, but it is also the mode that
provides images with higher resolution. It is related to the phase lag in the electron wave front
introduced by the passage of the electrons through the sample. The retarded phase will interfere
with another wave, giving phase contrast.

It has been mentioned above that for observation of solid samples like ion bombarded Si wafers
in TEM, thinning of the sample down to 50-100 nm is necessary for transmission of the electron
beam through the sample. The sample thinning process involves several steps, especially in

case of preparing sample for cross-sectional observation [31].
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2.7 X-ray diffraction (XRD)

One of the most widely used techniques for evaluating the crystallinity of materials is x-ray
diffraction (XRD). Since the wavelengths of the x-rays (1-100 A) are similar in size to the
interatomic spacing of the material, the waves diffract and scatter. The scattered waves contain
information about the material’s individual atoms and their arrangement. When a beam of
monochromatic x-rays impinges on a sample most of the radiation scattered from atoms and
interferes destructively with radiation scattered from other atoms. Hence, no signal is detected.
However, when there is long range order in the atomic arrangement of a material, scattered x-
rays interfere constructively. This condition of interference is defined by Bragg’s law (Fig.
2.12):

2dsin@=nA, (2.5)
Where 6 is half the angle between the diffracted beam and the original beam direction, 4 is the
wavelength of the x-rays and d is the inter-planar spacing between the planes that cause

constructive reinforcement of the beam.

Incident light
(Wavelength A)

Figure 2.12: Schematic diagram of Bragg’s reflection
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The most commonly used geometry for thin films is a Brag-Brentano geometry, wherein an x-
ray detector records the intensity of the diffracted beam and produces a characteristic
diffraction spectra using 6-0 geometry. The recorded characteristic spectra not only be used to
determine overall material crystallinity, but also provide a quantitative means of measuring
crystallite size by calculating the full width at half maximum (FWHM) of diffracted peaks. The
average crystallite size is given by the Scherrer’s formula [32]:

D kA
pcosé

(2.6)

D is the average size of the grains, S is the FWHM, 1 is the wavelength of incident x-ray, and
k=0.9 has been chosen according to the literature. Additionally, relative strain in polycrystalline
materials can be measured based on the shift in the central location of the reflection peak.

One of the most widely used techniques for evaluating the crystallinity of materials is x-ray diffraction
(XRD). Since the wavelengths of the x-rays (1-100 A) are similar in size to the interatomic spacing of
the material, the waves diffract and scatter. The scattered waves contain information about the

material’s individual atoms and their arrangement.
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Figure 2.13: XRD setup

A Bruker D8 Discover diffractometer [33] (Fig. 2.13) with Cu-Ka radiation source was used
for the studies presented in this thesis. The x-ray source was operated at a voltage of 40 kV.
Gobel mirror attachment is used to produce a parallel beam of x-rays. Single bounce Ge

(220) monochromator is used for high-resolution measurements.

2.8 Compositional analysis

Compositional analysis of sample were carried out using x-ray energy dispersive spectroscopy
(EDS) and x-ray photoelectron spectroscopy (XPS). The basic principles and a brief

descriptions of these two techniques are presented in the following paragraphs.
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2.8.1 Energy dispersive x-ray spectrometry (EDS)
Energy dispersive x-ray spectrometry (EDS) is an analytical technique used for
the elemental analysis or chemical characterization of a sample [34,35]. In case of EDS
characteristic x-rays are emitted from a material due to energetic electron beam irradiation
which are used to identify the elements present in the material and their relative amounts. An
incident electron is inelastically scattered and knocks out a core electron. An electron from a
higher orbital fills the empty state (hole) in lower (core) orbital. The energy difference between
these two orbitals is released in the form of photons (when the core level electron of high
enough atomic number is knocked out, the emitted photons have energy in the x-ray regime),
whose energy is characterized for the transition in the respective target atom by following
Mosley’s law

Vv =a (Z-b) (2.7)
Where v is the characterized x-ray frequency, a, b are constants, and Z is the atomic number of
the atom. The emitted x-rays are detected by spectrally resolved (the number of counts in a
given energy width of typically few eV/channel) with an appropriate energy dispersive
detector, like Si(Li) or SDD (Si drifted detector).When an incident x-ray photon strikes the
detector crystal its energy is absorbed by electrons in the valence band of the semiconductor
and electrons are raised in the conduction band, creating holes in the valence band. A high bias
voltage at the front and back face of the detector sweeps this electrons and holes producing a
charge signal. The size of the charge signal is proportional to the energy of the incident x-ray
photon. The charge signal is converted to a voltage signal by the field effect transistor (FET)
circuit attached to the backside of the detector. The electronics in the pulsed processor is used
for amplification of the x-ray signal from FET, analog to digital conversion of the data, and
measurement of energy of the x-ray photons incident on the detector from the digital voltage

signal. The output of the pulsed processor is read by the multichannel analyser inside the
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control computer where each channel corresponds to a definite energy interval. For each
measurement of x-ray energy by the pulsed processor, the count in the channel of the
multichannel analyser corresponding to the x-ray energy is increased by one. The total number
of counts at different channels are displayed as an x-ray spectrum. The resolution of the x-ray
detector (given by the FWHM of the peak of a characteristic x-ray line) is 132 eV as measured
for Mn-K line (5.9 keV). An EDX spectrum displays peaks corresponding to the energy levels
for which the most x-rays had been received. Each of these peaks is unique to an atom, and
therefore, corresponds to a single element. The higher the intensity of peak in a spectrum, the
more concentrated the element is in the specimen. An EDX spectrum plot not only identifies
the element corresponding to each of its peaks, but the type of x-ray to which it corresponds as
well. For example, a peak corresponding to the amount of energy possessed by x-rays emitted
by an electron in the L-shell going down to the K-shell is identified as a K,peak.

In this compositional analysis of selective samples were examined by X-Ray Energy

Dispersive Spectroscopy (EDS) in the SEM coupled with an EDS arrangement (Carl Zeiss).

2.8.2 X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS) is a spectroscopic technique which quantitatively
measures the elemental composition, chemical state, and charge state of elements present in a
material. Since the discovery of photoelectric effect by Heinrich Rudolf Hertzin 1887, it has
become the most interesting light-matter phenomenon which was successfully explained later
in 1905 by Albert Einstein. Kai Siegbahn and his group in 1954 from Uppsala University
(Sweden) developed and recorded the first high-energy-resolution XPS spectrum of the cleaved
sodium chloride (NaCl) material [36]. XPS spectra are obtained by irradiating a material with
a beam of X-rays while simultaneously measuring the kinetic energy and number of electrons
that escape from the top 1 to 10 nm of the material being analyzed. XPS requires ultra-high

vacuum (UHV) conditions.
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When x-ray photons interact with a solid it leads to ionization and the emission of a core (inner
shell) electron from the atoms of the solid. Because the energy of the incoming x-ray photon is
known, the binding energy of the emitted electrons can be determined by

Ebinding= Ephoton- (Ekinetict ¢) (2.8)
Epnoton 1S the energy of the x-ray photon, ExineticiS the Kinetic energy of the electron and is
measured by an electron analyzer. ¢ is the work function of the material. These analyzers use
electrostatic and/or magnetic lens units focused through apertures to effectively separate out
electrons in a desired narrow band of energies from the wide range of energies contained in all
other electrons entering the spectrometer.
For every element there will be a characteristic binding energy associated with each core
atomic orbital. This gives rise to a characteristic set of peaks in the photoelectron spectrum at
kinetic energies, determined by the photon energy and the respective binding energies. The
presence of peaks at particular energies therefore, indicates the presence of a specific element
in the sample under study. Intensity of the peaks is related to the concentration of the element
within the sampled region.
In the present thesis, the XPS experiments were performed using a setup procured VG
Instruments (the schematic of the system setup is shown in Fig. 2.14). The base pressure of the
main chamber is maintained at 1x10*°Torr. The load-lock chamber is equipped with low
energy Ar ion gun. The XPS system is equipped with twin Mg/Al anodes, a hemispherical
analyzer, and a channeltron unit. The dual anodes generate non-monochromatic X-ray
emissions of energies 1253.6 eV for Mg-K, and 1486.6 eV for the Al-K, lines. Analyzer was
operated with the pass energy of 200 eV for the large survey scans of 1-1000 eV, and 20 eV
for the high-resolution scans. The instrumental resolution of the setup is 0.9 eV. The data were
acquired at an angle of 45° between the sample normal and the analyzer axis. The final spectra

were fitted using the VGX-900 software to get the binding energy positions of the elements.
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Figure 2.14: Schematic diagram of the XPS setup displaying different components

2.9 Optical studies

Reflectance measurements and photoluminescence studies were carried out for ion bombarded
Si samples and AZO thin films grown on Si substrates. The working principles of these

facilities are described below.

2.9.1 Reflectance

Reflectance is the amount of incident light that is reflected by a surface. Optical reflectance
measurements were obtained using a Shimadzu UV 3101PC UV-visible-NIR
spectrophotometer (Fig. 2.15) equipped with a specular reflectance measurement accessory.
The spectral range that can be studied with this instrument is 200 to 3200 nm. However, in the

present thesis, most of the spectra were collected over a wavelength range of 300-800 nm using
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1 nm increment. The reflectance mode works in a specular reflection geometry arrangement

with 45° incidence angle of light.

Figure 2.15: UV-Vis spectrophotometer

2.9.2 Photoluminescence

Emission of light from a material under optical excitation is known as photoluminescence (PL).
PL is a useful non-destructive method for studying the band gap of semiconductor materials.
When photons having energy greater than the band gap of a material is incident on the material,
they are absorbed and as an outcome electronic excitation from valence band to conduction
band take place. This creates holes in the valence band. Subsequently, electrons come down to
the lowest level of the conduction band by nonradiative transition and then drop to the holes in
the valence band. The energy difference in the electronic transition is radiated in the form of
electromagnetic radiation. Thus, PL spectrum of a bulk semiconductor, in general, corresponds

to its band gap. In low-dimensional systems, the gap between the valence band and the
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conduction band increases due to the finite size of the systems. As a result, the frequency of
the PL peak from these systems, corresponding to the transition of electron from the bottom of
the conduction band to the top of the valence band, is shifted compared to that of the bulk
materials. The characteristic change of the width of band gap with decrease in size of the
nanostructures can thus, be studied from the shift in PL peak position. The PL studies presented
in this thesis are based on the measurements by using a FLS 920 fluorescence spectrometer
from Edinburgh Instruments, UK. The exciting radiation comes from a He-Cd 325 nm UV

laser and is detected by a semiconductor detector having photomultiplier tube as attachment.

2.10 Electrical measurements

The electrical properties of thin films, such as electrical conductivity and resistivity, are most
commonly performed in the semiconductor industry using a four-point probe system. The four-
point probe is often used on test structures throughout the semiconductor fabrication process
to ensure and verify the condition of the device between the various processing steps. Two-
point probe systems must take into account contact resistance and therefore, it makes the

measurements much more difficult and erroneous.

2.10.1 Resistivity
The resistivity of the films was determined by the four-probe method with the electrodes in the
planar geometry. High conductivity silver paste was used for making contacts. The Ohmic

nature of these contacts was confirmed with current-voltage (1-V) measurements which showed

linear behaviour. The resistivity (p) of the films was calculated applying Ohm’s law, by using

the relation p = RA/L. Here R is the resistance given by the slope of the current-voltage
characteristic curves, A is the area of the film in the planar geometry given by the product of
the film thickness and the width of the film, L is the spacing between the electrodes. The current

voltage measurements were carried out using a Keithley source measure unit (Model 2410).
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2.10.2 1-V characteristics

I-V characterization consists of basically applying a voltage between two probes in the sample
and measuring the current that flows through the sample. I-V measurements were carried out
using a Keithley 2410 source meter. Each source meter instrument is both a highly stable DC
power source and a true instrument-grade 6%-digit multimeter. The power source
characteristics include low noise, and precision. The result is a compact, single-channel, DC
parametric tester. To do the characterization we used a computer program which scans voltage

at constant rate up to maximum desired voltage.

2.10.3 C-V characteristics

Capacitance-voltage (C-V) profiling is used for characterized various semiconductor materials.
In this technique, applied voltage is varied and corresponding capacitance (across a junction)
is measured at plotted as a function of the voltage. Generally, a metal-semiconductor junction
or a p-n junction were characterized using this technique where the formed depletion region
(with its ionized charges) behaves like a capacitor. By varying the applied voltage one can vary
the width of the depletion region. The dependence of the depletion width on the applied voltage
provides information about the doping profile, defect densities, and junction barrier height etc.
C-V measurements can be carried out using a DC or an AC signal.

In the present thesis, capacitance measurements are useful in determining the built-in voltage
(Vi) as per the following equation mentioned below, where ¢, is the permittivity of free space,
Ks is the dielectric constant, A is the cross-sectional area, Na is the acceptor concentration. Eq.
2.9 is the depletion capacitance equation for a metal-semiconductor, which is a good

approximation and applicable for a highly doped n-AZO layer deposited onto a p-Si.

— 2(Vbi _VA) (29)

1
C?  gN,K.&,A2
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In the ideal system, plotting 1/C? vs. Va, the applied voltage, yields a straight line intercepting
at 1/C? = 0 with the voltage axis. Following the above equation, the slope of this line is
proportional to the carrier density and therefore, a straight line is indicative of a uniform doping
distribution. Capacitance measurements, which are ideally frequency independent, indicate the
capacitance of the space charge layer. It is however often the case that these plots are frequency
dependent. Two types of plots are possible: curves that are parallel to each other and therefore
having different built-in voltages and curves that have different slopes, converging to the same
built-in voltage. The latter behaviour is attributed to the presence of surface irregularities and/or
surface states in the semiconductor.

According to the equation, a nonlinear relationship between 1/C2 and V are expected when deep
levels are present and exposed and when their sites are ionized. Concentration levels increase
in a nonlinear fashion as a result of bias changes. Nonlinearity in 1/C? vs. V curves is therefore,
a direct result of the effect of deep level charge. The studies presented in this thesis were carried

out using a precision LCR meter (HP 4284A).

2.10.4 Photoresponsivity studies

In general, optoelectronic property of a heterojunction is categorized in two groups, namely,
generation of photocurrents due to absorption of photons and the emission of photons as a result
of electronic excitation in the heterojunction. In the thesis we concentrate on the former one.
The current-voltage characteristic of a heterojunction gets changed under the presence of a

light source. The modified expression can be written as [37]:

2.10
J:J{em(I?VTJ—l}JR 219

Where Jr is the photocurrent density, Js is the dark reverse saturation current density, and V is

the applied voltage. In absence of recombination or generation of carriers, Jr is voltage
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independent and is equal to the short-circuit photocurrent density Jsc. The open circuit voltage

Voc across the heterojunction (J=0) can be expressed as:

Ll |n[1+ J—R} 2.11)
g Js

The saturation current (Js) depends on the heterojunction structure, while Jr depends on a
geometrical dimension of the heterojunction.

The most commonly used mode of illumination for heterojunction is perpendicular
illumination where the photons are incident on the front surface of the wide—band gap material
and are perpendicular to the plane of the junction. In this case the high energy photons are
absorbed in the wide band gap material while low energy photons penetrate through the wide
band gap material and are absorbed in the narrowband gap material near the interface. This
phenomenon is called window effect.

A heterojunction which responds to the incident photons is known as photon detectors. The
photon detectors measure the rate of arrival of quanta and show a selective wavelength
dependence of the response (in the form of current or voltage) per unit incident radiation power.
Photovoltaic cell (solar cell) is a type of the photo detector where the energy of sun light is
directly converted into electricity.

A solar cell under illumination is characterized by the following parameters: responsivity,
short-circuit current, open-circuit voltage, the fill factor and the power conversion efficiency.
In the following paragraphs these parameters are clarified [38].

Responsivity

Responsivity (R;) is defined as the ratio between the output electrical signals [voltage or
current (Ipn)] to the incident radiation power (Pin). The responsivity for monochromatic light of
wavelength incident normally is given by [38]

I
R,=- 2.12
=2 (2.12)

in
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Short-Circuit Current

The short circuit current (Isc) is the current in illumination device at zero voltage bias. By the
overlap between the absorption spectrum of the solar cell and the solar spectrum, the amount
of current is determined, the intensity of the sunlight, the thickness of the active layer and the
excitation charge. [39]

Open - Circuit Voltage

The open-circuit voltage (Voc) is the voltage represents the bias we have to apply in our device
in order to decimate the current generated by illumination of our device. So, at the Voc point
there is no external current that flows through the device under illumination (I= 0 A) [39].

Fill Factor

Another defining term in the overall behaviour of a solar cell is the fill factor (FF). This is the
ratio of the available power at the maximum power point (Pm) divided by the open circuit
voltage (Voc) and the short circuit current (Isc)

Pu

Voe xlsc

FF = (2.13)

Efficiency
The operating regime of the solar cell is the range of bias, from 0 to Voc, in which the cell
delivers power. The cell power density (P) is given by

P=JV (2.14)
P reaches maximum at the cell’s operating point or maximum power point. This occurs at some
voltage (Vmax) With a corresponding current density (Jmax).
The efficiency (#) of the cell is the power density delivered at operating point of the incident

light power as a fraction of the incident light power density is given by

= “mex ™ e (2.15)
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Alternatively, n= Jse XVoe ¥ FF (2.16)

P

in

These four quantities: Jsc, Voc, FF, and # are the key performance characteristics of a solar
cell. All of these should be defined for particular illumination conditions.

The photovoltaic testing system (PTS, Sciencetech, Canada) [40], used for the present case,
includes a 150 W Xe lamp and a monochromator to tune the light source. A schematic diagram

is shown in Fig. 2.16 for better realization.

Light source

Monochromator

Chopper
controller |

Sample stage

Covering box

Figure 2.16: Schematic diagram of the Photoresponsivity measurement setup
A source meter was used as an active load permits operating the test cell at various load
conditions, including short-circuit, compensating for a series resistor required to sense the
current produced by the modulated monochromatic light. This sensed current plus a reference
signal at the frequency of the light modulation are both fed into the precision lock-in amplifier
to allow measurement of the photocurrent generated by the modulated monochromatic light.

PTS1 software provided by the company allows us to measure the spectral response (SR) and
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I-V characteristic of the cell. It includes a SCIRUNSR I-V-Test measurement system, precision
lock-in amplifier, and system software. The software controls the monochromator, source
meter, and lock-in amplifier to automatically measure the I-V characteristics and SR versus
wavelength, plotting the results on the screen and outputting calculated values, including Voc,
Isc, Pmax, fill factor (FF), and the raw measurements to a standard file format. Key features of
this instrument is listed below:

e Monochromator with automated order sorting filters

e Monochromatic probe light area adjustable from 2mm to 5mm diameter

e Monochromatic probe light power of 125 mW total (white light)

e Keithley 2400 Series source meter

e Bias voltage ranges from 0-200 V

e Calibrated reference detector

e  Optical chopper and drive

e Stanford SR800 series lock-in amplifier

e Photocurrents measurable from 1 picoampere to 1 microampere

e Automated switching of lock-in input signals from reference detector to sample current

measurement

e Target table with dual cell holder having 150 mm height adjustment

2.10.5 Field emission studies

The field emission (FE) is a unique quantum mechanical effect, where electrons tunnel through
a potential energy barrier at the solid-vacuum interface into the vacuum under an external
electric field. The efficiency of this emission process is tens of millions of times higher than in
other known emission process. This phenomenon occurs in high electric fields 107-108V-cm™.

In order to produce such high fields using reasonable potentials, the emitter is usually formed

Experimental techniques and analysis methods Page 54



into a tip with the apex radius of curvature ranging from tens of angstroms to several microns.
The high electric field narrows the potential barrier (which can be described as the zero electric
field work function energy, @) at the metal-vacuum interface so that the electrons undergo
Fowler-Nordheim (F-N) tunnelling [41,42].

Generally, FE is defined by the Fowler-Nordheim (FN) equation which is defined as:

~ ,BZEZ _B]p3?
J—A{ o Jexp( G J (2.17)

where J is the emission current density (A m?), E is the mean electric field between the

electrodes (V pm™), and @ is the work function (eV). The constants are A=1.56x101°A V2eV
and B=6.83x10°V eV1® um™. The enhancement factor, 5, depends on tip-sample geometry
which is 1 for a flat surface and higher for other geometries.

Field emission from semiconductors is a much more complicated process due to its low carrier
concentration in bulk emitter compare to metal emitter. In the presence of external field, low
carrier concentrations allow for field penetrating into the semiconductor, causing band bending
and nonlinearity of current-voltage characteristics in F-N coordinates. The intercept of F-N
plot, In(J/E?) vs. 1/E contains electron emission related information about effective emission
area and field enhancement factor.

All the field emission studies presented in this thesis, were performed within a vacuum chamber
at a base pressure of 5x107" mbar. Field emission measurements (presented in this thesis) were
carried out using a standard two-electrode configuration with copper anode electrode and the
sample was attached to the cathode plate with conductive copper tape (sheet resistance ~0.004
Q/o).Voltage was supplied to selective ion-bombarded Si samples with a Keithley 2410 source
meter. The same source meter was used to measure corresponding field emission current as

well.
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CHAPTER 3

3. Theoretical Background

Self-organization of surfaces under ion bombardment has been extensively studied since its
discovery [1]. The potential of ion-beams to create surface patterns rests on the simplicity by
which large amounts of energy can be deposited near the surface of materials, thereby creating
non-equilibrium, driven states of matter at the surface. In general, ion irradiation can lead to
smoothening or roughening of surfaces depending upon the experimental conditions. However,
till date, no single theory is able to capture the entire variety of patterns and their parameter
space of formation. The materials, which get amorphized under ion-beam bombardment, are
considered to be well describable in the frame work of continuum models [2] which describes

the ion-bombarded surface at a length scale much higher than the atomic scale.

Theoretically, the roughness or smoothness of surface under ion exposure is described by
fluctuations in surface height. In this chapter, we will first briefly introduce some basic
parameters used to characterize a surface. Later on, we will present a short review of

the theoretical models developed for understanding surface evolution under ion bombardment.

3.1 Statistical characterization of surfaces

In a continuum description, a surface can be described by a height function h(r) = h(x,y) where
the height is measured from a fixed reference frame and r = (x,y) is any point on the surface.
The statistical quantities which are used to characterize the surface, are defined through the

variation of h(r) over the surface as described below.

Average Surface Height
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The average or mean surface height, h, is the simplest characterization of a surface. It is defined
as

L2 L/2
1

= [ [0 y)axdy, (3.1)

-L/2-L/2

h=

where the surface height is measured over a surface area of dimension LxL.

RMS Roughness

This quantity determines the fluctuation in surface height with respect to the mean height. It is

defined as

I -L/2-L/2

wzl[ Lf T [h(x, y) b dxdy} (3.2)

Correlation functions and correlation length

The connection or correlation of spatially separated surface points can be determined by the
autocorrelation or height-height correlation function. The correlation length expresses the

distance up to which height of two surface points can be considered to be correlated

Autocorrelation: The autocorrelation function R(r) is defined as,

#% L./[z Lf [{h(x, y)—ﬁ}{h(x+x', y+ y')—ﬁ}]dxdy, (3.3)

-L/2-L/2

R(r) =

where, r is the spatial separation between two arbitrary surface points r1 = (x,y) and ro=
(x+x’y+y"). For a truly random rough surface, R(r) decays to zero with the increase of r. The
decay rate depends on the randomness of the surface. The lateral correlation length (&) is
defined as a length scale over which the magnitude of R(r) decreases to 1/e of its value at r=0,
i.e, R(&)=(1/e) R(0). If the distance r between two surface points is within lateral correlation
length r < ¢, the heights at these two points can be considered to be correlated. If the distance
r between two points is greater than ¢ the height at these two points is considered to be

independent of each other.
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Power spectrum

So far we have discussed the statistical properties of a rough surface in real space. Equivalent
to real space characterization, a surface can also be characterized in reciprocal space by a
function called the power spectrum or structure factor of the surface. Power spectrum, S(k), is

the square of the Fourier transformation of the surface height profile h(x,y) and expressed as

L/2 L2 2

] [, y+ ) = hex, y)Je " bixay

-L/2-L/2

1
12

S(k) = (3.4)

If the surface height fluctuation is periodic with a repetition length |, the periodicity will be

reflected in the power spectrum S(k) as a peak at the wave number k = 27/1.

Measurement of ripple wavelength from AFM images

For our ripple patterned Si samples, the ripple wavelength has been determined from the
autocorrelation of the AFM images. The autocorrelation image is the two-dimensional
autocorrelation function as defined in Eq. 3.3. For the ripple patterned surfaces, the auto
correlation images show the bright strips on the two sides of a central line. The distance of the

nearest bright region from the central bright region gives the wavelength of the ripple pattern

13].

3.2 lon-Solid interaction

lon bombardment of a solid surface results in a gamut of events [4,5]. A schematic of such
events is presented in Fig. 3.1. These interactions are described below.

The major fraction of the incident ions penetrates through the target surface and enters inside
the solid. While traveling through the bulk of the solid, the energetic ions slow down by
transferring energy in elastic collisions with the target atoms and inelastic collisions with the
target electrons. The energy transferred to these displaced target atoms are spent in the same

process of collisions with other stationary target atoms and electrons, creating higher order

Theoretical background Page 61



generations of mobile target atoms and electrons. Thus, this consecutive collision process

results in a region within the target solid within which most of the atoms are mobile.

lon-solid interactions

Reflected Implngmg ions o,@° Electronic
particle T € " interaction

Sputtered +
particle ¢ ¢ N

e\e
Chemical Morphology
reaction Adsorbed atom development
iy~ e ([ -‘}’Radiation-induced
. . segregated atom
Vacancy Sosing

0 °@ 9 -~
|nterst|t|al

Radiation . . . Phonons
damage

Amorphlzatl ‘ Radiation-enhanced
diffusion
Implanted M
atom

Figure 3.1: Interaction of energetic ions with solid target

This region is known as a collision cascade. If the target atoms located near the surface receive
the energy required to overcome the surface potential energy barrier, from this collision
cascade, atoms can be knocked out of the surface. This phenomenon of removal of atoms from

the target surface is known as sputtering.

A small fraction of the incident ions, which undergo large angle scattering collision with the
atoms of the target surface, are reflected back from surface. These atoms, called backscattered

atoms, can be charged or neutral species.

Interaction of the energetic ions with the target electrons can give rise to secondary electron

emission from surface, or emission of optical or x-ray photons.
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The displacement of target atoms from their lattice sites causes the formation of highly
disordered zones around the path of the incident ions. Disorder of the lattice structure
introduced this way is termed as radiation damage. At sufficiently high doses, the individual

disordered zones may overlap, and an amorphous layer may form.

3.2.1 Stopping of ions in matter

The interacting ion dissipates energy by elastic, nuclear collisions with the target atoms, known
as nuclear stopping. This is the reason for defect generation in semiconductors and metals.
They lead to the production of Frenkel pairs consisting of a vacancy and an interstitial atom.
On the other hand, the second one, i.e. electronic stopping, leads to inelastic loss of energy by

exciting the electrons of the target atoms and is known as electronic stopping.

The rate of energy loss of ions inside a target is expressed through the stopping power dE/dx,
where dE is the energy lost by incident ions in traversing a distance dx measured from a
reference frame parallel to the surface. The stopping power can be written as a summation of

energy loss rates due to nuclear and electronic collisions as

= (2) (%),
dx \dx/, \dx)/,

where ((;—E) and (2—Ej are the stopping powers due to nuclear and electronic energy loss,
X n X e

respectively. Energy loss rate is often expressed in terms of stopping crosssection S(E) defined

as

1dE 1(dE) 1(dE
S(E)= o :W(&]n +N(&l =S_(E)+S, (E) (3.6)

where N is the atomic density of the target [6].

Nuclear Stopping
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The interaction between an energetic ion and target atoms can be expressed in terms of the

potential V(r) between them. V(r) can be written as

V(r)=0 for r > ro,

2
— lezze ;((I’) forag<r<ro. (3-7)

Here, r, ro, and ap are the distance of separation of the incident ion and target atom, equilibrium
distance of atoms in a solid, and Bohr radius of hydrogen atom, respectively. Z; and Z; are the
atomic number of incident ion and target atom, respectively and e is the electronic charge. y(r)
is a screening function which represents the electrostatic screening of nuclear charge by atomic
electrons. In order to calculate the nuclear stopping, power law form of the interatomic
potential V(r)~r? can be assumed where the screening function y(r) is approximated in power
form as y(r/ate)=(ks/s)(ate/r)?, where s=1,2 ....ks, a numerical constant. are is Thomas-Fermi

screening radius defined as

. - 0885348, 8)
(le/z N Z;/z)

in this power law form of interatomic potential, the nuclear stopping is given by [6],

1-2m
Sn(E)=CmE MM, 5 | (3.9)
1-m | (M;+M,)
22,6\ (M, )"
where C, =2 a%| &2 : (3.10)
2 TF MZ
Here, m=1/s and A is a fitting variable has the functional form
2m
A =2m k.'(1/2)['(L/2+5) ’ (3.11)
AT (s/2+1)
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this stopping cross section can be shown in more compact form by defining reduced energy (&)

and reduced length (p) as:

Sa(e) = de __An __gom (3.12)
dpo, 2(1-m)
where &= M, e - E; p. =4nrNaz Mzz : (3.13)
M,+M, Z,Ze (M, +M,)
the value of the exponent m depends upon the reduced energy (¢) as
m=1/3 for £<0.2 (3.14)
m=1/2 for 0.08<eg<2
m=1 for &£>2,

an approximation of screening function was given by Ziegler, Biersack and Littmark (ZBL) [7]
for which the corresponding nuclear stopping is applicable to wider values of . Such higher
values of ¢ corresponding to very high energy ion-beam are out of the scope of this thesis and

not discussed here.
Electronic Stopping

Electronic energy loss of an energetic ion inside a solid is dependent upon the velocity of the
ions. For the ion velocity v < voZ12®, where vo is the Bohr velocity of atomic electron, electronic

stopping cross section was derived by Lindhard and Scharff [6] as:

216 12
S.(E) =3.83L2,2 Bl K EY?, (3.15)
(212/3 +222/3)3 M,

other terms except energy are included in the constant K.. In terms of reduced energy (¢) and

reduced length (p) the above formula becomes
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M,

3/2
22/322/3 1+
S (e)z(—gj UM — Kk(e)"? (3.16)
‘ do ), 12.6(z2° + 22" M¥?

In the high energy range where ion velocity v > voZ1#3, the influence of the incident ion can be
regarded as a sudden, small perturbation to the target electrons. This interaction of high energy

ion-beam with target electrons is out of the scope of this thesis and not discussed here.

Figure 3.2 shows a comparison of nuclear and electronic energy loss for Ar-ion irradiation in
Si. In the low energy range (0.5-10 keV) total energy deposition rate follows the nuclear energy
loss curve. In the medium energy range (10-500 keV) total energy curve starts to deviate from
nuclear energy loss curve due to the increasing electronic energy loss of ions at higher energy.
At high energies (above 1 MeV), where ¢ > 10 (for nuclear energy loss) and v > voZ1??, the

electronic energy loss of ions become the dominant energy loss process.

Figure 3.2 shows a graph of the nuclear and electronic energy loss and their sum as function of

ion energy for Ar*-ion irradiation of a Si target.
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Figure 3.2: Rate of energy deposition, dE/dx, for Ar*-ions in Si. Nuclear, electronic and total
energy losses are plotted as a function of incident ion energy (E). The energy losses are
calculated using SRIM 2012 Monte Carlo simulation code [8].
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From Figure 3.2, it is clear that the stopping for argon in silicon is governed by the nuclear
energy loss for ion energies (<10 keV). During this process, target atoms are displaced from
their original positions provided the transferred energy is larger than the displacement energy
of a silicon atom which is of the order of 15 eV [9] and relevant effects like sputtering of surface
atoms, generation and migration of point defects, amorphization of crystalline materials, and
formation of surface layers with reduced viscosity relative to the bulk target etc. take place.
The interplay of these processes lead to the evolution of nanostructures during irradiation. In
the present thesis, with argon energies ranging between 500 and 1500 eV, the electronic
stopping is only about 10% of the total stopping and is dominated by mostly nuclear energy
loss. For higher ion energies (> 150 keV in Figure 3.2), the energy loss is dominated by
electronic stopping, due to electronic interactions between the ions and the target. The energy
acquired by the electrons is subsequently transferred to the atomic lattice via electron-phonon
coupling, resulting in local lattice temperatures that can exceed several thousand Kelvin [10]
which induces a cylindrically-shaped molten region of few nanometers around the ion track.
This process is commonly referred to as the thermal spike model [11,12] which can lead to

structural modifications of the target such as amorphization and defect generation.

3.2.2 lon range and straggling

The direction of the trajectory of an energetic ion inside a solid keeps on changing from the
point of entrance to its resting place due to collisions with the target atoms. A general three-
dimensional presentation of the penetration of a projectile in a solid is shown in Fig. 3.3. In
this schematic, an energetic projectile enters the surface at point (0,0,0), at an angle 6 to the
surface normal. The projectile comes to rest at point (xs, ¥s, Zs). The actual distance travelled by
the ion, i.e., the total path length is called the range R of the ion. The net penetration of the
projectile into the material, measured along the initial ion trajectory, is called the projected

range Rp. The net depth of penetration, the perpendicular distance of the ions resting place (xs,
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Ys, Zs) from the surface, is zs, which equals projected range only for normal incidence of the ion
on the surface (@ = 0). The radial range R, is the distance from the point of entrance to the point
of ions resting place. In the context of ion-solid interaction, projected range, Rp, is often

designated as range of the ions.

Incident ion !

z_, depth of
penetration

e e

- \\:*'(Xslyslzs)
path / )&Radial
X Projected Range, R,
range, Rp

v o~

Figure 3.3: Schematic diagram for definition of penetration depth, spread, radial range, and
projected range.

Rs is called the lateral spread of ions from its impact point over the surface. Stopping of an ion
in a target solid is a stochastic process. The collision sequence and subsequent ion deflection,
and the total length of the ion trajectory inside the target varies from ion to ion. As a result,
ions with same energy, incident with the same angle onto the target surface, do not necessarily
come to rest at the same depth below the surface. Instead, a statistical distribution of the depths,
to which ions penetrate, is observed. The distribution of the projected range is referred to as
range distribution. At low ion doses and in the absence of crystal orientation effects, the range

distribution of ions is roughly a gaussian. The average range is defined as the distance of peak
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of the gaussian distribution from the surface. The width of this distribution is called “range
stranggling”. The average ion range (R) can be expressed in term of incident ion energy (Eo)

[6] as:

1_m m-1 n
R(E,) :(WJ SC E2", (3.17)

Here, y = 4M1M2/(M1+ M2)?, Cr and m are defined earlier.

3.2.3 Basics of sputtering
Sputtering is the removal of target atoms under ion bombardment. Sputtering is described

quantitatively by the sputtering yield (Y), no. of sputtered atoms per incident ion, defined as [6]

Y = AF, = _“NSEn(E> (3.18)
B

Here, 4 is a constant which depends on the properties of a material, Fp is the nuclear energy
deposition per unit length, N and Eg are the target atomic density and surface binding energy,
respectively, and a is a correction factor that depends on the ratio of ion and solid atomic
masses. Moreover, light-ion sputtering is independent of temperature, and heavy-ion sputtering
is only influenced by temperature close to the target melting point [13]. The sputtering yield
has its maximum value when the incident particle energy is somewhere in the medium energy
regime. At higher energies, the particle penetrates deeper into the target and fewer surface
atoms are removed, lowering the sputtering yield. When the mass equals the target mass,
sputtering yield is maximized.

The sputtering yield, Yg, at incident ions energy E, can be approximated by an empirical

formula

a Q.S (E) 28
Y =042 %> , 3.19
E E,[L+0.35E,5S, (¢)]* (3.19)
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where y =1-(E, /E)"?, as and Qs are empirical parameters determined from experimental

sputtering yield data, and Ex is the sputtering threshold.

The sputtering yield, in general, is an increasing function of ion angle of incidence, & (with
respect to surface normal), except at very high angles where the reflection of ions from the
surface becomes the dominating factor. An approximate relationship of the sputtering yield,
Yo, corresponding to ion angle of incidence 6, to sputtering yield Yo for normal ion incidence is

given by

=(cosO) ™", (3.20)

< |<

o

fs is a function of M2/My [6].

Experimentally obtained sputtering yield starts to deviate from the behavior predicted by Eq.
3.20 at higher incident angles. By carrying out a more detailed study, Yamamura et al. [14,15]

put forward the following empirical relationship between Yo and Yo

1) 1
Y, =Y, —— | exp| -2 ——-1]], 3.21
¢ O(cose) xp{ (cos@ ﬂ (3:21)
where f is the function of energy, f :1.85[1+1.25(1_—ZH, T = f cosd,,, where Oop is the
V4

angle at which sputtering yield is found to be the maximum. Eq. 3.21 provides a more realistic

description of sputtering yield compared to Eq. 3.20, especially at higher incident angles.

3.2.4 Numerical simulation of ion-solid interaction
Detailed simulation of ion-solid interactions over a large range of ion energies can be carried
out using Monte-Carlo and molecular dynamics simulation codes available at present. These

simulation codes offer a way of understanding the physical processes taking place in particular
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experimental situations by providing details of ion stopping, resulting radiation damage,
sputtering, ion and recoil distributions, etc. For the present study, the necessary simulations

were performed using SRIM [8] and TRIDYN [16] codes.

SRIM: SRIM (Stopping and Range of lons in Matter) is a simulation package based on the
Monte Carlo code TRIM (Transport and Range of lons in Matter). TRIM follows history or
ion trajectories of a large number of individual ions or particles in a target. They all begin with
a given energy, position, and direction. The particle is assumed to change direction as a result
of binary nuclear collisions and moves in a straight path between two consecutive collisions.
The energy of the particle is reduced as a result of nuclear and electronic (inelastic) collisions,
and a trajectory is terminated either when the energy drops below a pre-specified value or when
the particle position is outside the target. The target is considered amorphous with atoms at
random locations and thus, the directional properties applicable for a crystalline material are
ignored. This code calculates the final three-dimensional distribution of the ions and all kinetic

phenomena associated with the ion’s energy loss such as sputtering yield, target damage etc.

The applicability of TRIM is limited in the sense that the modification of the target composition
due to ion implantation and erosion of the target surface due to sputtering is not taken into
account during simulation. Therefore, the simulated results such as the distribution of
implanted species conforms to expe