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Synopsis

Layered materials have become a topic of extensive research in the last few years owing to

the rich fundamental physics and amazing technological applications [1]. The basic structure

of these materials consist of stacks of 2 dimensional (2D) sheets with strong in-plane covalent

bonding and interlayer van der Waals bonding. The 2D structure, give rise to many anoma-

lous electronic and magnetic properties. These materials posess a vast spectrum of properties

ranging from insulating through semiconducting to superconducting. In this thesis, we have

investigated the electronic structure of the some layered superconductors and semiconductors

using photoemission spectroscopy.

Photoemission spectroscopy is a very powerful experimental tool for probing the electronic

structure, bonding and chemical nature of a material [2, 3]. Ultra violet photoemission (UPS)

probes the occupied valence band density of states while X-Ray photoelectron spectroscopy

(XPS) gives information regarding the core level electronic structure. Angle resolved photo-

electron spectroscopy (ARPES) is of particular interest because it is the most direct technique

to elucidate the momentum resolved occupied electronic structure of a material [4]. Moreover,

avaliability of high resolution electron energy analyzers enables one to probe directly the most

crucial low-energy excitations near the Fermi level (EF ). It can give valuable information re-

garding the finer spectral weight shifts, pseudogap behaviour [5], quasi particle excitations [6]

and Orbital Selective Mottness [7, 8] near the Fermi level. On the other hand, inverse photoe-

mission spectroscopy (IPES) probes the unoccupied density of states above the Fermi level [9].

For this thesis we have used Ultraviolet Photoemission Spectroscopy (UPS) and Inverse Pho-

toemission Spectroscopy (IPES) to study the electronic structure of polycrystalline supercon-

ductors; Fe(Se,Te), NdFeASO(F) and Sr0.5RE0.5FBiS2 (RE = Rare Earth). Angle Resolved

Photoelectron Spectroscopy (ARPES) and X-Ray Photoelectron Spectroscopy (XPS) have been

used to probe the valence band and core levels respectively, of GeSe. The experimental results

are analyzed by our own LDA+U band structure calculations using TB-LMTO-ASA [10].

Amongst the various high Tc superconductors, the Fe-based systems are the first magnetic

materials that are found to exhibit a Tc above 50 K [11]. There exist a strong interplay of elec-

tronic, spin and lattice degrees of freedom in these materials due to the multi orbital correlations

existing in them. The presence of multiple bands crossing the Fermi level makes the electronic

structure very sensitive to their crystal structure, especially the anion height (the distance of the
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anion from the Fe plane) and the anion-Fe-anion bond angle [12]. Chapter IV and V of this

thesis deals with our experimental studies of the electronic structure of the Fe superconductors

using Photoemission spectroscopy and understanding them using the LDA based theoretical

calculations. The doping and temperature dependent pseudogap seen in these systems have

been explained in terms of the orbital selctivity of the Fe-3d orbitals. The moderate electron

correlations coupled with Hund’s coupling leads to Orbital Selective Mott transition [13] in Fe

superconductors generating a mixed phase of localised electrons in some orbitals and itinerant

in others.

The electronic structure of valence band and conduction band for FeSe1−xTex (x = 1, 0.5,

0) have been probed using UV Photoemission and Inverse Photoemission respectively. The

experimental results and the theoretical LDA+U band structure calculations show a doping de-

pendent pseudogap with Se substitution both in the occupied and unoccupied electronic states.

The temperature dependent spectral weight transfer near the Fermi level, which results in the

pseudogap, in the valence band region has been correlated to the changes in Fe(Se,Te)4 tetra-

hedra which is sensitive to the change in chalcogen height i.e. the distance of chalcogen atom

from the Fe plane. The calculations have shown that these structural changes lead to shifts

in the electron occupancy from the xz/yz and x2 - y2 orbitals to the 3z2 - r2 orbitals indicat-

ing a temperature induced crossover from a metallic state to an Orbital Selective Mott (OSM)

Phase. Our study presents an observation of a temperature induced crossover to a low temper-

ature OSM phase in the family of Fe chalcogenides. Complementary changes were observed

on the unoccupied side in our inverse photoemission study. The depletion in spectral weight

from the near EF states at low temperature in IPES has been correlated with the enhancement

of the 3z2 - r2 orbitals in the PES. Changes in Fe-3d - chalcogen-p hybridisation originating

from the changes in the chalcogen height due to doping and reduction in temperature controls

the electronic structure of Fe superconductors. The coulomb correlation energy U, estimated

from the combined PES and IPES spectra, signifies the enhancement in electron correlations in

FeSe1−xTex, with doping. The formation of pseudogap in PES and IPES confirms the impor-

tance of correlations in the 11 family of Fe superconductors.

In order to understand the generic behavior of the spectral weight shifts and the consequent

normal state pseudogaps in the Fe based superconductors we made an extensive study of the

valence band electronic structure of the Nd[O1−xFx]FeAs, which revealed the presence of a

doping and temperature dependent pseudogap in this system also. Similar to the FeSe(Te)
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the pseudogap was found to be intimately correlated to the reduction in the pnictogen height

induced by the changes in the Fe-As tetrahedra. The enhancement of Fe-3d (x2-y2 and yz/zx)

- As- 4p hybridization at lower pnictogen height, results in a reduction of the occupany of the

x2-y2 and yz/zx orbitals at the Fermi level. This generates an Orbital Selective Mott insulating

Phase (OSMP) at low temperature in the Fe (1111) systems, whereby the Fe-3d orbitals are

rendered insulating. We found a similarity in the nature of the pseudogap observed in the

(1111) and (11) family of superconductors signifying the role of multi orbital correlations in

Fe superconductors.

Further, we have also made a comprehensive study of another family of superconductors,

the Rare Earth (La, Ce) doped SrFBiS2, using the valence band photoemission in conjunction

with the LDA based band structure calculations, discussed in chapter VI of this thesis. The

BiS2 compounds exhibit a layered structure composed of stacks of spacer layers and BiS2 lay-

ers [14] which play a significant role in determining the superconducting properties, similar

to the case of the CuO layers in cuprates and Fe-P/Ch (P-pnictogen, Ch-chalcogen) layers in

Fe superconductors. The changes in the near EF electronic structure of SrFBiS2 compound

with rare earth (RE) doping has been focused in our study. The doped systems show a shifting

of the Fermi level towards the conduction band which results in the shifting of photoemission

spectral features towards higher binding energies compared to those of the parent compound.

The combined effect of the doping of electrons and lowering of the Bi-S-Bi bond angle dis-

tortion, is more metallicity in the doped systems. Photoemission results revealed an enhanced

spectral weight near EF with a simultaneous depletion of states at higher binding energies. The

pseudogap formation in BiS2 superconductors shows a resemblance to the case of cuprates.

The spectral weight depletion at low temperatures for both the undoped and doped compounds

corroborates with the semiconducting nature of the BiS2 in its normal state.

Recently, 2D chalcogenides with narrow band gaps have attracted much attention due to

their richness in fundamental physics as well as diverse applications in thermoelectrics, optical

filters, optical recording materials, infrared detectors, photovolatics energy storage, photocatal-

ysis, sensors etc. There has been an upsurge of research on the IV-VI semiconductors, partic-

ularly, the Germanium Selenide systems due to its use in random access memory applications

and radiation sensors, solar cells and photovolatics. Germanium Selenide belongs to the family

of IV-VI layered chalcogenide semiconductors with orthorhombic structure (Pnma) [15]. The

atomic layers are separated by van der Waals forces, making the material cleavable along the
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b-c [100] planes. Chapter VII deals with the valence band electronic structure of Germanium

Selenide (GeSe) single crystal investigated using Angle Resolved Photoemission spectroscopy

(ARPES) and X-ray photoelectron spectroscopy. XPS study confirms the chemical constituent

of the GeSe crystal. LDA based band structure calculations have been employed to support our

experimental investigations. The experimentally observed bands from ARPES, match qualita-

tively with the calculated band structure along the high symmetry Γ-Z, Γ-Y and Γ-T directions.

We have observed the valence band maximum at binding energy of -0.5 eV, which occurs nearly

midway along Γ-Z direction, in accordance with the indirect band gap of GeSe. The difference

in hybridisation of Se and Ge 4p orbitals along different directions is reflected as the variation

of dispersion along these directions in the ARPES spectra. The predominance of Se 4pz or-

bitals, evidenced from FAT band calculations, could be the cause of the highly dispersive bands

along Γ-T direction. The detailed electronic structure analysis reveal the significance of the

hybridized cation-anion 4p orbitals in the band dispersions in IV-VI semiconductors. This we

find as the first comprehensive study on the electronic structure of a GeSe single crystal using

ARPES in conjugation with theoretical band structure analysis.
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Chapter 1

Introduction

1.1 Layered Materials :

The advent of graphite based materials led to plethora of research in the field of layered mate-

rials in the quest for other alternative two dimensional (2D) layered materials. The anistropy in

structural, electrical and magnetic properties exhibited by these materials have been the topic

of extensive research for solid state chemist, physicist and engineers [1]. The layered materi-

als have paved the path way for the development of intercalation chemistry which has evolved

into the field of topochemical reactions facilitating the synthesis of several kinetically stable

products, which was difficult to grow using other growth techniques. This field has attracted

physcists to unfold the origin and mechanism of various exotic phenomena which exist in these

systems like spin and charge density, topological insulating state, quantum spin hall (QSH)

effect, superconductivity, colossal magnetoresistance (CMR), metal insulator (MI) transition

etc. . Engineers and scientists are also captivated towards these materials due to their amazing

technological applications in electronics, sensing, photonics, catalysis, bioengineering, energy

harvesting, and flexible electronics [2]. Modification of these materials achieved by chemical

doping, pressure application and intercalation leads to unique and diverse properties enhancing

thier utilisation in technological applications. The layered materials can be used as building

blocks for synthesis of various 3D structures with precisely tailored properties.

The basic structure of layered materials consists of stacks of 2-D sheets with strong in-

plane covalent bonding and weak interlayer Vander Waal’s interaction. Many of the physical

and chemical properties of these materials owe its origin to the anisotropic layered structure

with different interlayer and intralayer bonding. Due to the weak interlayer bonding, the lay-

ered materials possess a cleavage plane reducing it into a quasi-2D system. Examples of 2D
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layered materials include graphite, hexagonal boron nitride (h-BN), chalcogenides, mangan-

ites, titanates, cobaltates, superconductors and topological insulators to name a few. All these

materials are interesting on their own right, namely, they present correlated electronic states

where charge, spin, orbital, lattice degrees of freedom play an important role. The broad range

of compositions of layered materials and the endless possibilities of combining them in het-

erostructures give rise to a rich spectrum of properties ranging from insulators through semi-

conductors to superconductors and the recently discovered topological insulators. Despite the

exploration of numerous layered compounds, there still exist a universe of 2D crystals with its

own beauty and purpose, waiting to be discovered and studied.

The present thesis deals with some layered superconductors and semiconductors. The lay-

ered materials included in the thesis are Fe chalcogenide (FeSe1−xTex), Fe pnictide (NdFeAsO1−xFx),

rare earth (La,Ce) doped SrFBiS2 superconductors and chalcogenide semiconductor (GeSe).

The subsequent sections shall cover the materials used in the thesis.

1.2 Layered Superconductors:

Since the discovery of the phenomenon of superconductivity in 1911 by Heike Kamerlingh

Onnes [3], it still remains an unsolved puzzle with missing pieces. The whole range of in-

triguing and often surprising properties discovered in this field drives physicists to unwind the

mystery behind the origin and mechanism of superconductivity. The phenomenon of supercon-

ductivity remained confined to very low-temperatures until the discovery of high-Tc supercon-

ductivity (Tc ∼ 30 K) in layered La-Ba-Cu-O ceramics by Bednorz and Muller in 1986 [4].

This paved the path way for synthesis of numerous high Tc superconducting cuprates. In 1993

the highest Tc of ∼ 135 K was achieved in Hg based cuprates [5]. The synthesis of cuprates

also laid a platform for the exploration of several other layered superconducting materials. In

2008, the discovery of LaFeAsO1−xFx [6] with Tc of ∼ 26 K, ushered into a new arena of

superconductors, namely the Fe based superconductors. The existence of superconductivity in

Fe based compounds was quite puzzling on account of the antagonistic relationship between

superconductivity and magnetism. These systems generated a great interest among researchers

opening a new route for the high-Tc research in additon to that of the cuprates [7]. However, it

also posed new challenges on both experimental and theoretical sides and added a new problem

for physicists in addition to the longstanding problem of cuprates. This new class of iron-based
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systems share some common properties with cuprates such as the layered crystal structures, 3d

electrons participation and antiferromagnetic (AFM) ordering in the parent compounds. How-

ever, many differences exist between the two classes especially in their electronic structures.

The parent compound of iron based superconductors are bad metals on contrary to the Mott

insulating nature of the parent compound of cuprates. Moreover, the properties of iron based

superconductors exhibit a lower anisotropy in comparison to the cuprates. The Fe supercon-

ductors are classified into two broad categories namely pnictides, containing pnictogen atom

(As,P) and chalcogenides, containing chalcogen atom (Se,Te). However, on the basis of crystal

structure these are categorised into four families. The different families of Fe superconductors

are discussed below:

(1) 1111 family:

The reports on LaFePO with Tc ∼ 5-7 K by Kamihara et al. [8] laid the first step to the ex-

ploration of the (1111) family of superconductors with general formuala LnFeAsO (Ln= rare

earth atom). The highest Tc achieved in this family is ∼ 56 K for Gd1−xThxFeAsO [9]. Other

members of this family include SmFeAsO1−xFx (Tc = 43 K), CeFeAsO1−xFx (Tc ∼ 41 K),

NdFeAsO1−xFx (Tc ∼ 51 K) and PrFeAsO1−xFx (Tc ∼ 52 K) [10].

(2) 122 family :

The proposition of BaFe2As2, as a new superconductor, by M. Rotter [11] led to the search

of new compounds with the formula AEFe2As2 (AE = Alkaline Earth element). His proposi-

tion was based on the structural similarity of this compound with the LaFeAsO compounds.

The partial replacement of Barium with Potassium (hole doping) induced superconductivity

at 38 K in the first member of the family, Ba0.6K0.4Fe2As2 [12]. Subsequently, several other

compounds with doping of Strontium, Calcium, Europium, Sodium, Cesium, Cobalt etc. were

reported [10]. Till date, the Tc of ∼ 38 K, exhibited by Ba0.6K0.4Fe2As2, remains the highest

in this family.

(3) 111 family :

The reports of C. Wang et al. [13] opened up the family of 111 family of Fe superconductors,

with the discovery of LiFeAs. The highest Tc, reached is ∼ 18 K. The other member of this

family is NaFeAs.

(4) 11 family :

FeSe with Tc ∼ 8 K [14] is the first memeber of the 11 family. The members of this family are

represented by general formula Fe(Se1−xAx), where A = Te,S ; (Fe1−xAx)Se, where A = Co,
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Ni; Fe(Te1−xAx), where A = S FeSe0.5Te0.5 exhibits the maximum Tc of ∼ 15 K [15] in this

family.

Figure 1.1: Protoypical crystal structure of iron based superconductors [16]. Red spheres cor-
respond to Fe atoms while the pnictogens/chalcogens are shown as blue spheres. The filler
layer is represented as grey slab.

Despite the differences in electronic properties and behaviour of each distinct class, all of

them share a common structural motif comprising of stacks of edge sharing FeQ4 tetrahedra.

Q is a pnictide or chalcogenide atom. All the compounds exist in tetragonal crystal structure

at room temperature. The schematic of general crystal structure, displayed in Fig 1.1 shows a

filler layer sandwiched between two (Fe-Q)4 tetrahedral layer. For 1111 family the spacer layer

consist of RE-O (RE is rare earth atom) atoms. For the 122 and 111 layer, the alkaline atoms

(Ba, Sr etc) and alkali atoms (Li) act as spacer layer respectively. The 11 family contains no

spacer layer. This thesis deals with a member of 1111 family, NdFeAsO1−xFx and a member

of 11 family, FeSe1−xTex. Hence, these two compounds shall be discussed in detail in the

subsequent paragraphs.

1.2.1 Fe chalcogenides, FeSe1−xTex

Among the various layered superconductors, the Fe chalcogenides FeSe1−xTex, are one of the

most well studied system owing to their simple structure and puzzling electronic and physical

properties. These materials, at ambient temperature, adopt the anti-PbO tetragonal structure

made up of layers of FeCh4 (Ch = chalcogen) tetrahedra (shown in Fig 1.2). The chalcogen-

Fe-chalcogen angle (α) and chalcogen height Zc is sensitive to doping. An enhancement of
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Figure 1.2: Crystal Structure of Fe(Se,Te). The blue and red spheres correspond to Fe and
Se/Te atoms respectively. α represents the Se/Te-Fe-Se/Te bond angle and Zc is the chalcogen
height defined as the height of Se/Te atoms from the Fe plane.

α and reduction in Zc occurs due to Se doping in FeTe. Despite their simple structure, Fe

chalcogenides display complex phase diagrams and their electronic and magnetic behaviour is

very sensitive to small variations in composition, defects distribution, external and/or chemi-

cal pressure. All these features make these systems the ideal playground for theoretical and

experimental investigations. A recent advancement in this field is the observation of supercon-

ductivity with Tc above 100 K in sngle layer FeSe films on doped SrTiO3 which turns insulating

with the addition of one more layer [17]. This unusual behavioral difference between single

and double layer films of FeSe is a signature of strong electron correlation which has been

experimentally observed [18].

The parent, nonsuperconducting, antiferromagnetic compound α-FeTe exists in tetragonal

(P4/nmm) phase at room temperature and shows a structural phase transition at TS ∼ 60-

75 K [19]. The electronic properties of the low temperature phase is composition dependent.

As a function of Fe deficiency, there exists two distinct type of transport behaviours in the

low temperature phase. Fe1.076Te, exhibits a transition from semiconducting to metallic phase,

accompanied by tetragonal to monoclinic (P21/m) transition at 75 K. While Fe1.141Te, remains

semiconducting but shows a tetragonal to orthorhombic (Pmmn) phase transition at 63 K. The

magnetic transition occur simultaneously at the structural transition for both the compositions.

The samples used in this thesis are polycrystalline FeTe sample, with no excess Fe, exhibiting

a semiconducting to metallic transition accompanied by a structural transition at 80 K [20]. As

reported by Okada et al. [21] FeTe shows no sign of superconductivity even at higher pressure

of 19 GPa. However, a shift of structural transition to lower temperature was observed due to

application of pressure. The FeTe compound shows an ordering of spin density wave (SDW),
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below the antiferromagnetic transition, which involves the development of a superstructure

in the form of a periodic modulation in the electronic spin density. If the new periodicity is a

rational fraction or multiple of the lattice constant, the density wave is said to be commensurate;

otherwise the density wave is termed incommensurate. The Fe1.141Te compound shows an

incommensurate spin density wave with commensurate value δ = 0.38, while the Fe1.076Te

compound shows a commensurate spin density wave, with commensurate value δ = 0.5.

The first observation of superconductivity in FeSe with Tc ∼ 8 K, was reported by Hsu

et al. [14]. Pressure application leads to enhancement of Tc up to 37 K [22]. Despite the

existence of several forms of FeSe, superconductivity occurs only for β-FeSe, which has a

narrow stability range from Fe1.01Se to Fe1.02Se. The highest transition temperature Tc ∼ 9 K

has been observed for the composition with stoichiometry Fe1+δSe, with δ = 0.1. Increasing

the Fe content leads to decrease in Tc to nearly 5 K for δ = 0.2, whereas superconductivity

is completely suppressed for compositions δ ⩾ 0.3. FeSe exhibits a structural transition from

tetragonal to orthorhombic (Cmma) phase at 70-90 K [23]. The structural transition is not

accompanied by any magnetic transition.

For the optimal doping of 0.5, the Tc reported is nearly 15.2 K for FeSe0.5Te0.5 [24]. This

enhancement is reported to be linked to the local structural symmetry breaking [25] and the

degree of disorder caused by the smaller ionic radius of Se [15]. This compound shows no

signature of magnetic or structural transition.

1.2.2 Nd based pnictides, NdFeAsO1−xFx

The high Tc exhibited by the Fe pnictides of (1111) family, has generated enormous research

in this family, with an aim to synthesize Fe superconductors with higher Tc, and has led to the

discovery of various layered oxy-pnictides [10]. Amongst various layered oxypnictides, the

Nd based superconductors, with an unpaired 4f electron and Tc of ∼ 50 K has gained special

interest among researchers. The oxygen deficiency in NdFeAsO raises the Tc to nearly 54

K [26]. The interaction of Nd magnetic moment generated due to the unpaired 4f electrons

with the FeAs layer gives rise to exotic phenomena observed in this system [27]. The crystal

structure of NdFeAsO1−xFx superconductor consists of alternate stacks of Fe-As layer and

Nd-O/F layers with eight atoms in a tetragonal (space group P4/nmm) unit cell (shown in Fig

1.3).

The Fe-As-Fe layer is responsible for superconductivity while the Nd-O/F layer is the
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Figure 1.3: Crystal Structure of NdFeAsO(F). The cyan, red, black and blue spheres correspond
to Nd, Fe As and O/F atoms respectively. Nd-O/F atoms form the spacer layer in between the
two Fe-As layer. The parameters α and Zc are also defined in the same manner as in Fe
chalcogenides.

charge carrier supplying layer. The Fe-pnictogen-Fe angle (α) and the height of pnictogen

atom from the Fe plane (Zc) is sensitive to F doping. The parent compound, NdFeAsO is an

antiferromagnetic, nonsuperconductor and exhibits structural transition from tetragonal to or-

thorhombic structure at 150 K. F doping at O site, causes emergence of superconductivity by

suppressing the spin density wave order, with a Tc of ∼ 50 K [28].

1.2.3 Electronic properties of Fe-superconductors

The electronic structure of Fe superconductors, derived from the Fe 3d-states hybridized with

Pn/Ch p-orbital derived bands are characterized by bad metallicity, low carrier concentration

and high electronic density of states near Fermi level. The electronic properties are controlled

by the electron correlations arising from the competing inter- and intra-orbital interactions near

the EF region [29]. In addition, the geometry of edge sharing Fe-(Ch/Pn)4 tetrahedral unit,

particularly, the Pn/Ch-Fe-Pn/Ch angles and anion height are important parameters in tuning

the electronic properties of these systems and determining Tc [29, 30]. The degree of correla-

tions in Fe superconductors have been highly debatable. Fermi surface instabilities, itinerant

electrons and renormalized Fermi liquid support the weak correlations [31–34] while localised

electrons, magnetic superexchange, bad metallicity, non-Fermi liquid and Hund’s metals sug-

gest the strong correlations [35–38]. The multiorbital correlation in combination with Hunds

coupling caused by the participation of all the five Fe 3d electrons result in some exotic elec-

tronic properties like orbital selectivity [39, 40], Mottness [41], quantum phase transition [42],

nematicity [43], pseudogap [44] etc. It is well known that the multiband systems are char-
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acterized by a strong interplay between lattice, electronic and magnetic degrees of freedom

which govern the electronic density of states near the Fermi level. Hence, the exploration of

the density of states near Fermi level is necessary to unwind the origin and mechanism of

superconductivity and other exotic properties observed in FeSCs.

In multiorbital systems, the physics of metal to insulator transition (MIT) may be orbital

sensitive and the first experimental observation of the orbital selectivity occured in Ca2−xSrxRuO4

[45] and was later discovered in iron based superconductors [46, 47]. The moderate electron

correlations controlled by the competing inter- and intra-orbital interactions near the EF region

generates Orbital Selective Mott Phase (OSMP) in which electrons in some orbitals are Mott

localized, while others remain itinerant [39, 41, 48, 49]. A doping dependent OSMP was pro-

posed theoretically in Fe superconductors by Craco et al. and Aichhorn et al. [50, 51] and later

on discovered in AxFe2−ySe2 [46, 47, 52].

Pseudogap, the term first coined by Neville Mott in 1986, indicates a minimum in the den-

sity of states at the Fermi level, N(EF ), resulting from Coulomb repulsion between electrons in

the same atom, a band gap in a disordered material or a combination of these. The phenomenon

of pseudogap was first detected in the temperature dependence of the spin-lattice relaxation and

Knight shift in nuclear magnetic resonance and magnetic susceptibility studies [53]. The pseu-

dogap in high temperature superconductors (HTSC) [54] fascinated the scientific community

and presently the pseudogap phenomenon has been extended to other systems like Fe supercon-

ductors [55], manganites [56], Kondo insulators [57], thin films of conventional superconduc-

tors [58], Co-Fe based half metals [59], ultracold Fermi gases [60]. The signature of pseudogap

can be observed in experiments like specific heat, resistivity, ARPES, optics, Raman scattering,

inelastic neutron scattering, resonant inelastic X-ray scattering, tunneling spectroscopy, nuclear

magnetic resonance to name a few [55]. Photoemission studies on Fe superconductors confirm

the existence of pseudogap [61–64].

The pairing mechanism in Fe superconductors has been much debatable and topic of exten-

sive research. The nature of pairing mechanisms have been proposed by various researchers.

Theoretically, phonon mechanism [65] was ruled out and spin fluctuation mediated pairing

[66, 67] was proposed as a mechanism for the emergence of superconductivity in the family

of Fe superconductors. It has been proposed [68] that the nesting between disconnected Fermi

surface pockets can induce spin fluctuations associated with the nesting vector. This can lead

to a s wave superconducting gap which changes sign between various pockets, hence termed as
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s± wave or sign-reversing s-wave first proposed by Mazin et al. [66]. Further d-wave pairing is

also considered a candidate in the Fe superconductors [67,69]. Many researchers [70,72] have

reported a sign-reversing s wave that has nodes intersecting the Fermi surface which competes

with the d-wave pairing. It has been predicted theoretically [73] that the nodal s-wave pairing

is intrinsic to the iron pnictide semiconductors, while a full gap can occur due to the presence

of impurities. Experimentally, the fully gapped, sign reversing s-wave scenario is consistent

with ARPES measurements [74, 75].

1.2.4 BiS2 based superconductors

The observation of unconventional pairing mechanism in layered superconductors due to the

reduced dimensionality, has generated tremendous amount of exploration in this field in the

past few decades. In 2012, a new layered superconductor with a BiS2 based superconducting

layer which is structurally similar to the cuprates and Fe superconductors, was discovered [76].

LaO0.5F0.5BiS2 exhibits the highest Tc of ∼ 11 K in this family. [77]. These superconductors,

composed of alternate stacking of superconducting BiS2 layers and blocking layers, exist in

tetragonal structure. There exists three types of BiS2 superconductors depending on the type of

blocking layers as shown in Fig 1.4.

Figure 1.4: Crystal Structure of (a) ReOBiS2, (b) SrFBiS2 and (c) Bi4O4(SO4)Bi2S4 structures.

In REOBiS2 type structure (fig 4(a)), the blocking layer consists of REO (RE : La, Ce, Pr,

Nd, Yb) atoms. The conducting carriers can be controlled by partial substitution of Fluorine
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at Oxygen site or the RE substitution by the M4+ ions (M : Th, Hf, Zr, Ti) [78]. Replacement

of the REO blocking layers by the SrF layers lead to SrFBiS2 structure [79]. In this structure,

the carrier concentration at the BiS2 layers can be tuned by the partial substitution of Sr by

RE elements like La, Ce, Nd, Pr and Sm [78]. The REO and SrF blocking layers are quite

similar to the Fe based superconductors LaFeAsO [6] and SrFeAsF [80]. The last structure,

the Bi4O4(SO4)Bi2S4, with some defects in the SO4 site, causes generation of electron carriers

within the BiS2 layers [81]. The superconducting phase in this family is Bi4O4(SO4)1−xBi2S4.

The undoped parent compounds are semiconducting in nature while resistivity decreases with

the emergence of superconductivity in the doped compounds.

1.2.5 Electronic properties of BiS superconductors

The two dimensional Fermi surface composed of Bi px/y orbitals, controls the major electronic

properties [82] of BiS superconductors. As a function of doping, the Fermi suface evolves

from X-Y pockets encircling the mid points on the edge of the Brillouin zone (BZ) to the

Γ-M pockets encircling the centre and corner of the BZ via a Lifshitz transition [83] which

occurs at doping x = 0.5. Below the Lifshitz filling level, a nodeless gap and weak toplogical

superconducting state exists while above the Lifshitz points, the gap becomes nodal [83]. The

pairing symmetry in this family remains controversial. Due to the weak correlation of the

extended p orbitals and low Tc, electron phonon coupling was suggested to play a significant

role in the Cooper pairing [84,85]. Magnetic penetration depth measurement is consistent with

the s wave pairing symmetry [86] In contrast to the conventional superconductivity scenario,

weak Fermi surface nesting and smaller Fermi pockets in ARPES measurement [87,88] suggest

strong correlation effects. Further, the neutron scattering experiment and larger ratio of 2∆/Tc

indicates a weaker electron phonon coupling [89,90]. Thus, electron correlations were assumed

to be the driving force for superconductivity [91–94]. A dominant triplet pairing with a sub

dominant singlet component, arising from the spin orbit coupling of Bi atoms, exist in these

systems [95].

1.3 Layered Semiconductors

Over the past decade, semiconducting materials have regained impetus in research owing to

their scientific aspect and technological development. Semiconductors are the most attractive
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class of materials for functional nanodevices, including gas and biological sensors, field effect

transistor, light emitting diodes, solar cells, nanogenerators and optoelectroinic devices [96].

Among the variety of layered semiconductors, the chalcogenide semiconductors have gained

tremendous attraction in the scientific community. Chalcogenide is a chemical compound con-

sisting of at least one element from the group 16 specially sulphides, selenides and tellurides.

2D layered chalcogenides exhibit a broad range of electronic properties ranging from insula-

tors to semiconductors, from metals to superconductors and the recently discovered topological

insulators.

1.3.1 Germanium Selenide (GeSe) :

GeSe, a p-type narrow band gap (Eg = 1.1 eV ) layered semiconductor, exists in orthorhombic

(Pnma) rock-salt structure as shown in Fig 1.5. A single unit cell contains eight atoms situated

in two adjacent double layers along the z axis. The atoms in each double layer are bonded to

their three nearest neighbours in a zig-zag fashion. The layer structure of GeSe single crystal

provides a cleavage plane facilitating Angle resolved Photoemission (ARPES) measurements.

GeSe shows strong anisotropic properties due to the layered structure.

Figure 1.5: Crystal structure of GeSe with two unit cells. Red and blue spheres correspond
to germanium and selenium atoms respectively. Ge1, Ge2, Ge3 and Ge4 correspond to first,
second, third and fourth nearest neighbours respectively. The dashed line shows the cleavage
plane along xy plane.

GeSe occurs in two polymorphic phases, a stable orthorhombic phase (α phase) at low

temperature and a cubic phase (β phase) at high temperature beyond 656◦ C. The small band

gap of GeSe enables its use in the solar cell industry and photovoltaics. In addition, Ge based
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semiconductors are potential alternatives to their counterparts, such as narrow band-gap sys-

tems containing Pb, Cd and Hg due to the advantages of their relatively higher stability and

environmental stability [97].

The presence cation s states, hybridized with the cation p and anion p contributions, defines the

physical properties of the IV-VI semiconductors [98,99]. The physical properties of orthorhom-

bic IVVI materials possess a striking resemblance among themselves [100, 101]. Thus, the

study of the valence band behaviour near valence band maximum shall acuurately describe the

electronic and physical properties of IV-VI semiconductors. GeSe, as a prototypical example

of this family has been chosen to study the detailed electronic structure of the IV-VI semi-

conductors. The previously reported experimental work on GeSe covers angle integrated pho-

toemission, high resolution electron energy loss, transmittance, reflectance, thermoreflectance,

refraction index, photoconductivity, photoelectron partial-yield and constant-initial-state (CIS)

spectra and x-ray powder diffraction plus Raman spectroscopy (for structural, vibrational and

electronic properties related to compression mechanisms) [102]

The thesis is organised in the following manner. Chapter 2 discusses the various experi-

mental techniques utilized in this thesis. The electronic structure study of FeSe1−xTex using

UV Photoemission and Inverse Photoemission, in conjugation with band structure calculations

have been presented in chapter 3. The photoemission study of NdFeAsO1−xFx and Rare Earth

(La, Ce) doped SrFBiS2 superconductors have been discussed in chapter 4 and 5 respectively.

Chapter 6 deals with the electronic structure study of GeSe single crystal using Angle resolved

Photoemission Spectroscopy and X-Ray Photoemission Spectroscopy. The summary is pre-

sented in chapter 7.
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[58] B. Sacépé, C. Chapelier, T. I. Baturina, V. M. Vinokur, M. R. Baklanov, and M. Sanquer,

Nat. Commun. 1, 140 (2010).

[59] A. Mann, J. Walowski, M. Münzenberg, S. Maat, M.J. Carey, J.R. Childress, C. Mewes,

D. Ebke, V. Drewello, G. Reiss, and A. Thomas, Phys. Rev. X 2, 041008 (2012).

[60] P. Magierski, G. Wlazłowski, and A. Bulgac, Phys. Rev. Lett. 107, 145304 (2011).

[61] T. Shimojima, T. Sonobe, W. Malaeb, K. Shinada, A. Chainani, S. Shin, T. Yoshida, S.

Ideta, A. Fujimori, H. Kumigashira, K. Ono, Y. Nakashima, H. Anzai, M. Arita, A. Ino,

H. Namatame, M. Taniguchi, M. Nakajima, S. Uchida, Y. Tomioka, T. Ito, K. Kihou, C.

H. Lee, A. Iyo, H. Eisaki, K. Ohgushi, S. Kasahara, T. Terashima, H. Ikeda, T. Shibauchi,

Y. Matsuda, and K. Ishizaka, Phys. Rev. B 89, 045101 (2014).

[62] T. Sato, S. Souma, K. Nakayama, K. Terashima, K. Sugawara, T. Takahashi, Y. Kami-

hara, M. Hirano, and H. Hosono, J. Phys. Soc. Jpn. 77, 063708 (2008).

[63] L. H. -Yun, J. X. -Wen, Z. W. -Tao, Z. Lin, M. J. -Qiao, L. G. -Dong, D. X. -Li, W. Gang,

L. R. -Hua, C. X. -Hui, R. Z. -An, Y. Wei, C. G. -Can, C. G. -Fu, W. N. -Lin, W. G.

-Ling, Z. Yong, Z. Yong, W. X. -Yang, Z. Z. -Xian, X. Z. -Yan, C. C. -Tian, and Z. X.

-Jiang, Chinese Phys. Lett. 25, 3761 (2008).

[64] Y. Ishida, T. Shimojima, K. Ishizaka, T. Kiss, M. Okawa, T. Togashi, S. Watanabe, X.

Wang, C. Chen, Y. Kamihara, M. Hirano, H. Hosono, and S. Shin, J. Phys. Soc. Jpn. 77,

61 (2008).

[65] L. Boeri, O. V. Dolgov, and A. A. Golubov, Phys. Rev. Lett. 101, 026403 (2008).

[66] I. I. Mazin, D. J. Singh, M. D. Johannes, and M. H. Du, Phys. Rev. Lett. 101, 057003

(2008).

[67] K. Kuroki, S. Onari, R. Arita, H. Usui, Y. Tanaka, H. Kontani, and H. Aoki, Phys. Rev.

Lett. 101 , 087004 (2008).

[68] K. Kuroki, H. Usui, S. Onari, R. Arita, and H. Aoki, Phys. Rev. B 79, 224511 (2009).

17



[69] K. Kuroki, S. Onari, R. Arita, H. Usui, Y. Tanaka, H. Kontani, and H. Aoki, New J. Phys.

11, 025017 (2009).

[70] C. Cao, P. J. Hirschfeld, and H. -P. Cheng, Phys. Rev. B 77, 220506 (2008).

[71] Y. Yanagi, Y. Yamakawa, and Y. Ono, J. Phys. Soc. Jpn. 77, 123701 (2008).

[72] K. Seo, B. A. Bernevig, and J. Hu, Phys. Rev. Lett. 101, 206404 (2008).

[73] V. Mishra, G. Boyd, S. Graser, T. Maier, P. J. Hirschfeld, and D. J. Scalpino, Phys. Rev.

B 79 094512 (2009).

[74] H. Ding, P. Richard, K. Nakayama, T. Sugawara, T. Arakane, Y. Sekiba, A. Takayama,

S. Souma, T. Sato, T. Takahashi, Z. Wang, X. Dai, Z. Fang, G. F. Chen, J. L. Luo, and

N. L. Wang, Euro Phys. Lett. 83, 47001 (2008).

[75] K. Nakayama, T. Sato, P. Richard, Y. Xu, Y. Sekiba, S. Souma, G. Chen, J. Luo, N.

Wang, H. ding, and T. Takahashi, Euro Phys. Lett. 85, 67002 (2009).

[76] J. Xing, S. Li, X. Ding, H. Yang, and H. H. Wen, Phys. Rev. B 86, 214518 (2012).

[77] Y. Mizuguchi, T. Hiroi, J. Kajitani, H. Takatsu, H. Kadowaki, and O. Miura, J. Phys.

Soc. Jpn. 83, 053704 (2014).

[78] Y. Mizuguchi, J. Phys. Chem. Solids 84, 34 (2015).

[79] H. Lei, K. Wang, M. Abeykoon, E.S. Bozin, and C. Petrovic, Inorg. Chem. 32, 10685

(2013).

[80] F. Han, X. Zhu, G. Mu, P. Cheng, and H. H. Wen, Phys. Rev. B 78, 180503 (2008).

[81] Y. Mizuguchi, H. Fujihisa, Y. Gotoh, K. Suzuki, H. Usui, K. Kuroki, S. Demura, Y.

Takano, H. Izawa, and O. Miura, Phys. Rev. B 86, 220510 (2012).

[82] H. Usui, K. Suzuki, and K. Kuroki, Phys. Rev. B 86, 220501 (2012).

[83] Y. Yang, W. -S. Wang, Y. -Y. Xiang, Z. -Z. Li, and Q. -H. Wang, Phys. Rev. B 88, 094519

(2013).

[84] X. G. Wan, H. C. Ding, S. Y. Savrasov, and C. G. Duan, Phys. Rev. B 87, 115124 (2013).

18



[85] T. Yildrim, Phys. Rev. B 87, 020506 (2013).

[86] G. Lamura, T. shiroka, P. Bonfa, S. Sanna, R. De Renzi, C. Baines, H. Luetkens, J.

Kajitani, Y. Mizuguchi, O. Miura, K. Deguchi, S. Demura, Y. Takano, and M. Putti,

Phys. Rev. B 88, 180509 (2013).

[87] Z. -R. Ye, H. -F. Yang, D. -W. Shen, J. Jiang, X. -H. Niu, D. -L. Feng, Y. -P. Du, X. -G.

Wan, J. -Z. Liu, X. -Y. Zhu, H. -H. Wen, and M. -H. Jiang, Phys. Rev. B 90, 045116

(2014).

[88] L. -K. Zeng, X. -B. Wang, J. Ma, P. Richard, S. -M. Nie, H. -M. Weng, N. -L. Wang, Z.

Wang, T. Qian, and H. Ding, Phys. Rev. B 90, 054512 (2014).

[89] S. Li, H. Yang, D. Fang, Z. Wang, J. Tao, X. Ding, and H. H. Wen, Sci. China Phys.

Mech. Astron., 56, 2019 (2013).

[90] J. Z. Liu, D. L. Fang, Z. Y. Wang, J. Xing, Z. Y. Du, S. Li, X. Y. Zhu, H. Yang, and H.H.

Wen, Europhys. Lett. 106, 67002 (2014).

[91] T. Zhou, and Z.D. Wang, J. Supercond. Nov. Magn. 26, 2735 (2013).

[92] Y. Liang, X. X. Wu, W. F. Tsai, and J. P. Hu, Front. Phys. 9, 194 (2014).

[93] G. B. Martins, A. Moreo, and E. Dagotto, Phys. Rev. B 87, 081102 (2013).

[94] Y. Yang, W. S. Wang, Y. Y. Xiang, Z. Z. Li, and Q. H. Wang, Phys. Rev. B 88, 094519

(2013).

[95] C. -L. Dai, Y. Yang, W. -S. Wang, and Q. -H. Wang, Phys. Rev. B 91, 024512 (2015).

[96] A. Qurashi, Metal Chalcogenide Nanostructures for Renewable Energy Applications,

Wiley ISBN: 978-1-118-23791-5, (2015).

[97] P. D. Antunez, J. J. Buckley, and R. L. Brutchey, Nanoscale 3, 2399 (2011).

[98] S. H. Wei, and A. Zunger, Phys. Rev. B 55, 13605 (1997).

[99] E. A. Albanesi, E. C. Okoye, C. O. Rodriguez, E. L. Peltzer y Blanca, and A. G. Petukhov

Phys. Rev. B 61, 16589 (2000).

19



[100] R. B. Shalvoy, G. B. Fisher, and P. J. Stiles, Phys. Rev. B 15, 2021 (1977).

[101] M. Taniguchi, R. L. Johnson, J. Ghijsen, and M. Cardona, Phys. Rev. 42, 3634 (1990).

[102] L. Makinistian, and E. A. Albanesi, J. Phys.: Condens. Matter 19, 186211 (2007).

20



Chapter 2

Experimental Methodologies

In the present chapter we have discussed the various experimental techniques employed in

the thesis. Photoemission spectroscopy is an efficient technique to investigate the electronic

structure of solids. The electronic structures of layered materials, studied here, have been in-

vestigated utilising Ultraviolet Photoemission Spectroscopy (UPS), X-ray Photoemission Spec-

troscopy (XPS), Angle Resolved Photoemission Spectroscopy (ARPES) and Inverse Photoe-

mission Spectroscopy (IPES). Low energy Electron Diffraction (LEED) has been used to con-

firm the crystallinity of single crystal surface. The experimental results have been well sup-

ported by the theoretical band structure calculations using Tight Binding Linear Muffin Tin

Orbital (TB LMTO) method with ASA approximation. Section 2.1 and 2.2 focusses on Pho-

toemission Spectroscopy (UPS and XPS) and Inverse Photoemission Spectroscopy (IPES) re-

spectively. Section 2.3 describes the experimental procedures adopted in our photoemission

experiments. Section 2.4 highlights the evolution and theoretical background of TB LMTO

method.

2.1 Photoemission Spectroscopy:

Photoemission spectroscopy has been established as one of the most important tool for study-

ing the electronic structure of molecules, solids and surfaces. The photoelectric effect was first

experimentally observed by Heinrich Hertz and Wilhelm Hallwachs in 1887. They demon-

strated that UV exposure of solid surfaces lead to ejection of negatively charged particles [1,2].

Subsequently, there were observation of photoelectric effect via emission of electrons from the

cathode, by Thomson [3] in 1899 and by Lenard [4] in 1900. They also established the de-

pendency of the electron current and its velocity on the intensity and frequency of the incident
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light. But the phenomenon remained unresolved within the framework of classical theory of

electromagnetic radiation until 1905 when Albert Einstein gave an explanation invoking the

concept of quantum nature of light [5]. Since the discovery of photoelectric effect, continuous

efforts were undertaken to establish photoemission as a technique to extract the information

regarding the states of an electron inside a solid. The field of photoemission was pioneered

in the early 1960s by several groups. The group of Spicer, measured the first UPS valence

band spectrum on copper [6] and developed the three-step model [7]. The group of Turner,

performed UPS on gases [8] using a novel type of VUV excitation source, namely the differen-

tially pumped gas discharge lamp [9] that is still common in UPS setups today. The group of

Siegbahn in Uppsala, developed a high-resolution XPS analyser that allowed the detailed study

of core-level binding energies of solids [10]. In 1974 Smith, Traum and DiSalvo [11–14] first

performed the angular dependent band mapping of the layered compounds TaS2 and TaSe2.

The early experimental set up suffered from poor energy and momentum resolutions, of

around 100 meV and 2◦, respectively. The achieved resolutions were inadequate for the study

of various exotic physical phenomena like superconductivity, ferromagnetism etc. in a solid as

the electrons occupying ∼ 25 meV below Fermi energy (EF ) governs the entire physics which

underlies these phenomena. Significant progress towards the advancement of photoelectron

spectroscopy has lead to the state of the art energy and momentum resolutions to reach the

regime of sub-meV [15] and fraction of a degree respectively. The enormous evolution of

PES is intertwined with the development of many other experimental techniques, such as the

improvement of ultrahigh vacuum (UHV), the design of electron energy analyzers with high

energy resolution, the development of synchrotron radiation, laser based light sources and very

low temperature facilities.

2.1.1 Principle and Theory of photoemission

Photoemission is a photon in electron out process based on the principle of photoelectric effect.

Photons with energy hν impinging on a sample result in excitation of electrons to a higher

state inside the solid. If the photoexcited electron has sufficient energy to overcome the surface

barrier (work function) of the material, it emanates out and is detected by an energy analyzer.

The schematic of a photoemission geometry is shown in figure 2.1. The kinetic energy of the

emitted photoelectron is given by

Ekin = hν − |EB| − ϕ (2.1)
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Figure 2.1: The schematic of a photoemission experiment. The photoemitted electron is speci-
fied by its kinetic energy (Ekin) and the emission angles θ and ϕ. The intensity of the outgoing
electrons is measured by the analyzer as a function of (Ekin).

where, hν is the photon energy, Ekin is the kinetic energy of the photoelectron, EB is the

binding energy of the electron inside the solid and ϕ is the work function (the energy required

for an electron at EF to just escape from the solid). The schematic energy level diagram of

photoemission process is depicted in figure 2.2.

The energy of the incident photons classifies photoemission spectroscopy into X-ray Pho-

toelectron Spectroscopy (XPS) and Ultraviolet Photoelectron Spectroscopy (UPS). The photon

source used in case of XPS lies in the X-ray regime (100 - 1500 eV) and hence probes the

core levels in solids determining the chemical compositions, elemental concentrations and ox-

idation states of the elements. The energy of the incident photon is in the UV regime (10 -

100 eV) in case of UPS and hence probes valence energy levels and chemical bonding. The

lower photon energy in the case of UPS results in a higher probability of interaction with the

valence electrons and hence is more sensitive to valence bands. The photocurrent is measured

as a function of electron kinetic energy and the resulting spectrum is displayed in the form of

energy distribution curve (EDC).

Depending on the geometries of photoemission, UPS is divided into two broad categories

namely, angle integrated photoemission and angle resolved photoemission. In the case of angle

integrated measurements, the solid angle of detection is large (under favourable conditions

close to 2π) as a result, the momentum information is blurred by the integration over all the
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Figure 2.2: The schematic energy level diagram of photoemission process. EF and Evac are the
Fermi energy and the vacuum level of the system. The intensity of the outcoming electrons is
measured as a function of kinetic energy (Ekin).

outgoing wave vectors. Such measurements are usually performed on polycrystalline samples

and yield joint density of states. In the case of angle resolved photoemission, performed on

single crystals, the solid angle of detection is small (< 2◦) which allows exploitation of k-

conservation by detection in a narrow k-interval. The take off angles of the photoelectrons

are also taken care of either by an analyzer with pin hole entrance aperture and EDCs being

recorded point by point by moving the analyzer or by a more advanced analyzer with channel

plate.

Both energy (eqn. 2.1) and momentum (eqn. 2.2) are conserved in the photoemission

process.

ki + khν = kf (2.2)

where, ki and kf are the reduced wave vectors of the electron in its initial and final states

respectively inside the solid and khν is the wave vector of the incident photon. For low energy

photon, used to study the valence band, the momentum of the incident photon can be neglected

when compared with the crystal momentum of the electron in the first Brillouin zone. Hence,

ki = kf . The final state Bloch function can be written as

kf = k+G (2.3)

where, G is the reciprocal lattice vector coming from the periodicity of lattice and k is the

final state crystal momentum in the reduced brillouin zone. As the photoexcited electron is
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free outside the solid, each (k+G) component can be matched to a travelling wave outside the

crystal. Thus, the conservation of the wave vector is given by

kf = k+G = K, (2.4)

K being the wavevector of the travelling free electron. Combining equations (2.2) and (2.4) we

get

ki = K (2.5)

But due to the presence of the surface discontinuity in solid, the total momentum is no longer

conserved, rather only the component parallel to the surface is conserved. Hence, the correct

momentum conservation relation is given by,

ki∥ = k∥ +G∥ = K∥ (2.6)

where, ki∥, k∥, G∥ and K∥ are the surface parallel components of the reduced initial state wave

vector ki, the reduced final state wave vector k, the reciprocal lattice vector G and the external

photoelectron wave vector K respectively. Since the kinetic energy of the photoelectron is

measured experimentally, its total momentum can be calculated from the following equation

ℏ2K2/2me = Ekin (2.7)

where, me is the mass of an electron. According to the geometry in fig. 2.1 and using equation

(2.7) the parallel and perpendicular components of the momentum are obtained as

K∥ =

√
2meEkin

ℏ
sin θ (2.8)

K⊥ =

√
2meEkin

ℏ
cos θ (2.9)

The x and y components of K∥ are related to the azimuthal angle ϕ in the following way

K∥x =

√
2meEkin

ℏ
sin θ cosϕ (2.10)

K∥y =

√
2meEkin

ℏ
sin θ sinϕ (2.11)

Once K∥x and K∥y become known, the parallel component of the crystal momentum (ki∥) of

the electron in its initial state is also known through the relation in equation (2.6). The ARPES

work presented in this thesis has dealt only with the parallel component of momentum.
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In photoemission experiment the measured quantity is the photoelectron intensity as a func-

tion of the kinetic energy of the emitted electrons. The total intensity of the photoemitted elec-

trons I(E, k) (k dependence being taken care of only in ARPES) is the sum of the distribution

of primary electrons Ip(E, k) which have not suffered any inelastic collisions and a background

of secondary electrons Is(E, k) which have suffered an energy loss in one or more collisions.

Therefore,

I(E, k) = Ip(E, k) + Is(E, k) (2.12)

The background of secondary electrons can be subtracted from the energy distribution curve

(EDC) of the photoemitted electrons. To have an idea of the factors contributing to the pri-

mary photoelectron intensity, the photoemission process is usually described in the framework

of two theoretical models namely, the one-step model and the three-step model. In the one-

step model, the photon absorption, electron emission and its detection is considered as a single

coherent process. But, the model suffers from computational difficulties due to the inherent

complexities arising from the involvement of surface vacuum interface and choices of wave

functions. Hence, the photoemission process is most often interpreted in terms of the much

simpler three-step model [7,16–18]. In this approach, the photoemission process is subdivided

into three sequential independent steps (Fig. 2.3) such as:

(1) the optical excitation of an electron in the bulk,

(2) the transport of the excited electron through the solid to the surface and

(3) the escape of the electron from the solid surface into the vacuum.

The photoemission intensity (Ip(E, k)) is then given by the product of three independent quan-

tities: the total probability for the optical transition (P (E, k)), the scattering probability of the

electrons while travelling through the solid (d(E, k)) and the transmission probability (T (E, k))

through the surface potential barrier.

The transition probability wfi due to an optical excitation from the N -electron initial state

ΨN
i to one of the possible final states ΨN

f is approximated by the Fermi’s Golden rule:

wfi =
2π

ℏ
|⟨ΨN

f |Hint|ΨN
i ⟩|

2
δ(EN

f − EN
i − hν), (2.13)

where, EN
i = EN−1

i − Ek
B and EN

f = EN−1
f + Ekin are the energies of the initial and final

N -electron states, respectively, Ek
B is the binding energy of the photoelectron with momentum

k and kinetic energy Ekin. The initial state can be written as a product of ϕk
i , the state from

which the electron with momentum k is photoexcited, and the wave function of the remaining
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Figure 2.3: Illustration of the three-step model of photoemission. It consists of (1) the pho-
toexcitation of an electron in the bulk, (2) its travel through the solid to the surface and (3) its
transmission through the surface into the vacuum.

electrons ΨN−1
i , i.e.,

ΨN
i = Cϕk

iΨ
N−1
i , (2.14)

where, C is the operator that antisymmetrizes the wave function properly. In a similar way the

final state can also be expressed as

ΨN
f = CϕEkin

f ΨN−1
f , (2.15)

where, ϕEkin
f is the wave function of the photoemitted electron and ΨN−1

f is the same for the

remaining (N − 1) electrons. The transition matrix element then reduces to

wfi =
2π

ℏ
|⟨ϕEkin

f |Hint|ϕk
i ⟩|

2|⟨ΨN−1
f |ΨN−1

i ⟩|2δ(EN
f − EN

i − hν) (2.16)

or

wfi = |Mk
fi|

2|cfi|2δ(EN
f − EN

i − hν) (2.17)

where, |Mk
fi|

2 is the one-electron matrix element and |cfi|2 is (N −1) electron overlap integral.

Basically, this is the probability that the removal of an electron from the ith state of aN -electron

system leaves the system in any of its excited state f of the (N − 1) electron system. In a real

solid, many of the cfi which contributes to the photoemission intensity as additional peaks
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(called satellites) along with the main peak, are non zero. The intensity is then proportional to

the transition matrix element, i.e.,

Ip(E, k) ∝
∑
f,i

|Mk
fi|

2|cfi|2δ(EN
f − EN

i − hν) (2.18)

The above formalism is valid for atoms and molecules but is not applicable to solids where

correlation exists. In the case of strongly correlated systems, the interacting electrons are con-

veniently described using Green’s function formalism where the Green’s function is related to

another quantity called spectral function A(k,E) in the following manner:

A(k,E) = π−1Im{G(k,E)} (2.19)

It is also found that A(k,E) has a form which is very similar to the photoemission intensity

described above and in fact Ip(E, k) can be expressed as

Ip(E, k) ∝
∑
f,i

|Mk
fi|

2
A(k,E) (2.20)

A(k,E) describes the probability of removing (for E below EF ) or adding (to E above EF )

an electron with energy E and wave vector k from (to) the interacting system. For a non-

interacting system with one-electron energy E0
k , the Green’s function is given by

G0(k, E) =
1

E − E0
k − iϵ

(2.21)

where, ϵ is a very small quantity and

A0(k, E) = δ(E − E0
k) (2.22)

which means that the spectral function for a non-interacting system is a δ-function centered

at E = E0
k . In an interacting electron system the electron energy gets renormalized by the

self-energy, given by, ∑
(k, E) = Re{

∑
(k, E)}+ iIm{

∑
(k, E)} (2.23)

The Green’s function changes to

G(k, E) =
1

E − E0
k −

∑
(k, E)

(2.24)

and correspondingly the spectral function gets modified as

A(k, E) = π−1 Im{
∑

(k, E)}
[E − E0

k −Re{
∑

(k, E)}]2 + [Im{
∑

(k, E)}]2
(2.25)

The real part of the self-energy corresponds to the shift in the energy of the particle (called

quasiparticle for interacting system) from its one-electron value, while the imaginary part is

related to the life-time of the quasiparticle.
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2.1.2 Instrumentation

ANALYSERUV LAMP

MANIPULATOR

LEED
X−RAY GUN

Figure 2.4: Photoemission system used in lab.

The photoemission spectrometric system in our laboratory shown in fig. 2.4 consists of two

OMICRON ultra-high vacuum (UHV) chambers, the main chamber / analysis chamber and a

sample preparation chamber. The analysis chamber is made up of mu metal which protects the

photoemitted electrons from earth’s magnetic field and any stray magnetic field. For quick sam-

ple loading without breaking the UHV conditions in preparation and analysis chambers, a small

load lock chamber is attached with the preparation chamber. Further, the sample preparation

chamber is equipped with a four-axes manipulator, a diamond file, a sample heater and an Ar

ion sputter gun. Samples from the preparation chamber are transferred by using a magnetically

coupled transfer rod. The analysis chamber is equipped with the sources of energetic photons

(X-ray and VUV-light), the hemispherical electron energy analysers (SCIENTA R3000 and

OMICRON AR 65), four-axes cryo-manipulator and low energy electron diffraction (LEED).

The working principle of a few of the important components are discussed below.
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1. Photon Source

UV photons are generated via SCIENTA VUV 5k lamp and X-ray dual anode source serves the

purpose of generating X rays.

UV Lamp

The SCIENTA VUV 5k is a high intensity monochromatised VUV (vacuum ultra violet) ra-

diation source. The VUV radiation originates from radiative transitions in the Helium plasma

excited by electron impact using the Electron Cyclotron Resonance (ECR) technique. Dis-

charge occurs in the discharge cavity inside the lamp head VUV 5050, in a magnetic field

tuned to the microwave frequency, generated from a microwave generator VUV 5011, to meet

the ECR condition.

The microwave (RF) generator consists of a 10 mW dielectric resonator oscillator (DRO)

and a four cavity klystron amplifier (Varian VKX 7913) together with necessary power supplies

and control electronics. Klystron amplifies the radio frequency signal by converting the kinetic

energy in a DC electron beam into radio frequency power. The RF power is then transported via

a ferrite circulator to the output waveguide. About 25% of the input DC power is converted to

RF radiation, the rest is dissipated as heat. When the high voltage is switched on, the RF energy

goes to the cavity and is reflected back to the circulator, which redistributes it into a high power

dummy load. A small part of this reflected power is detected and subsequently compared to a

reference voltage. If the level is above 20%, 12 V DC is fed out to the spark generator at the

lamp head. This generates 25 kV pulses that discharge inside one of the hollow magnet pole

pieces to ignite the plasma. As soon as the discharge starts, the reflection disappears and the

high voltage pulses cease.

The oscillating RF electric field then reaches the transformer located inside the lamp head

via waveguide. The transformer is an impedance matching structure between the rectangular

waveguide and a pair transmission line composed of Tantalum, which allows compression of

the incident field in the direction perpendicular to the electric field vector to 5 mm. This results

in a considerably increased power density. The electric field then reaches the plasma cavity

where it causes Helium discharge by ECR phenomena in the presence of an inhomogenous

magnetic field created by the magnets coupled externally to the plasma tube. An oscillating

electring field with its electric field vector perpendicular to the magnetic field vector results

in acceleration of the particles, like in a cyclotron. In comparison to the standard method

of creating a discharge by application of Dc voltage between two electrodes, ECR has added
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advantages. Firstly, the plasma is achieved in a small volume due to efficient acceleration.

Secondly, ECR plasma requires much lower gas pressure.

The VUV source can be operated with various discharge gases like helium, neon, argon,

krypton, xenon or hydrogen. We have used Helium gas to study the valence band and the near

Fermi level (EF ) features. Helium discharge causes the atoms to go into an excited state and

subsequently the excited states decay very fast by emitting photons with an energy equal to the

energy difference between the excited states and the ground states. In the case of helium, two

groups of radiation are present: the first one originates from the decay of excited neutral helium

atoms i.e.,

He 1s 2p → He 1s2 (α),

He 1s 3p → He 1s2 (β),

He 1s 4p → He 1s2 (γ),

He 1s 5p → He 1s2 (δ),

The second one originates from the decay of singly ionized helium atoms, i.e.,

He+ 2p → He+ 1s (α),

He+ 3p → He+ 1s (β),

He+ 4p → He+ 1s (γ),

He+ 5p→ He+ 1s (δ).

The α lines are the strongest ones and occur at 21.22 eV and 40.81 eV for He I and He II

respectively.

The He I and He II lines are separated by means of VUV5040 monochromator. It consists

of a toroidal grating that selects and refocuses the chosen wavelength generated from the UV

source via the adjustment of outer and central knobs. The VUV flux density is ∼ 1.5 × 1016

photons/sr second with a beam diameter of 2 mm. Two stages of differential pumping are

employed to maintain the chamber in UHV while providing a stable pressure in the lamp. At

the first stage, the discharge region is pumped down to a pressure of ∼ 10−2 mbar using a rotary

pump, whereas for the second stage, a turbomolecular pump is employed to further reduce the

He gas pressure before the main vacuum chamber.

X-ray source

The DAR 400 X-ray source from OMICRON is employed for XPS measurements. It is a twin
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anode (Mg Kα (1253.6 eV) and Al Kα (1486.6 eV)) X-ray source. Electrons are extracted

from a hot filament and focused to bombard the selected surface of an anode at high positive

potential. The excited core level electrons emit characteristic X-rays when they de-excite to a

lower energy level. The anode is water cooled to prevent the aluminium or magnesium surfaces

from evaporating. X-rays generated at the surface of the anode pass through a thin aluminium

window to the sample under study. The aluminium window acts as a partial vacuum barrier

between the source and the sample region.

2. Hemispherical Analyser

Aperture

R

R2

Vr

V

Sample
α

Lens
R1

0
Retarding

Detector

Figure 2.5: A schematic diagram of hemispherical analyser [19].

Measuring the kinetic energy of photoelectron is the most important requirement of photoe-

mission process. The photoelectrons drifting in vaccum are pulled towards and focussed into

the energy analyser by the electric field generated by the electron lens. There exists several

types of analyser, but the concentric hemispherical analyser (CHA) is the most widely used. A

hemispherical deflection analyser consists of two concentric hemispheres, schematically shown

in Fig. 2.5. The entrance and exit slits are centered on the mean radius of the inner and outer

spheres. A potential difference is applied between the two hemispheres, with the outer one

being negative with respect to the inner one. The electrostatic lens directs the photoelectrons

into the space between the two hemispheres. Subsequently, all the photoelectrons experience

a centripetal force and hence undergo uniform circular motion. Thus, the radius of curvature

of this motion for a given potential difference between the two hemispheres is determined by
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the electron’s kinetic energy. The kinetic energy of the electron travelling on the central path

(R0=(R1+R2)/2), also known as the pass energy, is given by

EP =
eV

R2/R1 −R1/R2

(2.26)

The pass energy depends on the radii of the hemispheres and the voltage applied between them.

Photoelectrons with kinetic energy greater than the pass energy will follow a path of larger

radius of curvature and will therefore collide with the outer hemisphere. The photoelectrons

with kinetic energy less than the pass energy will follow a path of smaller radius of curvature

and will coincidentally collide with the inner hemisphere. The energy resolution of the CHA is

calculated as [20]

∆E = EP (
x1 + x2
2R0

+ α2) (2.27)

with x1 and x2 being the width of entrance and exit apertures respectively and α the angular

acceptance of electron beam at the entrance slit. From the above expression, it is evident that

the radii of the hemisphere and the slit width are relevant in determining the resolution of an

energy analyzer. Hence, a large hemisphere is inherently favored because of a better resolution.

In reality, the pass energy and the aperture sizes are set to achieve a good compromise between

signal intensity and energy resolution.

For this thesis, the UPS data were collected by a hemispherical analyser SCIENTA R3000

with a mean radius of 135 mm. The ARPES and XPS measurements were done using R4000-

WAL (with wide angle lens for high resolution) with a mean radius of 200 mm. The ejected

photoelectrons are sorted according to their ejection angles via the electron lens and reach the

hemispherical analyser which sorts the electrons according to their kinetic energy. Finally,

the photoelectrons reach the Multi-channel Plate (MCP)-CCD detector assembly for particle

detection which sorts the particles as a 2D image. The coverage of angular range is ± 10◦ and

± 15◦ for R3000 and R 4000-WAL respectively. The entrance slit width of the hemispherical

analyser can be fixed at any of the six slit apertures, 0.2 (straight), 0.2 (curved), 0.4 (curved),

0.8 (curved), 1.3 (straight), 3.0 (straight).

Electron Lens

The SCIENTA R3000/EW4000 uses an multi-element electrosatic lens to collect and transfer

the ejected photoelectrons from sample to the entrance slit of the hemispherical analyser. Inside

the electrostatic lens, metal plates are held at constant potential. The electron lens serve various

functions. Firstly, it acts as focussing lens, ensuing selection of different analysis areas and to
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operate the lens in different modes (transmission and angular multiplexing modes). Secondly,

it matches the initial kinetic energy of the electrons to the fixed pass energy of the analyser.

The lens is equipped with a set of intensity deflector paltes UP and LEFT. This plates ensure

the electrostatic lens to look a few mm in the x or y direction on the sample without any

geometrical change of the analyser, excitation source or manipulator. These can also be used

for correction of misalignment of the excitation spot and the electron optic axis. The lens can

be operated in transmission and angular multiplexing imaging modes. Switching between the

two modes is done through the SCIENTA software. Transmission mode is the standard mode

of lens operation. It produces an image of the sample on the detector and is intended for large

spot analysis of polycrystalline samples. Transmission mode maximizes the total transmission

through the lens at a constant magnification of about 5×. The spatial resolution in this mode

is of the order of 300 µm. Angular multiplexing mode is a special way of lens operation, in

which the emission angle distribution is imaged. Angular mode is used for Angle Resolved

Photoemission Spectroscopy (ARPES).

Multi Channel Detector

The modern scienta analyser is equipped with a 2D multichannel detector attached to the end of

hemispherical analyser. It offers the advantage of improved data acquisition efficiency, energy

resolution and momentum resolution. The detector is a MCP/CCD camera unit which serves

a 2-D detection system with energy in one direction and spatial/angular information in the

other direction. The detector unit comprises of three sub units: the field termination mesh,

the detector assembly (multichannel plates and phosphorus screen) and the CCD camera. The

field termination mesh, placed immediately in front of the detector ensures a homogenous

termination of the analyser field. It renders the possibility of a negative bias voltage on the

detector to reduce the low energy secondary electrons. The detector assembly consists of two

Multi-Channel Plates (MCP) and a phosphorous screen. The MCPs multiply each incoming

electron about a million times. This electron pulse is accelerated to the phosphorous screen

producing a light flash detectable by the Firewire CCD camera. The detector area registered

by the CCD is a square of over 600 simultaneous energy channels and over 400 spatial/angular

channels. The energy range is governed by the pass energy while the spatial/angular dispersion

is controlled by the lens mode.

3. Low Energy Electron diffraction (LEED)

The orientation of single crystal surface is determined using LEED. A beam of low energy (20-
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200 eV) electrons incident normally on the sample is diffracted by the periodically arranged

atoms in crystals by Braggs law of diffraction, and gives rise to diffraction spots on the screen

of the LEED system. Since the de Broglie wavelength associated with low energy electron is

comparable to the lattice constant of a crystal, its diffraction can give information regarding

the geometrical structure of the crystal. Single crystals with a well-ordered surface structure

generates a back-scattered electron diffraction pattern while polycrystals give rise to a diffused

circular pattern. The elastically-scattered electrons contribute to the diffraction pattern while

the lower energy (secondary) electrons are removed by energy-filtering grids placed in front of

the fluorescent screen (employed to display the pattern).

A typical experimental set-up is shown in figure 2.6. The basic elements in a LEED unit

are an electron gun and a display system. Electron gun contains a cathode filament (thoriated

tungsten) which is negatively biased with respect to the sample. Electrons emitted from the

cathode via thermionic emission are accelerated and focussed into a beam by series of electron

lenses. The electrons incident normally on the surface are backscattered elastically and diffrac-

tion pattern is seen on the screen. LEED detection system usually consists of three or four

hemispherical concentric grids and a phosphor screen. The grids serve the purpose of screen-

ing out the inelastically scattered electrons. The first grid is grounded to shield the sample from

the high electric fields from the luminescent screen. The second grid, the suppressor, is set to

a voltage just below the acceleration voltage of the incident electrons to remove inelastically
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scattered electrons from the diffracted beam. The last grid is grounded to shield the suppres-

sor from the high voltage on the luminescent screen. After passage through the last grid the

elastically scattered electrons are accelerated towards the screen by the screen voltage.

2.2 Inverse Photoemission Spectroscopy

Inverse photoemission is basically an electron in photon out process which relies on the concept

of detecting the Bremsstrahlung radiation emitted due to the radiative transitions of electrons.

Inverse photoemission spectroscopy (IPES) has emerged as a powerful technique to study the

unoccupied electronic states of solid [21–23] . It can access the otherwise hardly accessible

region between the Fermi and the vacuum level of the sample. Photoelectron spectroscopy and

inverse photoemission spectroscopy are complementary to each other.

2.2.1 Principle and Theory of Inverse Photoemission

A monoenergetic beam of incoming electron initially couples to an unoccupied quantum state

of energy (Ei, initial state energy) that is located above the vacuum level. Then, the electron

undergoes a radiative transition to another unoccupied state (Ef , the final state energy). The

transition is possible only to states that are located above the Fermi level.
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Figure 2.7: The schematic of Inverse Photoemission Process.
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The schematic of inverse photoemission process is represented in fig 2.7. The energy con-

servation relation is given by

hν = Ef − Ei (2.28)

The number of photons emitted with an energy hν depends on the number of unoccupied states

available at that energy. Thus, measurement of intensity distribution of the emitted photons is a

measurement of the density of unoccupied states above Fermi level. The yield in IPES is very

low compared to that of PES as can be seen from the ratio (R) of their differential cross-section:

R =
(dσ/dω)IPES

(dσ/dω)PES

= (
λe
λhν

)2 (2.29)

where, λe and λhν are the wavelengths of emitted electron and photon in PES and IPES respec-

tively. This ratio is a reflection of the different densities of final states available for the two

transitions. The value of R is of the order of 10−5 and 10−3 in the UV and X-ray energy regime

respectively. The low cross section for emission of photons in IPES is the major reason for a

relatively slow development of the technique as compared with PES. In comparison to other

techniques such as appearance potential spectroscopy (APS), X-ray absorption spectroscopy

(XAS) which can probe unoccupied electronic states, IPES has the special advantage of resolv-

ing the momentum dependence of the empty bands. So, apart from the density of states in its

angle-integrated mode it is possible to obtain the k-dependent band structure from k-resolved

inverse photoemission spectroscopy (KRIPES).

There are two modes of operation of IPES experiment namely isochromat mode and tunable

mode. In case of isochromat mode the intensity at constant photon energy hν is detected by

scanning the incident electron energy. In the tunable mode, the incident electron energy is

fixed and one detects the intensity of the emitted photons as a function of photon energies. The

information extracted is independent of the measurement mode used. In this thesis, we have

used the isochromat mode and thus this method will be discussed henceforth. The random

distribution of grains in case of polycrystalline sample results in an momentum integrated IPES

spectra reflecting the joint density of unoccupied states. For single crystals, it is possible to

measure the momentum resolved unoccupied band dispersion (E(k)).

As inverse photoemission can be regarded as a time inversion of the photoemission pro-

cess, the time inversion of this model appropriate to bremsstrahlung emission leads to the three

step [24] model analogous to photoemission process.

(1) Penetration of electrons into the solid: the incoming electron couples into one of the ini-
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tially unoccupied electron states.

(2) Competition between non-radiative and radiative decay: there is a strong probability, β(E),

that the electron will decay non-radiatively through inelastic electron-electron scattering. This

is the physical origin of the very short values (λ ≤ 0-20Å) for penetration depths of low energy

electrons. The remaining fraction, 1-β(E), decay radiatively giving rise to the measured pho-

tons.

(3) Optical deexcitation: The radiative decay takes place by means of a direct (i.e. k conserv-

ing) transition, since the photon momentum is negligibly small.

The relative magnitudes of the photoemission photocurrent and the inverse photoemission pho-

ton yield mainly depends on the corresponding cross-sections (the transition probability per

unit time). The interaction Hamiltonian in this case also is same as in direct photoemission

because both the processes involve interaction of electron with photon.

2.2.2 Instrumentation

The basic experimental requirement of IPES is an electron source providing a well-defined

beam and a photon detector with limited bandwidth. The photon detectors used in IPES have

fallen into two categories, those which operate in an isochromat or fixed photon energy mode

and those that are tunable, allowing detection at different photon energies. The IPES results,

presented in this thesis, were obtained using a band-pass Geiger-Müller type photon detector

with acetone gas filling and CaF2 window (acetone/CaF2) in isochromat mode with a mean

photon energy of 9.9 eV [25]. A Geiger-Müller counter, as schematically shown in the upper

panel of figure 2.7, consists of a tube closed at one end by a calcium fluoride (CaF2) window

and filled with a gas to a certain pressure. The combination of the transmission properties of the

window and the photoionization cross section of the gas determines the photon energy detected

and the bandwidth. A photon with an energy lower than the cut-off of the window but higher

than the ionization potential of the gas will initiate an electron cascade which is collected by

a central electrode. For example, the high energy cut-off of the acetone/CaF2 detector is due

to the CaF2 window that does not transmit photons with energy > 10.2 eV, while the threshold

for the photoionization of acetone at 9.7 eV sets the low energy cut-off. This determines the

band-pass function and results in a mean photon detection energy of 9.9 eV with a FWHM of

0.4 eV. Thus, 9.9 ± 0.2 eV photons can enter the detector to photoionize acetone.

The typical requirements of electron sources for IPES are large current at low energies
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with a narrow angular spread in the beam. However, the ability to achieve the requirements

of high currents and low energies is restricted by fundamental limits imposed by space-charge

effects: the space-charge-limited current density at a cathode varies as the three-halves power

of the extraction voltage and inversely as the square of the cathode-anode distance. A Stoffel-

Johnson type [26] electron source was used in our experiment. This is chosen because it has less

space-charge effect and high beam current. The contact potential difference applied between

the cathode and the lens electrodes ensues an uniform well focused electron beam with the set

kinetic energy. The compensation of the contact potential difference also enhances the beam

current substantially at low energies (<10 eV) and uniform beam current is achieved for the

whole energy range [27].

2.3 Experimental Procedures
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Figure 2.8: The universal curve of the electron mean free path versus kinetic energy.

It has already been discussed that the PES is a highly surface sensitive technique [28].

The ’universal curve’ shown in fig. 2.8 gives an idea of the inelastic mean free path of the

photoexcited electrons versus its kinetic energy. As seen from fig 2.8, the mean free path

lies around or below 10 Å in the kinetic energy range of 20-200 eV. Hence, vaccum better

than 10−10 mbar is mandatory for maintaining a clean surface devoid of any contaminants.

The photoemission spectra obtained from a contaminated surface shall not represent the bulk

electronic structure. This makes the preparation and preservation of a clean sample surface
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essential to PES measurement. The UHV is generated using a series of pumps namely rotary,

turbo molecular, ion and sputter ion pumps. Among the various surface preparation techniques

in situ scraping and in situ cleaving are the most widely used.

The sample was mounted on a stainless steel sample holder using commercial UHV com-

patible glue. Grounding of the sample was ensured using silver paste around the sample. The

sample was first loaded under atmosphere into the load lock, which was pumped down to 1 ×

10−7 mbar within one hour, then transferred into the preparation chamber with base vacuum

∼ 7 × 10−10 mbar. Inside the preparation chamber, a clean surface is achieved. In case of

polycrystalline samples, we have repeatedly scraped the surface using a diamond file until the

feature at ∼ 9.5 eV binding energy disappears. This feature has earlier been shown to origi-

nate from surface contamination, particularly adsorbed oxygen [29]. In case of single crystals,

insitu cleaving using post technique has been used. In this technique, a small post (a small

sized pin) is fixed on the sample surface with the help of UHV compatible glue, which is then

striked off the sample insitu, to obtain a clean surface. The samples were then transferred im-

mediately to the analysis chamber which is at a base vacuum of 3 × 10−10. The crystallinity of

the single crystals were ensured by taking the LEED patterns inside the analysis chamber. The

exposure of UV light on the sample surface was accessible by moving the sample manipulator

along x,y,z direction. The sample positioning was ensured according to the maximum electron

counts obtained in the CCD detector. The energy of photon source can be tuned from He I (21.2

eV) to He II (40.8 eV) using the monochromator. To check the reproducibility of the results,

all measurements reported here have been repeated many times. The spectra were collected at

constant pass energy (CAE) mode using pass energy of 5 eV in transmission mode. The energy

step size for full scan and high resolution scan were taken as 10 and 5 meV respectively. The

slit size of the analyser was fixed at 1.3 mm and 3.0 mm for He I and He II lines respectively.

For the ARPES experiments, the spectra were recorded at a pass energy of 10 meV, with en-

ergy step size of 40 meV in the angular mode. The slit size was fixed at 0.2 (curved). The XPS

spectra were recorded at 200 eV pass energy in the transmission mode. The Carbon 1s line at

284.6 eV has been utilised for charge correction. A shirley type background has been removed

from all the XPS spectra presented in the thesis. For the temperature dependent measurements,

the samples were cooled by pumping liquid nitrogen through the sample manipulator fitted

with a cryostat. Sample temperatures were measured using a silicon diode sensor touching the

bottom of the stainless steel sample plate. The low temperature photoemission measurements
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at 77 K were performed immediately after cleaning the sample surfaces followed by the room

temperature measurements. The system was calibrated using the Fermi edge of a sputtered

polycrystalline silver sample. The sputtering was done in the preparation chamber with 2 keV

Ar ions at an Agron pressure of 4.5 × 10−5 mbar.

2.4 Band Structure Theory

Though the advent of quantum mechanics in early 1990s created the backbone for calculations

of electronic structure and properties of atoms and solids, the calculations for complicated

systems remained impossible until the progress of advanced mathematical and computational

methods. As aptly stated by Paul Dirac in 1929 ”The fundamental laws necessary for the

mathematical treatment of large parts of physics and the whole of chemistry are thus fully

known, and the difficulty lies only in the fact that application of these laws lead to equations that

are too complex to be solved.” The development of efficient computational facility as well as the

methods of solving the rigorous quantum mechanical equations created a significant landmark

in the field of quantum chemistry and condensed matter physics. Density Functional Theory

(DFT) has emerged as one of the widely used methods today. Its importance was highlighted by

the 1998 Nobel prize in chemistry which was awarded to Walter Kohn for his development of

the density functional theory and to John Pople for his development of computational methods

in quantum chemistry.

2.4.1 The Many-Particle Problem

The basic problem in condensed matter physics is dealing with the interactions of large number

of particles. DFT attempts to solve this mathematically using computational tools. If the sys-

tem is an atom or a small molecule, the number of particles is rather small, but when dealing

with larger systems, describing the wave function of the system explicitly becomes infeasi-

ble. The full Hamiltonian for a many body problem in the non relativistic case consists of

two species, electrons and nuclei, with Coulomb interaction both between themselves and with

each other. To make situation simple, the Born-Oppenheimer approximation [30] is considered

which assumes that the nuclei of the atoms, molecules or solids remain fixed and generate a

static external potential in which the electrons move. For a system containing N electrons,

Schrodinger’s equation can be written as
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ψ(x1, x2...., xN) = Eψ(x1, x2...., xN),

(2.30)

where, xi = ri, σi

r and σ are the electron space and spin coordinates respectively.

The first term represents the kinetic energy T, the second term denotes the external potential

Vext and the third term describes the electron-electron interaction U.

Vext is the electrostatic potential generated by the nuclei and can be written as:

N∑
i=1

Vext(ri) =
∑
i,k

Zke
2

|ri −Rk|
(2.31)

where, Zk is the atomic number of nucleus k at Rk.

The quantum mechanical approach to solve equation 2.30 involves specification of external

potential, calculation of wave function and observables by taking the expectation value of oper-

ators with this wave function. The early attempts to solve the many body problem started with

the free electron model (FEM) which works well for the case of metals. Then came the Hartree

and Hartree-Fock approaches and finally the Thomas-Fermi model, which might be thought

of as a very early form of DFT since it uses the electron charge density as the basic variable

instead of the wave function.

2.4.2 Density Functional Theory

The density functional theory is based on the two theorems proposed by Hohenberg and Kohn

[31] in 1964. The first theorem demonstrates that the ground state properties of a many electron

system are uniquely determined by ana electron density that depends on three spatial coordi-

nates, through the use of the functionals of electron density. The second theorem defines an en-

ergy functional and proves that the correct ground state electron density minimizes this energy

functional. The HK-DFT lacked in accuracy due to the absence of exchange and correlation

terms. In 1965, Kohn and Sham [32] formulated the DFT theory including the exchange and

correlation terms. In the KS-DFT approximation, the many-body problem of interacting elec-

trons in a static external potential is reduced to a system of non-interacting electrons moving in

an effective potential. The effective potential includes the external potential and the effects of

42



the Coulomb interactions between the electrons, like the exchange and correlation interactions.

Modeling the latter two interactions were difficult within the framework of KS DFT.

The most widely accepted approximation is the Local Density Aprroximation (LDA) to

incorporate the exchange and correlation interactions. Local-density approximations (LDA)

are a class of approximations to the exchange-correlation (XC) energy functional in density

functional theory (DFT) that depend solely on the value of the electronic density at each point

in space (and not, for example, derivatives of the density or the Kohn-Sham orbitals). Many

approaches can yield local approximations to the XC energy. However, the approximations

derived from the homogeneous electron gas (HEG) model is the most successful one. The

HEG is a system of electrons moving on a positive background charge distribution such that

the entire system is electrically neutral. The number of electrons N and the volume V are

considered to approach infinity, while the electron density, n = N/V, remains finite and constant

everywhere. Physically, this is an assumption of ideal metal i.e a perfect infinite crystal of

valence electrons and uniformly distributed positive atoms.

The potentials used in LDA include augmented plane waves (APW), atomic orbitals (AO),

Gaussian orbitals (GO), muffin-tin orbitals (MTO), and linear combinations of them (LAPW,

LCAO, LCGO, LMTO). In the present thesis, TBLMTO-ASA [33,34] based calculations, em-

ploying scalar relativistic corrections including combined correction term and Langreth-Meh-

Hu gradient corrected von Barth Hedin parametrized energy and potential, have been used. The

calculated theoretical results have been correlated with the experimental observation. Hence we

shall discuss the LMTO method in detail.

2.4.3 Linear Muffin-tin Orbital method

The LDA reduces the many body Hamiltonian of the valence electron cloud in the presence of

’frozen’ array of ion cores. The effective Hamiltonian as seen by an electron within LDA is

given by,

V (r) =
∑
R

v(r−R) (2.32)

where, R are the positions of ion-cores and r is the position of the electron. In the neighbour-

hood of an ion-core, the potential seen by the electron in a solid is not very different from that

in the atom whose ion-core we are focussing on. The crystal potential used in LMTO changes

rapidly near the atomic sites which are considered as muffin-tin spheres and varies slowly near
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the interstitial region. The muffin-tin (MT) potential VMT approximates the potential by as-

suming it is spherically symmetrical near the atomic site and flat in the interstitial region given

by,

Vext(r) = VMT (r) =

{
Vext(r), r ≤ s

V0, r > s,
(2.33)

s is radius of MT spheres. The fig 2.9 shows the schematic of construction of muffin-tin poten-

tial.

Figure 2.9: A schematic diagram of construction of Muffin-tin potential.

The wavefunction can now be expressed as a product of spherical harmonics and radial

wavefunctions inside the sphere and plane waves in the interstitial region. The Atomic Sphere

Approximation (ASA) choses the MT radius in such a way that the total volume of the MT

spheres are equal to the total volume of the system, which means that the spheres have a slight

overlap [35]. Also, it takes the kinetic energy outside the MT sphere as zero. The MTO’s are

energy dependent inside the spheres. The muffin tin orbitals are linearised to create an energy

independent basis set which can then be used to make the matrix element of the Hamiltonian

which gives an Eigen value problem which are the solutions to the Kohn Sham equations. To

calculate the matrix elements of the Hamiltonian and the wave function overlap, Anderson

showed that one needs only the so called potential parameters obtained at the muffin-tin radii

and the structure constants which carry information of the geometry of the lattice. The matrix

elements are readily computed once the potential parameters are known and it is these param-

eters which are recalcualted each time in the self-consistent cycle of the LMTO-ASA method.
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The structure constants are computed only once and may be stored to be used repeatedly, in the

self-consistent calculation. The electron-electron correlation, U and Hund’s exchange term, J

can be taken care by use of LDA+U+J.

LMTO-ASA has its own merit and limitations which is discussed below [36]. The LMTO-ASA

offers several advantages over other methods in terms of (a) easy interpretation (b) speed (c)

simplicity. The muffin-tin potential defines the basis set to construct Bloch wave function of

the material. The atomic wave function is constructed using only s, p, d basis function for tran-

sition metals. For rare-earths and actinides one has to include the f orbitals in the expansion of

the crystal wave function. This use of a minimal basis set makes computation very fast as it re-

quires diagonalisation of a small sized Hamiltonian. The disadvantages include (a) the limited

accuracy in particular that Hellman-Feynman forces have been difficult to evaluate accurately

with this method (b) the method is limited to close-packed systems. (c) for open structures, one

has to use the empty spheres to make the system close packed, and it becomes inconvenient

when dealing with structure optimisations The theoretical bands calculated using LMTO does

not match accurately with the experimental spectra and Dynamic mean field theory (DMFT)

approximation [37, 38] is required for the exact interpretation of experimental data.
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Chapter 3

Electronic structure study of Fe(Se,Te)
superconductor

In this chapter, we have discussed the electronic structure of FeSe1−xTex superconductor, be-

longing to (11) family, using Photoemission Spectroscopy and Inverse Photoemission Spec-

troscopy. The experimental results have been well supported by our theoretical band structure

calculations.

3.1 Introduction

The unconventional superconductivity [1] in iron based compounds [2, 3] has attracted much

attention due to its importance in elucidating a consolidated understanding of superconduc-

tivity in general. Unlike the cuprate High Tc materials, superconductivity in these compounds

involves some exotic interplay of structural and magnetic degrees of freedom. Although among

them, Fe(Se,Te) is rather simple from a structural point of view, it shows a strong bearing of the

spin fluctuations and structural and magnetic disorder on its superconducting properties. The

emergence of superconductivity without doping and the absence of spacer layer in these sys-

tems, in contrast to the other Fe superconductors make Fe(Se,Te) an interesting candidate for

research and extensive theoretical and experimental studies focussing on the electronic struc-

ture of this sytem have been undertaken.

Theoretical calculations indicate that the Fermi surface of Fe(Se,Te) consists of two hole

cylinders near the zone center and two lighter compensating electron cylinders around the zone

corner [4]. The relatively stronger correlation in Fe(Se,Te) systems in comparison to other Fe

superconductors [5, 6], leads to a complex paring symmetry and unconventional superconduc-

tivity. ARPES studies demonstrate an isotropic superconducting gap derived from the strong
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coupling [7, 8]. Further, a sign reversing gap between the hole and the electron Fermi-surface

pockets (s± wave), favoring the unconventional pairing mechanism associated with spin fluc-

tuations has been confirmed [1,9]. Recent reports have indicated that the electronic structure of

Fe(Se,Te) are in the BCS-BEC cross over regime [10, 11]. The superconducting gap indicates

composite superconductivity consisting of strong coupling BEC in the electron band and weak

coupling BCS like superconductivity in the hole band [11].

Despite, a number of reports addressing many of the issues, the roles of electron-phonon

coupling, spin density wave states, quasiparticles etc. are still under intense debate. Many

exotic properties of these superconductors originate from some of the key elements like mag-

netic fluctuations, unconventional electron-phonon coupling and electron correlations. Further,

the multiorbital correlation in combination with Hund’s coupling caused by the participation

of all five Fe 3d electrons result in some distinctive electronic properties like orbital selectiv-

ity [1, 12, 13], Mottness [14], quantum phase transition [15], nematicity [16], pseudogap [17]

etc.

Presence of pseudogaps is a characteristic feature of the family of unconventional super-

conductors such as high Tc cuprates [18, 19], heavy fermion superconductors [20] and the

recently discovered iron pnictides and chalcogenides [21–23]. In last few years, correlation

of the pseudogap with the superconducting state has been under intense study. Although, the

origin of pseudogap in these materials is still under debate, a general consensus is prevailing

among researchers about the existence of two types of pseudogaps, located at low and high

binding energies in high Tc superconductors. The low energy pseudogap which originates from

superconducting fluctuations [24, 25] persists just above Tc where as the origin of high energy

pseudogap existing far above Tc is still a puzzle [26, 27]. Nevertheless, electron correlation is

considered to play a vital role in the existence of the high temperature pseudogap in uncon-

ventional superconductors [28] like the case of manganites [29]. The electronic properties of

these superconductors with their moderate electron correlations, are controlled mostly by the

competing inter- and intra- orbital interactions near the EF region. It has been pointed out [30]

that these interactions generate an Orbital Selective Mott Phase (OSMP) in which electrons in

some orbitals are Mott localized while others remain itinerant. Earlier, such an OSMP was

identified in Ca2−xSrxRuO4 [31, 32]. Recently, a doping dependent OSMP was proposed to be

present in Fe(Se,Te) by Craco et al. and Aichhorn et al. [33, 34] from a theoretical point of

view.
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Electron spectroscopic methods are considered to be quite suited to probe the near EF elec-

tronic structure and thereby the nature of pseudogaps. Although a number of photoemission

studies [10, 35, 36] focussed on the electronic structure of valence band (occupied states) and

the pseudogap formation in the Fe(Se,Te) system, their origins and nature are still not clear.

Moreover, a detailed investigation of the unoccupied states are also not reported. In this study,

photoemission spectroscopy (PES) and inverse photoemission spectroscopy (IPES) in conjunc-

tion with LDA based band structure calculations have been used to understand the detailed near

EF electronic structure of Fe(Se,Te). Changes in the Fe 3d - Se 4p/Te 5p correlation strength

with doping or temperature lead to noticeable spectral weight shifts in the near EF states in

PES and IPES which could be intimately related to the structural changes of the Fe(Se,Te)4

tetrahedra. The temperature dependent normal state pseudogap observed in PES has been cor-

related to the insulating behavior originating from the multi-orbital correlation and the Hund’s

coupling. Based on our theoretical calculations it is shown that the formation of such a pseudo-

gap could be a signature of the temperature induced Orbital Selective Mott Transition (OSMT).

The Coulomb correlation energies in Fe(Se,Te) systems have been estimated from the com-

bined PES and IPES spectra.

3.2 Experimental

Polycrystalline samples of FeSe1−xTex (x = 1, 0.5, 0) used in this study were synthesized via

solid state reaction route [37] and characterized for their electrical, magnetic and structural

properties [38]. In order to avoid a common source of error in the spectroscopic analysis

of these compounds, it was ensured that the samples contain no excess Fe and are of single

phase in nature. Angle integrated ultraviolet photoemission measurements were performed by

using an ultra high vacuum system equipped with a high intensity vacuum-ultraviolet source

and a hemispherical electron energy analyzer (SCIENTA R3000). At the He I (h ν = 21.2

eV) line, the photon flux was of the order of 1016 photons/sec/steradian with a beam spot

of 2 mm diameter. Fermi energies for all measurements were calibrated by using a freshly

evaporated Ag film on a sample holder. The total energy resolution, estimated from the width

of the Fermi edge, was about 27 meV for He I excitation. Inverse photoemission spectroscopic

(IPES) measurements were performed in the isochromat mode with a mean photon energy of

9.9 eV using a combination of electrostatically focussed Stoffel Johnson type electron gun with
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a contact potential [39] and an acetone gas filled photon band pass detector with a CaF2 window

[40,41]. The total energy resolution of IPES measurements were ∼600 meV. IPES spectra were

obtained by normalizing the measured photon counts by the sample current at each energy

step. The binding energy has been determined with reference to the Fermi level of a sputter

cleaned silver surface. All the measurements were performed inside the analysis chamber

under a base vacuum of ∼ 5.0 × 10−11 mbar. The polycrystalline samples were repeatedly

scraped using a diamond file inside the preparation chamber with a base vacuum of ∼ 5.0 ×

10−11 mbar and the spectra were taken within 1 hour, so as to avoid any surface degradation.

All measurements were repeated many times to ensure the reproducibility of the spectra. For

the temperature dependent measurements, the samples were cooled down by pumping liquid

nitrogen through the sample manipulator fitted with a cryostat. Sample temperatures were

measured using a silicon diode sensor touching the bottom of the stainless steel sample plate.

The low temperature photoemission measurements at 77 K were performed immediately after

cleaning the sample surfaces followed by the room temperature measurements.

In order to understand the observed changes in the near EF spectral features we used

TBLMTO-ASA [42] calculations employing scalar relativistic corrections including combined

correction term and Langreth-Meh-Hu gradient corrected von Barth Hedin parametrized energy

and potential. The experimental lattice parameters at 300K were used in the calculations [38].

The correlation effects of the Fe-d orbitals were taken into account by using LDA+U formulism

with J as 0.9 eV [34], and U as 3.5 eV for FeTe and 4.0 eV for FeSe [6]. For the FeSe0.5Te0.5

U was taken as 3.8 eV, a value intermediate between those of FeTe and FeSe.

3.3 Results and Discussion

Z

α

Figure 3.1: Structure of Fe(Se,Te)4 tetrahedra showing the chalcogen height Z and angle α.
Red and blue spheres correspond to Fe and Se/Te atoms respectively.
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The structure of FeSe1−xTex compounds consists of a stacking of edge sharing Fe(Se,Te)4

tetrahedra without any spacer layer in between [3] as shown in figure 3.1. The chalcogen height

(height of Se/Te atom from the Fe plane) and the Fe-Se/Te-Fe bond angle (α) is also marked.

The parent compound FeTe is a non superconductor and exhibits a monoclinic structure at

low temperature. It also shows an antiferromagnetic spin density wave (SDW) transition at 70

K [43]. The other parent, FeSe is a superconductor with a Tc of 8 K [44], which increases to

37 K under a pressure of ∼ 4GPa [45]. Recently, Tc of ∼ 100 K has been observed in single

layer FeSe films on doped SrTiO3 [46]. Substitution of Se at the Te site enhances the Tc to a

maximum of 15 K for x = 0.5 [3], on the contrary, it is expected that disorder should reduce

the superconducting transition temperature, Tc [47]. This enhancement is reported to be linked

to the local structural symmetry breaking [48] and the degree of disorder caused by the smaller

ionic radius of Se [3]. Recent report by Wang et al. [49] have demonstrated the topological

nature of FeSe0.5Te0.5 characterised by Dirac cone type surface states.
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Figure 3.2: (a) High resolution (a) PES (b) IPES spectra taken at 300K for He I Valence band
spectra measured at 300 K for FeSe1−xTex (x = 1, 0.5, 0). The features are marked as A, B, C
and D. (b) IPES spectra for FeSe1−xTex (x = 1, 0.5, 0 shown in black, red and blue respectively)
with marked features A and B. Dashed vertical lines correspond to the Fermi level.

Figure 3.2(a) shows the valence band spectra of FeSe1−xTex (x = 1, 0.5, 0) samples taken at

He I photon energy. The spectra for all the compositions show four major features marked as

A, B, C and D positioned at 0.5, 2, 4 and 6 eV respectively. The broadened feature A seen in the

case of FeTe transforms into a sharp peak for FeSe. Feature C becomes prominent and shifts

to higher binding energy with increasing Se content. Further, feature D also shifts to higher

binding energy with Se doping. Panel (b) of figure 3.2 shows the inverse photoemission spectra
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of the FeSe1−xTex samples, taken at room temperature, depicting the unoccupied density of

states. The experimental spectra show two prominent features A1 and B1 located at binding

energy positions 1 and 5.5 eV respectively. B1 is less prominent due to the electron scattering

inverse photoemission process [50].
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Figure 3.3: Theoretically calculated (a) Total occupied DOS and (b) total unoccupied DOS, for
FeSe1−xTex (x = 1, 0.5, 0). The theoretical features which matches with experiment has been
marked as A, B, C and D in (a) and A1 and B1 in (b). The sub features of A (A′ and A′′) and
A1 (A1′ and A1′′) are also marked.

To explore the orbital contribution of the observed experimental features the TBLMTO-

ASA based band structure calculations for occupied and unoccupied density of states are plotted

in fig 3.3(a,b). Features A and B exhibit predominant Fe 3d character, C represents hybridized

Fe 3d - Se 4p/Te 5p states while D corresponds to Se 4p/Te 5p states. For FeTe, the features

B and C merge while in case of FeSe, a clear gap is seen in the calculated DOS, which is in

accordance with the experimental results. Se doping shifts the features C and D towards higher

binding energy owing to the greater electronegativity of Se (2.4) in comparison to Te (2.1).

Further the feature A is composed of two sub features A′ (-0.15 eV) and A′′ (-1.0 eV). The un-

occupied density of states plotted in fig 3.3(b) indicates that A1 arises primarily from the Fe-3d

states with a small contribution from the chalcogen (Se/Te) p states and B1 consists predomi-

nantly of the hybridised Fe3d-Se4p/Te5p unoccupied states. Further, feature A1 comprises of

A1′ (0.6 eV ) and A1′′ (1.2 eV). These assignments of features in occupied and unoccupied
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states are in agreement with other’s calculations also [6, 51].
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Figure 3.4: High Resolution (a) PES and (b) IPES spectra taken at 300 K for FeSe1−xTex (x =
1, 0.5, 0 shown in black, red and blue respectively). Features A′ and A′′ are denoted by black
bars in (a). Inset of (a) shows the expanded view near the EF .

In order to see the finer changes in the near EF electronic structure we have taken a set

of high resolution spectra of this region around EF . In Figure 3.4(a,b) we have plotted the

PES and IPES spectra from the three compositions taken at room temperature. As we see,

from fig 3.4(a), the feature A consists of two features A′ and A′′ positioned at 0.1 and 0.5 eV

respectively. These features correspond to the features in DOS calculations A′ (0.15 eV) and

A′′ (1.0 eV). The discrepancy in the energy positions could be due to the self-energy correction

which is neglected in the calculations [52]. As we go from FeTe to FeSe, the energy separation

between these two features keep decreasing and intensity of A′′ increases. Thus, the doublet

structure in case of FeTe transforms into a prominent peak with a weak shoulder in case of

FeSe. Thus, with increase in the Se content from 0 to 1 the intensity of peak A increases. It

can also be seen, that some of the electronic states at the EF get depleted (from the inset of fig

3.4(a)) with Se doping and the spectral weight at EF shift to higher binding energy positions at

A. Similar spectral change in PES with doping was earlier reported by Yokoya et al. [51] also.

Such a shift in the spectral weight is a signature of the presence of a pseudogap in the case of

FeSe. In complementary to PES, a reduced spectral weight near the Fermi level (EF ) with Se

doping is seen in IPES spectra plotted in fig 3.4(b). The sub features of A1 are not resolved

experimentally in IPES. The depletion of spectral weight near EF with Se substitution is in

confirmity with the reports by Saini et al. [53] based on their studies using X-ray absorption

spectroscopy (XAS) in which the electronic structure of unoccupied states of FeSe1−xTex are
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The depleted occupied as well as unoccupied DOS near EF is associated with the changes

in the tetragonal crystal structure of Fe(Se,Te). Substitution of Se for Te in FeTe leads to an

increase in the Se/Te - Fe - Se/Te bond angle (α shown in fig 3.1). The angle α which is 95◦ in

case of FeTe, approaches the ideal tetrahedron value of 109.5◦ with Se doping [54]. Similarly,

the chalcogen height (z) decreases from 1.78 Å to 1.46 Å with Se doping [6]. The bond angle

and chalcogen height is determinant to the overlap between the iron and chalcogen orbitals,

resulting in a stronger hybridization between the Fe 3d and the chalcogen p orbitals. In addi-

tion an enhancement of Fe-3d interorbital hoppings via chalcogen p orbitals occur at reduced

chalcogen height. This leads to an enhanced splitting of lower and upper Fe-3d bands (situated

in valence and conduction bands respectively) and thereby a reduction in density of states near

EF [6]. The role of Fe 3d - chalcogen p hybridisation in the unoccupied region is supported by

the experimental results of Saini et al. [53]. This study demonstrates that the Fe-3d unoccupied

states display a gradual decrease in spectral intensity with Se substitution. The experimental

observation, supported by cluster model calculations, correlate the spectral weight depletion

to the enhanced hybridisation of chalcogen p orbitals with the Fe 3d orbitals. The increased

chalogen p - Fe-3d hybridisation for FeSe in comparison to FeTe is also evidenced from the
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Fe K edge X ray absorption near edge spectra (XANES) [55] which probes the unoccupied

Fe-chalcogen hybridised states. Thus, the change in hybridisation strength of the Fe-3d - Se-

4p/Te-5p states govern the electronic structure of the FeSe1−xTex system and result in a reduced

density of states near Fermi level with Se doping, both in the occupied and unoccupied region.

The nature of bands involved in the formation of the pseudogap and in the spectral weight

shifts could well be identified from our Fe 3d partial density of states (PDOS) calculations

using the TB-LMTO ASA method. Figure 3.5 shows the Fe 3d occupied (a) and unoccupied

(b) PDOS of the FeSe1−xTex system . Although, FeSe, FeTe and FeSe0.5Te0.5 have tetragonal

symmetry, different Fe-Se and Fe-Te bond lengths in case of FeSe0.5Te0.5 reduce the space

group symmetry to 99 (P4mm) [56]. The lower symmetry in case of FeSe0.5Te0.5 results in

the lifting of the degeneracy of xz/yz orbitals (as seen from fig 3.5). The occupied PDOS (fig

3.5(a)) reveals that xz/yz and x2-y2 orbitals are the most populated ones at 0.15 eV (A′) while

the feature at 1 eV (A′′) corresponds to states mostly populated with 3z2-r2. The feature at ∼

0.15 eV shifts back to higher binding energy and becomes less prominent with doping of Se in

place of Te. On the contrary, the feature at ∼ 1.0 eV shifts towards EF and the plateau at ∼ 0.8

eV reduces with Se incorporation. The above effect results in an enhanced DOS for FeSe in

comparison to FeTe at 0.5 eV in the PES spectra. Similarly, the unoccupied Fe-3d DOS reveal

that the xz/yz and x2-y2 orbitals are the highest populated ones corresponding to the feature

A1′ while the xy orbital is the highest for A1′′. The feature A1′ moves away from the EF while

the feature A1′′ moves towards the EF in addition to an intensity enhancement of both A1′ and

A1′′ (fig 3.3(b)). The intensity of xy and x2-y2 orbitals could be seen to be increasing with the

reduction in the doping value x, leading to the increase in the intensity of A1.

To explore the change in Fe-3d orbital contribution with Se doping, we have plotted the

occupied Fe-3d orbital contribution in fig 3.6. Replacement of Te by Se leads to decrease in

chalcogen height, which affects the occupancy of the out of plane Fe-3d orbitals, 3z2-r2 - xz/yz.

The reduced chalcogen height (z) and increased bond angle with Se doping results in a stronger

hybridization of Fe 3d - chalcogen p orbitals and an enhanced Fe-3d interorbital hoppings.

As can be seen from the fig 3.6, the DOS contribution for 3z2-r2 and xy orbitals is very less

near EF while x2-y2 and yz/zx orbitals contribute significantly to the density of states near EF .

This large DOS at the Fermi level leads to remarkable electron correlation effects for the latter

orbitals. Substitution of Se, causes a reduction in z which affects the hybridisation of the Fe-3d

- chalcogen p orbitals and the Fe-3d interorbitals. The hybridisation between x2-y2 - 3z2-r2 and
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Figure 3.6: The individual contributions of (a) xy, (b) yz/xz, (c) 3z2-r2 and (d) x2-y2 orbitals
to Fe 3d partial DOS for FeTe, FeSe0.5Te0.5 and FeSe. Inset of (b) represents the expanded
PDOS near EF for yz (solid lines) and xz (dotted green line, for FeSe0.5Te0.5) orbitals. The
reduced symmetry in case of FeSe0.5Te0.5 lifts the degeneracy of xz and yz orbitals, thus the
PDOS contribution splits which is otherwise same in case of FeTe and FeSe.

yz/zx - xy orbitals is enhanced with Se doping due to the lowering of chalcogen height. This

is reflected as an orbital selective weight transfer in fig 3.6, whereby, the occupancy of x2-y2

and yz/zx orbitals reduces near EF with a simultaneous increase in occupancy of 3z2-r2 orbitals

at higher binding energy. This change in orbital occupancy is reflected as the spectral weight

shifts which in turn results in the formation of a pseudogap with Se doping in the valence band.

Figure 3.7(a,b) depicts the near EF PES spectra of FeSe1−xTex taken at 300 K (black)

and 77 K (red). The feature A, originating from Fe 3d states shows an enhancement in its

intensity as the temperature is lowered. Although, in case of FeTe this increase is very small,

substitution of half of Te with Se results in a marked change. It should be noted that with

further increase in Se content, this enhancement of intensity of peak A becomes weaker, though

still distinct. Associated with this increase in intensity there is a depletion of states at the

Fermi level. Further, it can be seen that the area by which the A peak has increased does

not match with the number of states depleted from the near EF position. This indicates that

electrons from other orbitals also shift resulting in the increase in its intensity. It should be

noted that, depletion of these states from the near EF clearly indicates an opening up of a
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Figure 3.7: (a) Enlarged view of high resolution PES spectra measured at 300 K (black) and 77
K (red) for FeSe1−xTex (x = 1, 0.5, 0) . (b) PES spectra in the enrgy range -0.8 -0.2 eV.

pseudogap as the temperature is lowered from 300 K to 77 K. Moreover, the spectral weight

transfer is weak in case of FeTe while FeSe0.5Te0.5 exhibits a signicant shift. A comparison

of the figures 3.4(a) and 3.7(a) will reveal that the doping dependent spectral weight transfer

is similar to the temperature dependent transfer in the respect of their energy positions. It has

been reported earlier that lowering the temperature results in the reduction in the Fe-chalcogen

height (Z shown in fig 3.1) in case of FeTe and FeSe0.5Te0.5 while a slight increase in case

of FeSe [57]. The magnitude of this decrease is greater in case of FeSe0.5Te0.5 compared to

FeTe. Thus, at 77 K, FeSe0.5Te0.5 has the shortest chalcogen height while FeTe the longest.

The reduced chalcogen height at low temperature in case of FeSe0.5Te0.5 ensures the strongest

hybridization between the Fe-3d orbitals. This reflects in the maximum spectral weight transfer

to higher binding energy in comparison to both the parent compounds. As mentioned before,

in an analogy with the doping dependent case discussed earlier, the reduction in the chalcogen

height shifts the electron occupancy from the xz/yz and x2-y2 to the 3z2-r2 orbitals resulting

in the temperature dependent spectral weight transfer and thereby the pseudogap. This is a

temperature induced crossover from a metallic state in which all the t2g orbitals (xy, xz/yz)

near the EF are occupied to a state in which occupancy of the xz/yz orbitals are depleted,

signifying a Mott transition. This kind of spectral weight transfer which is a characteristic

of Mottness [58], has earlier been identified as Orbital Selective Mott Transition (OSMT) [30].

Our study presents the first observation of a temperature induced crossover to a low temperature

OSM phase in the family of Fe chalcogenides although such phenomena was earlier observed
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FeSe1−xTe1−x (x = 1, 0.5, 0)

in AxFe2−ySe2 (A = K, Rb) where a high temperature OSM phase was identified [28].

Such spectral weight redistributions with lowering of temperature were earlier ascribed to

the spin density wave transition (SDW) in FeTe by Zhang et al. [35] who concluded that the

suppression of the SDW is the cause of the reduction in the near EF spectral weight at low

temperatures. But, our observation of a stronger spectral weight shift in case of FeSe0.5Te0.5

compared to that of FeTe shows that the spectral weight shift in this case is not related to the

SDW transition. A recent ARPES study [59] has reported the evolution of the spectral feature (a

hump which corresponds to feature A in our data) as a function of x. The intensity of the hump

was found to reduce with decreasing Se content. This study points at the role of electronic

correlations driving the system close to the Mott metal insulator transition. Another ARPES

study, temperature dependent, by Liu et al. [60] have reported a peak-dip-hump line shape in

case of Fe1.02Te across its antiferromagnetic transition at 70 K. This study has shown the hump

to become broader as the temperature is lowered below 50 K and explained the results in terms

of the strength of polarons. It should be noted that the spectral weight shifts observed by us

are all above the Neel temperature. Nevertheless, these results together highlight the intricate

electron correlation in the near EF states over a broad range of temperature.

Fig 3.8 shows the IPES spectra of FeSe1−xTex taken at 300 K (black) and 77 K (red). Quite

similar to the spectral changes observed as a function of doping, the intensity of the feature A1

increases for higher temperature. Further, such a change in A1 could be seen for all the three

compositions. This shows that the increase in the doping value and increase in the temperature

have similar bearings on the spectral weight shifts which lead to the pseudogap. Moreover, such
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a temperature dependent change also shows that these spectral weight shifts are inherent to the

samples and are not artefacts arising from spectral normalisation or sample surface cleaning.
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Figure 3.9: PES spectrum (solid lines) measured using He I (21.2 eV) below the Fermi level
(dashed vertical line) and IPES spectra (dots+lines) at 9.2 eV photon energy above Fermi level
for FeSe1−xTex (x = 1. 0.5, 0). The black and red spectra correspond to data taken at 300 K
and 77 K respectively.

In order to understand the origin of the observed temperature dependent pseudogap in IPES

which depict the unoccupied states, we have compared our results with the photoemission spec-

tra (PES) respresenting the occupied states. A comparison between the temperature dependent

photoemission spectra and the IPES spectra is shown in fig 3.9. The figure shows an enhance-

ment of states for the feature A in the occupied region (-0.5 eV - EF energy range) and a

complimentary depletion of states for feature A1 in the unoccupied region (EF - 1 eV range)

at low temperature. This temperature dependent enhancement in PES was attributed to the

change in the chalcogen height (Z) from the Fe plane at low temperature. Reduction in Z at low

temperature causes change in the hybridisation between Fe 3d and chalcogen p orbitals. This

result in the enhancement of spectral weight for feature A due to the increased occupancy of

the 3z2-r2 orbitals at low temperature. The spectral weight in IPES has a direct correspondence

to the same in PES. Thus, the enhancement in spectral weight of 3z2-r2 orbitals in the occu-

pied side manifests as depletion of states in the unoccupied side. This explains the observed

changes in features A1′ and A1′′ with temperature. Our result is consistent with the temperature

dependent Fe K edge XAS measurements [61], showing an enhancement of pre peak A, at low

temperature in FeSe1−xTex, which has been correlated to the enhanced hybridisation of Fe-3d

and chalcogen-p orbitals due to the decreased chalcogen height (h) at low temperature.

In Figure 3.10 we have compared the spectra collected using the HeI and HeII photons for
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Figure 3.10: Comparasion of HeI and HeII spectra for FeSe1−xTex (x = 1, 0.5, 0) measured at
300 K (black) and 77 K (red).

FeTe, FeTe0.5Se0.5 and FeSe respectively. The black and red spectra correspond to data taken

at 300 K and 77 K respectively. There is an enhancement of Fe 3d derived states in case of

He II for all the compositions due to the higher cross section of Fe 3d at the He II energy. The

spectral weight shifts and thereby arising pseudogap described above follow the same trend in

case of He II also but with a lower magnitude compared to He I.
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Figure 3.11: The PES and IPES spectra below and above the Fermi level respectively, for FeTe
(black), FeSe0.5Te0.5 (blue) and FeSe (red). The black ticks correspond to the positions of A1
and B.

By combining the spectra from PES and IPES we can estimate some of the energy scales in-

volved in the electronic transport in this family of Fe superconductors, like the onsite Coulomb

energy (U). The feature B in the valence band spectra and A1 in the IPES spectra are ascribed

to the lower and upper Hubbard band respectively [34]. The energy separation between B and
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A1 provides a rough estimate of the onsite Coulomb energy, U [62]. Fig. 3.11 shows the PES

spectra taken using He II (40.8 eV) source and IPES spectra at 9.9 eV photon energy, of the

FeSe1−xTex system plotted together by alligning the corresponding Fermi energies. From the

plot the value of U was estimated to be ∼ 3.5, 3.4, 3.2 eV for FeSe, FeSe0.5Te0.5 and FeTe

respectively. The estimated U for FeSe is comparable to the result obtained experimentally by

Yokoya et al. [51]. Chen et al. [63] reported a U value of 4.0 using X-ray Absorption Spec-

troscopy (XAS) and X-ray Emission Spectroscopy (XES). Further, it should be noted that U

increases in FeSe1−xTex with decreasing x. Such a trend was earlier predicted by using theo-

retical calculations [6]. The gap in the density of unoccupied states with doping of Se leads to a

shifting of the Upper Hubbard band A1 towards higher energy which signifies the enhancement

of electron correlation with doping.

3.4 Conclusion

A systematic study of the electronic structure of FeSe1−xTex, using PES and IPES has been

done and the results have been interpreted using our theoretical band structure calculations.

A doping and temperature dependent pseudogap formation reflecting the role of chalcogen

height in this system is observed. The strong orbital dependent spectral weight transfer at

low temperature observed in the valence band, suggests that these compounds are in close

proximity with Mottness. Using theoretical band structure calculations we have shown that

the spectral weight transfer is due to the shifting of the electron occupancy from the xz/yz and

x2-y2 orbitals to the 3z2-r2 indicating a temperature induced crossover from a metallic state to

an Orbital Selective Mott (OSM) Phase. The temperature dependency of the pseudogap in the

unoccupied region is complementary to the observed pseudogap in the occupied region. We

have also estimated the Coulomb correlation energy for different doping concentrations which

demonstrate that the electron correlations in Fe(Se,Te) superconductors do have a bearing on

the change in their geometric structure.
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Chapter 4

Electronic structure study of
Nd[O1−xFx]FeAs superconductor

In the previous chapter, we discussed about the electronic structure of FeSe1−xTex supercon-

ductor, a member of (11) family using Photoemission and Inverse Photoemission Spectroscopy.

This chapter covers the electronic structure study of Nd[O1−xFx]FeAs, a member of (1111)

family. The similarity in the electronic structure of (1111) and (11) family, despite the struc-

tural difference due to the absence of spacer layer in case of (11) family has been explored.

4.1 Introduction

The discovery of superconductivity with Tc of ∼ 26 K, in fluorine doped LaFeAsO [1], created

a new arena of research in the field of superconductors and paved way for the discovery of

various Fe superconductors. Amongst the various classes of layered Fe superconductors, the

(1111) family comprising of the layered oxy-pnictides exhibit the highest Tc. Till date various

rare earth (RE) doped quarternary oxypnictides superconductors [2] with the general formula

REFeAsO have attracted the attention of researchers. Electron doping via partial replacement

of O2− with F− or oxygen deficiency in these systems enhances the Tc [3–8] to a maximum

of 55 K [9]. The Fe oxypnictides possess striking resemblances to the cuprates in terms of

structure and high Tc. This has led to an avalanche of research in this field.

The Rare Earth oxypnictides (REFeAsO) exist in layered structure, with the superconduct-

ing (FeAs)δ− layers separated by the charge reservoir (REO)δ+ layers. The superconductivity

in these systems are dependent on the charge transfer and the lattice misfit between the two

sub layers [10, 11]. One of the interesting aspects of these materials is the competing spin

density wave (SDW) and the superconductivity [12, 13]. The undoped compound REFeAsO is
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non superconducting and exhibits a structural phase transition from tetragonal to orthorhombic

which is accompanied by a spin density wave (SDW) transition [12–17]. Doping or oxygen

deficiency lead to disappearance of structural and SDW transition with a simultaneous emer-

gence of superconductivity. The maximum Tc of the doped system increases with reducing the

rare-earth ion size [18], while the structural transition temperature decreases for the undoped

system [12, 14]. Although doping suppresses both the lattice distortion and Fe magnetic or-

der, magnetism is believed to play a major role in the superconducting pairing mechanism in

pnictide superconductors. This suggests a strong interplay between structure, magnetism and

superconductivity with the chemical pressure in the Fe pnictides.

Extensive research have been focussed on unveiling the electronic structure of Fe pnictides.

The first principles band structure calculations indicated that the Fermi surface of REFeAsO

consists of two hole pockets around Γ point and two electron pockets around M point [19].

The theoretical calculations and quantum oscillation measurements [20] suggest similar sizes

of the hole and electron pockets at the Fermi surface. On the contrary, ARPES shows an extra

large circular hole pocket around the zone centre, Γ, which covers almost 40 % of the Brillouin

zone intersection size. This extra hole pocket is associated with the surface-driven electronic

structure, i.e an atomic reorganisation and/or lattice relaxation at the sample surface [21–23].

This large hole pocket shows no gap in the undoped sample, while exhibits a s-wavelike gap in

the F doped superconducting sample [24]. Various scenarios have been proposed to explain the

mechanism of superconductivity in these systems predicting different symmetry of the order

parameter ranging from s wave to d wave and p wave [25–30].

The layered oxypnictides with unpaired 4f electrons show some interesting interactions of

the rare earth magnetic moment with the FeAs layer [31]. The competing effects of the rare

earth magnetic moments and the chemical pressure (due to doping) on the electronic, mag-

netic and superconducting properties of REFeASO family are still not well understood. The

Nd based oxypnictide (NdFeAsO), shows a high Tc of ∼ 50 K with F doping. The parent

compound, NdFeAsO is an antiferromagnetic, nonsuperconductor displaying a structural tran-

sition from tetragonal to orthorhombic at 150 K which is accompanied by the onset of stripe

like AFM ordering of Fe below TN ∼ 140 K [32]. Below temperature 15 K, the Fe moments

experience a strongly hysteretic magnetic transition from AFM to FM along the c direction but

unchanged AFM stripe like ordering in the ab plane. Accompanied with this, the Nd moments

order antiferromagnetically at ∼ 6 K. The Nd moments are coupled to the Fe moment by a com-
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mon magnetic unit cell, indicating a complex interplay between Nd and Fe magnetism [33]. F

doping at O site, causes an emergence of superconductivity with maximum Tc reaching 50 K,

by suppressing the spin density wave order [34]. The pnictogen/chalcogen height dependent

multiorbital correlations of Fe-3d orbitals give rise to exotic electronic properties Fe supercon-

ductors [35].

Previously reported Angle Resolved Photoemission studies on Nd[O1−xFx]FeAs single

crystals have looked into the superconducting gap and the nature of Fermi surface [24, 36].

ARPES study on NdFeAsO0.9F0.1 [36] revealed the Fermi surface composed of large hole

pockets at Brillouin zone (BZ) centre and smaller electron pockets at each corner of the BZ.

Further a superconducting gap of 20 meV, with an emergence of a coherent peak below Tc

was also reported. The study of Kondo et al. [24] indicated a nodeless superconducting gap

in the hole pocket at BZ centre of NdFeAsO0.9F0.1. The isotropic superconducting gap of ∼

15 meV is consistent with an isotropic s wave pairing symmetry. In the present study, angle

integrated photoemission spectroscopy has been used to investigate the electronic structure of

Nd[O1−xFx]FeAs (x = 0.0 and 0.2). We have focussed on the emergence and origin of normal

state pseudogap in these Nd pnictides, which is a characteristic feature of the pnictide super-

conductors [37–41]. The observed temperature dependent pseudogap has been correlated with

the change in pnictogen height.

4.2 Experimental

Polycrystalline samples of Nd[O1−xFx]FeAs (x = 0, 0.8) used in this study were synthesized

via solid state reaction route [42] and characterized for their electrical, magnetic and structural

properties. Angle integrated ultraviolet photoemission spectroscopy (UPS) measurements were

performed using a high intensity vacuum-ultraviolet source and a hemispherical electron energy

analyser (SCIENTA R3000). At the He I (hν = 21.2 eV) line, the photon flux was of the order

of 1016 photons/s/steradian with a beam spot of 2 mm in diameter. Fermi energies for all

measurements were calibrated by using a freshly evaporated Ag film on to the sample holder.

The total energy resolution, estimated from the width of the Fermi edge, was about 27 meV

for the He I excitation. All the measurements were performed at a base pressure of ∼ 5.0 ×

10−11 mbar. The samples were repeatedly scraped using a diamond file inside the preparation

chamber with a base vacuum of 5.0 × 10−10 mbar and the spectra were taken within an hour,
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so as to avoid any surface degradation. All the measurements were repeated many times to

ensure the reproducability of the spectra. The low temperature measurements at 77 K were

performed immediately after cleaning the sample surfaces followed by the room temperature

measurements. Band structure calculations using TBLMTO-ASA [43] were performed using

the experimental lattice parameters reported earlier [42]. The correlation effects of the Fe-3d

and Nd-4f orbitals were taken into account by using the LDA + U formalism with J as 0.8 eV

and U as 3 eV for Fe-3d and 5.0 eV for Nd-4f [44].

4.3 Results and Discussions

Z

RE−O/F
layer

layer
Fe−Pn−Fe 

Figure 4.1: Crystal structure of REFePnO depicting two unit cells. Grey, blue, red and green
spheres correspond to RE, O/F, Fe and Pn atoms, respectively.

The prototypical crystal structure of Fe(1111) superconductor is depicted in fig 4.1. It

consists of alternate stacks of Fe-Pn-Fe (Pn = Pnictogen) and RE-O/F (RE = Rare Earth) layers

with eight atoms in a tetragonal unit cell of space group P4/nmm. The intralayer and interlayer

chemical bonding is of covalent and ionic nature respectively [45]. The perpendicular distance

between Fe plane and the Pn atom is termed as the pnictogen height ’z’. The structure of Fe

(1111) family differs from the previously discussed (11) family in terms of the presence of

the spacer layer, RE-O/F. The RE-O layers are negatively charged and acts as charge reservoir

while the Fe-As layer is negatively charged conducting layer responsible for superconductivity.

The structure of REFeAsO comprises of sheets of Fe2+ ions in between the ionic blocks of

REOAs2−. The RE atoms are coordinated by four As atoms and four O atoms forming distorted

square antiprisms. The Fe atoms form square nets perpendicular to the c- axis. F substitution
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introduces extra positive charges in the RE-O layers and hence compensating electrons are

introduced into the Fe-As layers to maintain charge neutrality. The increased interlayer ionic

bonding due to F doping manifests itself in the shortening of the lattice vector along the c axis.

In case of NdFeAsO, the RE and Pn correspond to Nd and As atoms, respectively.

The lattice parameters for the parent, NdFeAsO is a = 3.969 Å, c = 8.596 Å. For NdFeAsO0.8F0.2,

the a and c lattice parameters are reduced to a = 3.956 Å, c = 8.539 Å [42]. The pnictogen height

’z’ depends on the internal coordinate of the pnictogen atom (d) and the c-axis lattice constant

according to the relation; z = (d-0.5) × c. The internal coordinates of the pnictogen atom for

NdFeAsO and NdFeAsO0.8F0.2 are 0.6577 and 0.6514 Å, respectively [42]. The pnictogen

heights estimated using the above relation are 1.36 and 1.29 Å for the parent and doped com-

pound respectively. Fluorine doping also changes the As-Fe-As bond angle (α) in REFeAsO

compounds. The bond angle decreases approaching the value of ideal tetrahedron angle of

109.5◦ [12]. Fluorine doping thus, causes a reduction in pnictogen height and bond angle, both

of which are determinant to superconductivity in pnictides.
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Figure 4.2: (a) He II Valence band photoemission spectra for NdFeASO (black) and
NdFeAsO0.8F0.2 (red) showing two major features A and B. (b) The density of states calcu-
lation for NdFeAsO with the marked positions A and B corresponding to the experimental
features.

Panel (a) of fig 4.2 shows the He II valence band photoemission spectra for the NdFeAsO1−xFx

(x = 0, 0.2) samples taken at room temperature. Panel (b) shows our theoretical band structure

calculations for NdFeAsO using TB-LMTO ASA depicting the valence band density of states

(DOS) in the energy range -6 - +2 eV . The experimental spectra shows two prominent fea-
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tures A and B at -0.2 and -5.7 eV energy. It can be inferred from the DOS caculations that A

is predominantly Fe derived states with an admixture of localised Nd states while B consists

of As - O hybridized states. For the doped compound (calculation not shown) F states also

contribute to feature B. The localised Nd 4f states are split into two bands at ∼ -1.5 eV and at

EF . The conduction band, from EF till 2 eV, comprises of Nd-Fe hybridised states. The DOS

plot shows a dip at 0.3 eV above EF extending till 0.9 eV which is a generic case for the mem-

bers of (1111) family [35]. This dip like structure above EF , absent in case of (11) family, is

attributed to the higher chalcogen height by Miyake et al. [35]. The relatively lower pnictogen

height (z = 1.35 Å) in NdFeAs(O,F) [46], in comparison to the Fe(Se,Te) system (z = 1.78 Å

for FeTe and 1.46 Å for FeSe) [35], promotes the Fe-3d - pnictogen-p hybridisation and Fe-3d

inter orbital hoppings via As-p orbitals. This causes an enhanced hybridisation of x2-y2 - 3z2-r2

and yz/zx - xy orbitals, and thereby a larger splitting between lower and upper Fe 3d bands.

Hence, a dip emerges in (1111) family in sharp contrast to the (11) family. Our calculations are

in accordance with the earlier reported band structure calculations [35] of Fe(1111) family of

superconductors.
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Figure 4.3: Calculated partial density of states of NdFeAsO.

The partial density of states (PDOS) calculation for NdFeAsO, shown in fig 4.3 shows

two prominent features A and B. The feature A extending from EF till -2.0 eV, comprises

of primarily Fe-3d states with an admixture of highly localised Nd-4f states. The feature B

spanning from -2.5 to -6 eV originates from the As-4p - O-2p hybridised states with a minor

contribution from Fe-3d states towards the lower binding energy side. The conduction band
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extending from EF to 2 eV comprises of Fe- 3d and Nd-4f states.
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Figure 4.4: The high resolution photoemission spectra for NdFeAsO (black) and
NdFeAsO0.8F0.2 (red) using He I (bottom panel) and He II (top panel) energy.

Figure 4.4 shows the near EF photoemission spectra of the NdFeAsO1−xFx (x = 0.0, 0.2)

samples taken using He I (21.2 eV) and He II (40.8 eV) sources. The parent compound ex-

hibits a feature at -0.2 eV for both He I and He II sources. However, the higher intensity of this

feature in case of He II signifies the higher Fe 3d cross section at He II energy. For the doped

compound, this feature shifts to higher binding energy and occurs at -0.30 eV. Electron doping

due to fluorine substitution at the oxygen site causes a shift in the Fermi level which in turn

results in the backward shift of bands from the Fermi level [47]. The pnictogen height, plays

a crucial role in the observed electronic properties of the Fe superconductors [35, 48]. Doping

or application of pressure causes modification in the pnictogen height [46]. Electron doping,

due to F substitution in NdFeAsO leads to reduced c-axis lattice constant [42] and thereby a

reduced pnictogen height (z) (as was estimated from the relation between c-axis lattice param-

eter and pnictogen atom positions in the previous paragraph), similar to that observed in other

Fe pnictides [49]. The change in the structural geometry of Fe-As tetrahedra due to the reduced

z promotes the hybridisation of Fe-3d - As-4p orbitals and Fe 3d inter orbital hoppings. The

enhanced hybridisation between Fe-3d x2-y2 - 3z2-r2 and yz/zx - xy orbitals at lower z enhances

the splitting between the lower and upper Fe-3d bands situated in valence and conduction bands
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respectively [35]. This is reflected as the backward shift of Fe-3d states at the Fermi level in

comparison to the undoped sample.
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Figure 4.5: The high resolution photoemission spectra at 300 K (black) and 77 K (red) using He
I (21.2 eV) source for (a) NdFeAsO (b) NdFeAsO0.8F0.2. The He II (40.8 eV) photoemission
spectra at 300 K (black) and 77 K (red) for (c) NdFeAsO and (d) NdFeAsO0.8F0.2.

Figure 4.5(a,b) shows the He I near EF valence band spectra for NdFeAsO and NdFeAsO0.8F0.2

at 300 K (black) and 77 K (red) respectively. One can clearly see a depletion of states from

the neighborhood of EF as we go down in temperature. Such reduced spectral weight near the

EF shows the formation of a pseudogap. The He II spectra (fig 4.5(c,d)) also show a similar

pseudogap opening although the magnitude of the gap is lesser. The temperature dependent

photoemission studies on Fe(Se,Te) systems also displayed a pseudogap of lower magnitude at

He II energy. Photoemission measurements on various REFeASO systems [37, 38, 40], have

demonstrated the existence of normal state pseudogap, though its origin is not clear. The tem-

perature dependent pseudogap formation in Fe(Se,Te) was ascribed to the reduction in chalco-

gen height at low temperature which resulted in enhancement of Fe-3d interorbital hoppings.

However, reports by Ingle et al. [49] demonstrated that the lowering of temperature leads to an

increase in the pnictogen height, for SmFeAsO. Hence, the temperature dependent pseudogap

observed here in the case of NdFeAsO cannot be correlated with the pnictogen height. Theo-

retical studies on REFeAsO system by León at al. [50] and Dong et al. [17] have indicated a

Fe 3d spectral weight depletion near EF in the low temperature orthorhombic phase. This was

linked to the existence of stripe spin ordering in the orthorhombic phase. The presence of spin
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density wave (SDW) in NdFeAsO has been confirmed by Awana et al. [42] from resistivity

measurements. Thus, the origin of pseudogap formation observed in case of NdFeAsO can be

attributed to the SDW existing in the low temperature orthorhombic phase.

The F doped compound, however does not show any structural or magnetic transition.

On the contrary, F doped REFeAsO compound exhibits a reduction in pnictogen height at

low temperature as reported by Ingle et al. [49]. Thus, the pseudogap at low temperature in

NdFeAsO0.8F0.2 can be correlated with the reduced pnictogen height, similar to that observed

in Fe(Se,Te) systems. The reduced pnictogen height promotes the Fe-3d - As-4p hybridisa-

tion and Fe-3d interorbital hoppings mediated via pnioctogen orbitals. This results in an en-

hanced hybridisation of x2-y2 - 3z2-r2 and yz/zx - xy orbitals, and hence, a reduced spectral

weight for Fe-3d x2-y2 and yz/zx orbitals near Fermi level [35]. Thus, the pnictogen height

mediated enhanced Fe-3d interorbital hybridisation is the cause of emergence of pseudogap in

doped pnictides. Further, this temperature induced change in the structure of the F doped com-

pound can also lead to an Orbital Selective Mott insulating Phase (OSMP) (at low temperature)

whereby, the Fe-3d (x2-y2 and yz/zx) orbitals which were metallic are rendered insulating, as

was discussed in Fe(Se,Te) system.

Thus, the formation of pseudogap in parent and doped compound have a different origin.

In the case of parent compound it is linked to the SDW whereas for the doped compound its

origin lies in the pnictogen height dependent moderate multi orbital electron correlations. This

suggest a strong interplay of magnetism and electron correlations linked to the normal state

pseudogap, in the family of REFeAsO system. Despite the lower electron correlation value of

Fe-3d orbitals in the (1111) family (U ∼ 3 eV) in comparison to the (11) family (U ∼ 4 eV),

due to the lower z and presence of shallower Nd-4f and O-2p states, the temperature dependent

pseudogap follow the same trend in both the families of Fe superconductors. This hints at the

common origin of superconductivity and correlations in both the families.

4.4 Conclusion

In conclusion, we have studied the doping and temperature dependent valence band electronic

structure of Nd[O1−xFx]FeAs systems. The electronic structure of Fe superconductors be-

longing to (11) and (1111) family exhibit a remarkable similiarity, despite the difference in

the structure, in terms of the absence of spacer layer in (11) system. The observed tempera-
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ture dependent pseudogap in the parent compound is attributed to the spin density wave. On

the other hand, the pseudogap formation in the doped compound has been correlated with

the enhanced Fe-3d interorbital hybridisation induced by the reduced pnictogen height at low

temperature. This observed spectral weight depletion and consequent pseudogap, for doped

compounds show a similar nature to that found in the (11) family of superconductor, demon-

strating the role of multiorbital correlations in the family of Fe superconductors. Further, since

the pseudogap is linked to the temperature dependent structural changes, it could be intimately

related to the Orbital Selective Mottness of x2-y2 and yz/zx orbitals similar to the case of (11)

system. The different origin of pseudogap formation in the parent (linked to SDW) and doped

compound (linked to pnictogen height), signifies the intricate interplay of magnetsim and mul-

tiorbital correlations in the (1111) family of Fe superconductors.
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Chapter 5

Electronic structure of rare-earth doped
SrFBiS2 superconductors

Chapter 3 and 4 discussed about the electronic structure of Fe superconductors. In the present

chapter, the photoemission spectroscopy in conjunction with LDA band structure calculations

have been used to investigate the electronic structure of recently discovered BiS based super-

conductors. The change in band structure and electronic properties of the SrFBiS2 supercon-

ductor with Rare Earth (Ce,La) has been presented in this chapter. A comparison of the BiS

superconductor with cuprates and Fe superconductors has also been highlighted.

5.1 Introduction

Discovery of superconductivity in Bi4O4S3 [1] has brought the family of BiS2 based com-

pounds to the focus owing to their similarities with the cuprates and Fe based superconduc-

tors in terms of quasi two dimensional layered structure. Recently, numerous superconduc-

tors have been added to this family which includes, REO1−xFxBiS2 (RE = La, Nd, Ce, Pr,

Yb) [2–7], Sr1−xRExFBiS2 (RE = La,Ce, Nd, Pr, Sm) [8–11], La1−xMxOBiS2 (M = Ti, Zr, Hf

and Th) [12], Eu based BiS2 compounds [13, 14]. Till date the highest Tc reported in this fam-

ily is 10.6 K exhibited by LaO0.5F0.5BiS2 [2]. The BiS2 compounds exhibit a layered structure

composed of stacks of spacer layers and BiS2 layers [1]. The BiS2 layers have a strong bearing

on many of the superconducting properties, similar to the case of the CuO layers in cuprates

and Fe-P/Ch (P-pnictogen, Ch-chalcogen) layers in Fe superconductors. Parent compounds of

the BiS2 family are weak insulators or semiconductors with band gap of ∼ 0.8 eV and super-

conductivity is induced by electron doping in the BiS2 layers. Tc reaches a maximum at an

optimum doping level of x ∼ 0.5 for many compounds [15].

84



The mechanism of superconductivity in these class of materials is still under intense de-

bate as recent experimental and theoretical findings have led to diverse views. A group of

researchers [16–19] predicted the existence of a strong electron phonon interaction as a result

of Fermi surface (FS) nesting, and thus proposed a s-wave superconductivity. The experi-

mental results from magnetic penetration depth, muon spin rotation spectroscopy and ARPES

also support a conventional s wave BCS superconductor mediated by electron phonon cou-

pling [20–22]. On the other hand, it was pointed out by a few others [23, 24] that spin and or-

bital fluctuations emerging from the FS nesting in combination with electron correlation, may

lead to unconventional pairing symmetry [23,24]. Further, the absence of any phonon anomaly

in the data from neutron scattering experiment [25], conform to a weaker electron phonon cou-

pling against the theoretical predictions. The ratio of 2∆
kBTc

estimated from scanning tunneling

spectroscopy measurements [26, 27] is larger than the value expected for a conventional su-

perconductor, thus suggesting unconventional superconductivity. ARPES measurements [15]

substantiated small Fermi pockets and an anomalous temperature dependence of the low energy

spectral function indicative of a strong correlation-induced unconventional superconductivity.

The pairing symmetry is also highly debatable. Spin/charge fluctuation mediated pairing in-

teractions have been studied theoretically and an extended s or d wave pairing by Martin et

al. [23] and d or p wave pairing by Tao et al. [28] have been proposed. At low electron doping,

the existence of g wave symmetry and at higher doping a competing s and d wave is theoret-

ically predicted [24]. Further, Dai et al. [29] showed that the low electron doping phase is a

mixture of singlets and triplets, with dominating triplet pairing symmetry. The possibility of

triplet pairing and weak topological supercondictivity has also been suggested [30].

Electron spectroscopic methods are considered to be quite suited to probe the electronic

structure of materials. There exist very few reports probing the velence band electronic struc-

ture of BiS superconductors. ARPES study on Nd(O,F)BiS2 [15] revealed two small electron

pockets around X point instead of the large hole like Fermi surfaces at Γ and M points as

per theoretical predictions. The near EF spectrum is composed of a weakly dispersing broad

hump, which is supressed with increasing temperature, and a dispersive branch which remains

unaffected with temperature. The soft X-ray photoemission spectroscopy reported by Nagira

et al. [31] demonstrated the core levels as well as valence band of LaO1−xFxBiS2. The va-

lence band spectra indicated a shift towards higher binding energy with a simultaneous ap-

pearance of new states with dominant Bi 6p character near EF , with F doping. The detailed
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electronic structure of Rare Earth (RE) doped SrFBiS2 superconductors is also lacking, hence,

we have investigated the electronic structure of the RE doped BiS superconductors. In this

chapter, we present our valence band photoemission studies on SrFBiS2, Sr0.5La0.5FBiS2 and

Sr0.5Ce0.5FBiS2. LDA based band structure calculations are employed to understand the ex-

perimental results. The effect of Rare Earth (La,Ce) doping on the near Fermi level electronic

structure of SrFBiS2 has been investigated.

5.2 Experimental

Polycrystalline samples of SrFBiS2, Sr0.5La0.5FBiS2, Sr0.5Ce0.5FBiS2 were synthesized via

solid state reaction route, characterized using various techniques and reported elsewhere [8,

32, 33]. Angle integrated ultraviolet photoemission (UPS) measurements were performed by

using an ultra high vacuum system equipped with a high intensity vacuum-ultraviolet source

and a hemispherical electron energy analyser (SCIENTA R3000). At the He I (hν = 21.2 eV)

line, the photon flux was of the order of 1016 photons/s/steradian with a beam spot of 2 mm

diameter. Fermi energies for all measurements were calibrated by using a freshly evaporated

Ag film on a sample holder. The total energy resolution, estimated from the width of the Fermi

edge, was about 27 meV for the He I excitation. All the photoemission measurements were

performed at a base pressure of ∼ 5.0 × 10−11 mbar. The samples were repeatedly scraped

using a diamond file inside the preparation chamber with a base vacuum of 5.0 × 10−10 mbar

and the spectra were taken within an hour, so as to avoid any surface degradation. All the

measurements were repeated many times to ensure the reproducability of the spectra. The low

temperature photoemission measurements at 77 K were performed immediately after cleaning

the sample surfaces followed by the room temperature measurements. TBLMTO-ASA [34]

based band structure calculations were performed using the experimental lattice parameters

reported earlier [8, 32]. For the RE doped SrFBiS2, the Coulomb correlation energy, U for

the La-f and Ce-f orbitals were incorporated by taking the value of U as 5.0 eV. The Hund’s

coupling parameter J was taken as 0.7 eV [35, 36].

5.3 Results and Discussions

Fig. 5.1 shows the tetragonal (P4/nmm) crystal structure of BiS2 based superconductors [37].

The structure consists of stacks of rock salt type BiS2 (superconducting layers) layers and
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Figure 5.1: Crystal structure of SrFBiS2 depicting two unit cells. Grey, green, purple and
orange spheres correspond to Sr/RE, F, Bi and S atoms, respectively.

Flourite type SrF (spacer) layers. The BiS2 layer is responsible for superconductivity while the

spacer layer acts as charge reservoir. In case of Rare Earth (RE) doped compounds, the SrF

layer also contains RE (La, Ce) atoms. The doping of Rare Earth (RE) atoms at Sr site leads

to electron doping in the system. The structure of BiS2 based compounds possess a striking

similarity with the cuprates and Fe superconductors in terms of the superconducting layers

separated by spacer layers. Each Bi atom (shown in fig 5.1) is bonded to two inplane S atoms

S1 and a out of plane S atom S2. The angle S1-Bi-S1 is sensitive to electron doping, which

shall be discussed later.

Unlike the Fe superconductors where the parent compounds are bad metals and cuprates

with insulating parent compound, the BiS are semiconductors. The parent compound, SrFBiS2

is semiconducting with band gap of 0.82 eV. The a and c lattice parameters are 4.08 Å and

13.78 Å respectively. A reduction in c lattice parameters occurs due to RE doping. 50 % Ce

doping at Sr site leads to appearance of superconductivity with Tc ∼ 2.8 K, with a simulta-

neous emergence of ferromagnetism below 7.5 K. The a and c lattice parameters are 4.0563

Å and 13.38 Å respectively. Ce doping provides carriers to the superconducting layers and

meanwhile form ferromagnetic ordering in the (Sr,Ce)F layers. The Ce doped compound thus

creates a platform to study the interplay between the coexsisting superconductivity and mag-

netism in this system. Sr0.5La0.5BiS2, is a superconductor with Tc ∼ 2.5 K. The a and c lattice

parameters are 4.077 Å and 13.388 Å respectively. The Ce and La doped compounds also

show semiconducting behaviour (enhanced resistivity with decreasing temperature), although
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Figure 5.2: He II photoemission spectra for SrFBiS2 (black), Sr0.5Ce0.5BiS2 (blue) and
Sr0.5La0.5BiS2, with marked experimental features A, B and C. The sub features of A, a and a′

are also marked.

the magnitude of resistivity is reduced with doping.

Fig 5.2 shows the photoemission spectra of SrFBiS2, Sr0.5Ce0.5BiS2 and Sr0.5La0.5BiS2

taken by using HeII (40.8 eV) line. The spectra for all the compositions are dominated by

three features A, B and C. They appear at -2.5, -4.5 and -7.7 eV, respectively, for the parent

compound (SrFBiS2). Feature A is composed of a sub feature ’a’ positioned at -1.9 eV and a

shoulder ’a′’ at -2.5 eV for SrFBiS2 (shown by arrows in fig 2(a)). The RE (Rare Earth = Ce and

La) doped compounds show a shift of features A and B to higher binding energy, positioning

them at -2.9, -5.5 eV respectively. The features ’a’ and ’a′’ shift to -2.1 and -2.8 eV respectively

for RE doped compounds. The separation between feature A and B is increased with doping.

The feature C shifts to higher binding energy with RE doping and occurs at 8.2 and 8.0 eV for

Sr0.5Ce0.5BiS2 and Sr0.5La0.5BiS2 respectively.

In order to get more insights into the orbital character of the features, we calculated the

density of states (DOS) and partial density of states (PDOS) using the LDA formalism. Results

of the calculations are shown in fig 5.3 and 5.4. Effects of correlations of Ce/La-f orbitals on the

DOS is clear from fig. 5.3(a) and 5.3(b) where we have compared the DOS for (U=5.0 J=0.7)

and (U=J=0.0) respectively. Although, the correlation energy has no prominent influence on

the valence band DOS, it causes noticeable changes in the conduction band states. The valence

band extends from -12 eV to EF while the conduction band spans from EF to 4 eV binding

energy. The valence band comprises of three major features A, B and C. Feature A spans
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Figure 5.3: The calculated DOS for Sr0.5RE0.5BiS2with U = 5.0 eV, J = 0.7 eV (a), U = J= 0
(b) with the marked theoretical features.

from Fermi level to -2.5 eV for SrFBiS2. The PDOS calculations indicate that it is comprised

predominantly of Bi-6p and S-3p hybridised states with a minor contribution from Sr-3d states.

Feature A shifts to higher binding energy with RE doping and extends from -2.0 to -5.1 eV

and -1.8 to -6.3 eV for the Ce and La doped compositions, respectively. The shift of feature A

towards higher binding energy, consistent with electron doping for RE doped compositions, is

also reflected in the photoemission spectra (fig 5.2) discussed previously.

Feature B, extending from -2.5 to -7.0 eV, for SrFBiS2, comprises predominantly of S-3p

and F-2p hybridised states. This feature spans from -5.1 to -7.0 eV and -6.3 to -8.0 eV for

the Ce and La doped compounds respectively. The shifting of this feature with RE doping is

also seen in the experimental spectra (fig 5.2). The features A and B are closely spaced for

the undoped system, while it becomes fully distinct for the La doped system (fig 5.3(a)). The

feature C, appearing at -9 eV in case of the parent compound, consists of Bi-6s and S-3s states.

This feature is also shifted to higher binding energy with RE substitution due to electron doping

and occurs at -11.0 eV. The conduction band consists of feature A1 comprising of Bi-6p and

S-3p hybridised unoccupied states, occuring at 2.0 eV energy for the parent compound. For

the doped compounds, in addition to the Bi/S-p states, the contribution of the rare earth states

(La/Ce-d and La/Ce-f) is also considerable. The Ce states are highly localised at EF for U=J=0

case (fig 5.3(b)). Application of U results in the formation of a low DOS feature at EF and a
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Figure 5.4: Calculated partial DOS for (a) SrFBiS2, (b) Sr0.5Ce0.5BiS2, (c) Sr0.5La0.5BiS2.
Vertical dashed line corresponds to Fermi level.

high density peak at 2 eV in the unoccupied side. The shifting of Ce states to higher energy,

due to the application of U, in the unoccupied region has been reported in earlier studies [38].

Likewise, for the La doped compound, application of U results in broadening of La states,

which are otherwise localised at ∼ 2.5 eV in the unoccupied region. Thus doping of rare earth

elements affect the features near the conduction band minimum and the Fermi level is shifted

to the conduction band. The calculated DOS is in accordance with the previously reported band

structure calculations on various BiS based superconductors [37, 39].

Fig 5.5 shows the band structure calculations for the parent (fig 5.5(a)), Ce doped (fig
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Figure 5.5: Calculated band structure for (a) SrFBiS2, (b) Sr0.5Ce0.5BiS2, (c) Sr0.5La0.5BiS2
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5.5(b)) and La doped (fig 5.5(c)) compositions. The near EF band structures of the three com-

pounds exhibit many similarities owing to their resemblance in terms of crystal structure. The

absence of dispersion along the Γ - Z line suggests the quasi two dimensional character of

these compounds. In case of SrFBiS2, the valence band maximum (VBM) consists of a pair

of degenerate band along the X-M direction which splits along the Γ-X direction. Likewise,

the conduction band minimum (CBM) constitutes two pairs of degenerate bands along X-M

direction which splits along the Γ-X direction. The splitting of these bands along Γ-X direction

occurs due to the interlayer coupling [15]. Along M-Γ direction a pair of band occurs at 1/2

M-Γ, in the conduction band. The direct band gap of 0.9 eV between the VBM and CBM at

X point signifies the semiconducting nature of SrFBiS2. Previously reported band structure

calculations predicted a gap of 0.8 eV at the X point [37]. The discrepancy of 0.1 eV could

be due to the limitations of LDA in the prediction of exact band gap of semiconductors [40].

RE doping introduces electron carriers into the Bi-S conducting layer [41] which is reflected

as a shift of Fermi level towards the conduction band. This is in accordance with the enhanced

metallicity for the RE doped samples [10, 11] in comparison to the undoped compound [37].

The two degenerate pair of bands above the Fermi level along X-M direction, in case of the

parent compound, show a lifting of degeneracy with RE doping and occurs below the Fermi

level. Similarly, the pair of band along the M-Γ direction also occurs below the Fermi level for

the doped compounds.

Fig 5.6(a) shows the 300 K high resolution He I photoemission spectra for SrFBiS2 (black),

Sr0.5Ce0.5FBiS2 (blue) and Sr0.5La0.5FBiS2 (red). The feature near EF (composed of both A and

A′) is assigned to the Bi 6p states [15]. There occurs an enhancement of spectral weight from

EF to -0.2 eV (A′) with a simultaneous depletion of states from -0.2 to -0.6 eV (A) for the doped

compounds. Doping of RE atoms introduces electrons into the Bi-S plane thereby enhancing

the metallicity [9,42]. Further, it causes an increase of the inplane S1-Bi-S1 bond angle (shown

in fig 1), which approaches almost 180◦ at the optimum RE doping of 0.5 [43]. The flat S1-

Bi-S1 plane enhances the hybridisation of Bi 6px/y and S 3px/y orbitals. Further, theroetical

calculations by Usui et al. and Xing et al. have shown that the change in Fermi surface topology

for electron doping of x = 0.5, causes an enhanced density of states at EF [4, 16]. This could

be a plausible cause for the spectral weight shift from A to A′ for the doped superconductors.

Thus the combined effect of reduced distortion of S1-B-S1 plane and change in Fermi surface

topology may lead to the spectral weight shift from A to A′.
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Such spectral weight shifts, observed in the case of manganites [46], was ascribed to the

phase separation. Both the cuprates [47] and the BiS superconductors, exhibit a high density of

states at EF in comparison to the undoped, non superconducting parent compound. In contrast,

the Fe superconductors show a reduced spectral weight near EF in comparison to the parent

non superconducting compound [45]. This can also be inferred from the previous chapters,

where we see a depleted density of states near Fermi level for the superconducting compound

(FeSe, NdFeAsO0.8F0.2) in comparison to the parent FeTe and NdFeAsO compound. The BiS2

superconductors resemble the cuprates in terms of the structure and higher spectral weight for

the doped compounds.

5.4 Conclusion

In conclusion, our valence band photoemission and LDA based band structure calculations,

reveal the valence band electronic structure of Rare Earth (La,Ce) doped BiS2 superconductors.

RE doping introduces electron carriers causing an enhanced metallicity. The Fermi level is

shifted towards conduction band which results in the shifting of valence band features towards

higher binding energy, for the doped compounds. Further, the degeneracy of the bands at VBM

and CBM, along XM direction is lifted with RE doping. The reduced distortion of BiS plane

and change in Fermi surface topology, is reflected as increased spectral weight near fermi level
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and a corresponding decrease in density of states at higher binding energy, for the RE doped

compounds.
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[20] G. Lamura, T. Shiroka, P. Bonfá, S. Sanna, R. De Renzi, C. Baines, H. Luetkens, J.

Kajitani, Y. Mizuguchi, O. Miura, K. Deguchi, S. Demura, Y. Takano, and M. Putti, Phys.

Rev. B 88, 180509 (2013).

[21] Shruti, P. Srivastava, and S. Patnaik, J. Phys.:Condens. Matter 25, 312202 (2013).

[22] Z. R. Ye, H. F. Yang, D. W. Shen, J. Jiang, X. H. Niu, D. L. Feng, Y. P. Du, X. G. Wan, J.

Z. Liu, X. Y. Zhu, H. H. Wen, and M. H. Jiang, Phys. Rev. B 90, 045116 (2014).

[23] G. B. Martins, A. Moreo, and E. Dagotto, Phy. Rev. B 87, 081102 (2013).

[24] Y. Liang, X. Wu, and W. -F. Tsai, J. Hu, Front. Phys 9, 194 (2014).

[25] J. Lee, M. B. Stone, A. Huq, T. Yildirim, G. Ehlers, Y. Mizuguchi, O. Miura, Y. Takano,

K. Deguchi, S. Demura, and S.-H. Lee, Phys. Rev. B 87, 205134 (2013).

[26] S. Li, H. Yang, D. Fang, Z. Wang, J. Tao, X. Ding, H. H. Wen, Sci. China-Phys. Mech.

Astron. 56, 2019 (2013).

95



[27] J. Liu, D. Fang, Z. Wang, J. Xing, Z. Du, S. Li, X. Zhu, H. Yang, and H. -H. Wen,

Europhys. Lett. 106, 67002 (2014).

[28] T. Zhou, and Z. D. Wang, J. Supercond. Nov. Magn. 26, 2735 (2013).

[29] C. -L. Dai, Y. Yang, W. -S. Wang, and Q. -H. Wang, Phys. Rev. B 91, 024512 (2015).

[30] Y. Yang, W. -S. Wang, Y. -Y. Xiang, Z. -Z. Li, and Q. -H. Wang, Phys. Rev. B 88, 094519

(2013).

[31] S. Nagira, J. Sonoyama, T. Wakita, M. Sunagawa, Y. Izumi, T. Muro, H. Kumigashira,

M. Oshima, K. Deguchi, H. Okazaki, Y. Takano, O. Miura, Y. Mizuguchi, K. Suzuki, H.

Usui, K. Kuroki, K. Okada, Y. Muraoka, and T. Yokoya, J. Phys. Soc. Jpn. 83, 033703

(2014).

[32] R. Jha, B. Tiwari, and V. P. S. Awana, J. Phys. Soc. Jpn. 83, 105001 (2014).

[33] R. Jha, B. Tiwari, and V. P. S. Awana, J. Phys. Soc. Jpn. 83, 063707 (2014).

[34] O. K. Anderson, Phys. Rev. B 12, 3060 (1975).
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Chapter 6

Electronic structure study of GeSe
semiconductor

The previous three chapters (chapter 3,4,5) dealt with the electronic structure investigation

of layered superconductors. This chapter describes the detailed electronic structure study of

a layered semiconductor Germanium Selenide (GeSe). Angle resolved Photoemission Spec-

troscopy (ARPES) and X-ray Photoemission Spectroscopy (XPS) in conjunction with the LDA

based band structure calculation describes the valence band electronic structure of GeSe single

crystal.

6.1 Introduction

The inadequacy of graphene in technological applications owing to its zero band gap, has led to

many re-investigations of alternative two dimensional layered compounds [1]. The narrow and

finite band gaps of these layered materials enhance their functionality in device applications.

Recently, 2D chalcogenides with layer dependent band gaps have attracted much attention due

to their richness in fundamental physics [2–4] as well as diverse applications in thermoelectrics,

optical filters, optical recording materials, infrared detectors, photovolatics energy storage, pho-

tocatalysis, sensors etc. [5, 6]. There has been an upsurge of research on the IV-VI semicon-

ductors, particularly, the Germanium Selenide systems due to its use in random access memory

applications and radiation sensors [7, 8]. Owing to the small band gap, 1.07 eV [9], GeSe sys-

tems are promising candidates in solar cell industry [10] and photovoltaics [11]. Moreover, the

Ge based semiconductors (i.e., GeSe, GeS) are potential alternatives to their counterparts such

as narrow-band-gap systems containing Pb, Cd, and Hg due to the advantages of their relatively

higher stability and environmental sustainability [10].
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Germanium Selenide belongs to the family of IV-VI layered chalcogenide semiconductors

with orthorhombic structure (Pnma) [12]. The layers of atoms are separated by van der Waals

forces, making the material cleavable along the b-c [100] planes. Various experimental studies

on GeSe including High resolution energy loss spectroscopy (HREELS) [13], transmittance [9],

reflectance [14], thermoreflectance [15], refraction index measurements [16], photoconductiv-

ity [17], photoelectron partial-yield and constant-initial-state (CIS) spectroscopies [18], X-ray

powder diffraction and Raman spectroscopy [19], have explored the optical and structural prop-

erties of this system. Though photemission [20–22] studies on GeSe have been reported ear-

lier, there are no reports till date focussing on the extensive electronic structure using Angle

Resolved Photoemission (ARPES) technique. The former technique has been quite successful

in elucidating the momentum-resolved valence band electronic structure of the layered semi-

conductors [23–25]. The band structure analysis of GeSe may motivate the synthesis of new

doped Germanium based chalcogenides with enhanced optoelectronic applications.

In this paper, a detailed electronic structure study of the valence band as well as core levels

using ARPES and X-ray photoelectron spectroscopy (XPS) respectively is reported on GeSe

single crystals. The experimental band structures obtained from ARPES are also compared

with our LDA based band structure calculations.

6.2 Experimental

The synthesis of GeSe single crystals, via chemical vapor technique, and its characterisation

have been reported elsewhere [26]. The samples were cleaved in-situ by the standard post tech-

nique. The surface quality and the crystallographic symmetry directions were confirmed by

in-situ low energy electron diffraction (LEED). The surface cleanliness of the cleaved surfaces

were checked by using X-Ray Photoelectron Spectroscopy (XPS) employing monochromatic

Mg Kα (1253.4 eV) source. ARPES experiments were performed using SCIENTA-R4000WAL

electron energy analyser with a 2D-CCD detector at a base pressure of 4 × 10−11 mbar. HeI

α (21.2 eV) resonance line, using a high flux GAMMADATA VUV He lamp (VUV5000) at-

tached to a VUV monochromator (VUV5040), was used to excite the photoelectrons from the

sample surface. The polar angle θ was varied to cover the different symmetry directions of the

Brillouin zone. All the experiments were performed at room temperature with an angular reso-

lution better than 0.7◦ in the wide-angle mode (15◦ ) of the analyser while the analyser energy
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resolution was ∼ 2 meV. Fermi energies for all measurements were calibrated using a freshly

evaporated Ag film on a sample holder. Band structure calculations have been performed by

TBLMTO-ASA [27] utilising the lattice parameters and atomic coordinates of GeSe reported

by Okazaki et al. [28].

6.3 Results and Discussions

Figure 6.1: (a) Crystal structure of GeSe with two unit cells. Red and blue dots correspond
to Germanium and Selenium atoms respectively. Ge1, Ge2, Ge3 and Ge4 correspond to first,
second, third and fourth nearest neighbours respectively. The dashed line shows the cleavage
plane along x-y plane.(b) The surface Brillouin zone, showing the high symmetry directions
(red lines) of the GeSe single crystal. (c) LEED pattern taken at 120 eV, with bright spots
arranged in rectangular fashion indicating the rectangular symmetry of the Brillouin zone. The
marked directions (black lines) in the LEED image correspond to the symmetry directions
shown in fig b (marked by red lines).

Fig 6.1(a) shows the orthorhombic crystal structure of GeSe single crystal. A single unit

cell contains eight atoms situated in two adjacent double layers along the z axis. The atoms

in each double layer is bonded to their three nearest neighbours in a zig-zag fashion. The

neighbouring Ge atoms surrounding the Se atoms are marked in fig 6.1(a). The van der Waals

force between the adjacent layers makes the crystal cleavable along its xy plane giving a quasi-

two-dimensional crystal structure suitable for ARPES measurements. The surface Brillouin

zone of GeSe showing the high symmetry directions of GeSe crystal is presented in fig 6.1(b).

The orientation of the crystal structure as obtained from LEED is shown in fig 6.1(c). The spots

arranged in rectangular pattern conform to the rectangular brillouin zone of GeSe surface.

The bonding in GeSe system can be inferred from fig 6.2 which shows the Se-4p orbital
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Figure 6.2: GeSe local bonding picture representing the p orbitals of Se atom (blue) along with
the p orbitals of the neighbouring Ge atom (red). These atoms correspond to the same ones
shown in fig 1(a).

overlap with its neighbouring Ge-4p orbitals. Each Se atom is bonded to its first nearest neigh-

bour Ge1 atom at distance 2.54 Å and second nearest neighbour Ge2 atoms at distance of 2.58

Å. The third and fourth nearest neighbours are Ge3 and Ge4 atoms located at distances 3.24 and

3.38 Å respectively from the Se atom. The Se-px/y orbitals are bonded to px/y orbitals of Ge2

and Ge3 atoms. The Se-pz orbital is bonded to pz orbitals of Ge1 and Ge4 atoms. The bonding

between Se-pz and Ge4-pz is realtively weaker in comparison to other bonds since Ge4 atom

is bonded to Se atom by van der Waals force (shown in fig 6.1(a)). Hence, the hybridsation

between Se px/y and Ge px/y orbitals is expected to be relatively stronger in comparison to Se

pz and Ge pz orbitals.

The LDA based density of states (DOS) calculations ranging from -16 eV to 10 eV is

represented in fig 6.3. The spectral features from EF till -16 eV binding energy constitutes the

valence band region. The region from EF to 10 eV comprises the conduction band region. Peak

A and B are predominantly hybridised Ge-4p and Se-4p bonding states with a little admixture

of Ge 4s states near the valence band maximum. Despite the larger spatial extent of Ge 4s lone

pairs, the wide spanning Ge 4p - Se 4p hybridised states lead to the diffusion of Ge 4s lone

pair, hence, Ge 4s state is concentrated within a small region near the top of valence band [29].

The next set of bands, marked as C, extending from -6 eV to -10 eV binding energy, is the Ge

4s dominating region. The lowest region (-12 eV to -14 eV) in the valence band, D, represents

the Se 4s states. The feature A′ in the conduction band region corresponds to the Ge-4p -
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Figure 6.3: LDA density of states representing the s and p orbital contributions of Ge and Se
atoms to the total density of states.

Se-4p antibonding states. The positions of these bands are similar to the earlier reported band

structure calculations [12] and photoemission results [20, 21].
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Figure 6.4: The core level spectra corresponding to Ge 3d, Se 3d, Ge 3p and Se 3p levels shown
in fig (a), (b), (c) and (d) respectively.

The chemical constituents of the GeSe crystal surface, confirmed from the core level XPS

spectra shown in fig 6.4(a-d), matches with the earlier reports [30]. The Ge 3d region (fig 6.4(a))

shows a feature at 30.2 eV corresponding to the Ge 3d states. The experimental resolution

limit leads to unresolvable Ge 3d3/2 and Ge 3d5/2 features which are spin orbit splitted by 0.6

eV [31]. Fig 6.4(b) shows Se 3d5/2 and Se 3d3/2 lines at 54.9 eV and 54.1 eV respectively. The
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Ge 3p region (fig 6.4(c)) shows the prominent Ge 3p3/2 and Ge 3p1/2 lines at 122.4 eV and

126.5 eV respectively while the Se 3p region (fig 6.4(d)) shows features corresponding to Se

3p3/2 and Se 3p1/2 at 160.4 eV and 166.2 eV respectively.
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Figure 6.5: Valence band region marked with prominent features probed using (a) Mg Kα
source (b) He I. The dashed lines correspond to the Fermi Level.

The valence band region of GeSe probed by XPS (Mg Kα) and He I and is displayed in

fig 6.5. The He I valence band (fig 6.5(b)) shows two features A and B. A is composed of

sub features 1′, 1, 2, 3 occuring at -0.9, -1.55, -3.0 and -3.9 eV binding energy, respectively.

Feature B is positioned at -4.7 eV binding energy. The XPS valence band region shown in

fig 6.5(b) represents four prominent features A, B, C and D positioned at -2.4, -4.6, -8.9 and

-14.2 eV binding energy respectively. The sub features of A prominent in the case of He I

spectra merge into a single feature A in the XPS spectra [21]. Feature D is well separated

from rest of the features in the valence band signifying the core like nature of the Se 4s level.

The experimentally observed features conform to our LDA based density of states calculations

discussed in the preceding paragraph.

Angle Resolved Photoemission Spectra (ARPES) of GeSe single crystal was measured

along different symmetry directions of the Brillouin zone using He I excitation source and

varying polar angles (θ). Fig 6.6(a) shows the energy distribution curves (EDC) along the Γ-Z

direction. The spectrum for the Γ point shows four features at -1.50, -3.0, -3.8 and -4.7 eV and

a weak shoulder at -1.0 eV. With increasing polar angle beyond the Γ point, the shoulder at -1.0

eV becomes more prominent. This feature disperses towards EF for few polar angles reaching

-0.5 eV at ∼ 1/2 Γ-Z, and then disperses back towards higher binding energy with further in-

crease in polar angle. The feature at -1.5 eV initially disperses towards higher binding energy

near the Γ point and then moves towards EF till the Z point. This band disperses towards higher
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Figure 6.6: (a)EDC from ARPES on GeSe along Γ-Z direction of its Brillouin zone. The polar
angle theta for Γ point and Z point (curves represented by thick black bold lines) is marked
in the figure.Dotted line represents the Fermi level (b) Intensity plot of binding energy as a
function of parallel component of momentum (K||) representing the band dispersion. Vertical
dotted lines correspond to Γ point and Z point while the horizontal dotted line represents the
Fermi level.

binding energy in the next Brillouin zone. The feature at -3.0 eV disperses towards EF near

the Γ point and then disperses towards higher binding energy till the Z point, beyond which

it again moves towards EF . The feature at -3.8 eV which initially disperses towards higher

binding energy, moves towards EF and merges with the peak at -3.0 eV near Z point. The faint

feature at -4.7 eV disperses towards lower binding energy till the Z point and disperses away

from EF , beyond the Z point. The feature at -5.8 eV remains dispersionless over the entire

Brillouin zone. The band dispersion is visible in the intensity plot shown in Fig 6.6(b).

Fig 6.7(a) shows the ARPES EDC plots along the Γ-Y direction of the Brillouin zone of

GeSe single crystal. The intensity plot for the same is reperesented in Fig 6.7(b). The weak fea-

ture at -1.0 eV disperses away from EF along this direction. The -1.5 eV feature moves towards

higher binding energy and reaches -2.05 eV at Y point, beyond which it disperses towards EF .

These bands are more dispersing along Γ-Y direction in comparison to Γ-Z direction. The fea-

tures at -3.0 eV and -3.6 eV approach towards each other and merge completely into a single

peak at Y point. The dispersion of these bands are weaker along Γ-Y direction in comparison

to Γ-Z direction. The -4.7 eV feature disperses towards higher binding energy. Non dispersive

feature occurs at -5.8 eV, similar to Γ-Z direction. The bands near the valence band maximum

are more dispersive than the higher binding energy bands along Γ-Y direction unlike the case
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Figure 6.7: ARPES spectra along Γ-Y direction represented in form of (a) EDC (b) intensity
plot. Vertical lines in (b) represent the Γ point and Y point.

of Γ-Z direction.

Figure 6.8: ARPES spectra along Γ-T direction represented in form of (a) EDC (b) intensity
plot. Vertical lines in (b) represent the Γ point and T point.

Fig 6.8(a) shows the EDC plot along Γ-T direction and its corresponding intensity plot is

shown in fig 6.8(b). The weak feature at -1.0 eV shifts towards higher binding energy along

this direction. The -1.5 eV feature initially disperses away from EF , but moves towards lower

binding energy on approaching the T point. The -3.0 and -3.6 eV features move towards each

other and merge into a single feature. Further increase in polar angle leads to splitting of the

single merged feature into two features. The lower binding energy feature disperses towards

EF while the higher binding energy feature disperses away from EF till the T point. Beyond
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Figure 6.9: The second derivative of intensity plot, ∂2I/∂E2 versus momentum component
parallel to the sample surface, along (a) Γ-Z, (b) Γ-Y and (c) Γ-T directions of the Brillouin
zone. Vertical dashed lines correspond to the high symmetry points.

the T point, the lower binding energy feature disperses away from EF while the higher binding

energy feature vanishes. The feature at -4.9 eV disperses towards higher binding energy. The -

5.8 eV feature remains non dispersive along the entire symmetry direction. All the bands along

Γ-T direction exhibit greater dispersion in comparison to the same ones along the other two

symmetry directions.

To enhance the visibility of the bands, the second derivative of the ARPES intensity plot

along Γ-Z, Γ-Y and Γ-T directions, have been shown in fig 6.9(a-c). The horizontal white dotted

line in fig 6.9 reperesents the nondispersive bands present near valence band maximum (VBM)

at a binding energy ∼ 0.7 eV. Similar non dispersive features around valence band maximum

were reported in previous photoemission experiments [32, 33] which could be attributed to the

final state effect and surface states. Another non dispersing band occurs at ∼-6.0 eV, along

all the symmetry directions, visible in the EDC spectra. Similar features reported earlier [32]

have been interpreted as the phonon assisted non k conserving (indirect) transitions from the

occupied to the unoccupied states. These non dispersive features are inherent to various II-VI,

III-V, elemental semiconductors [33–35] as well as graphite systems [25].

Fig 6.10(a-c) represents the the experimental data points extracted from the second deriva-

tive image and its superposition on the calculated LDA band structure plot along the various

symmetry directions. The experimental data points match reasonably well with the calculated

bands. The bands at VBM is very less dispersing along Γ-Z direction while it is remarkably
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Figure 6.10: Energy versus momentum component parallel to the sample surface (E(k) vs K||)
representing the experimental data points (red circles) superposed on calculated band structure
plot (black curves) along (a) Z-Γ-Z, (b) Y-Γ-Y and (c) T-Γ-T directions of the Brillouin zone.
The fatness of band for GeSe calculated for (d) Se-4p orbitals and (e) Ge-4p orbitals. Black, red
and blue denotes Se-px, py and pz orbitals respectively while green, cyan and magenta denotes
Ge-px, py and pz orbitals respectively.

dispersing along Γ-T direction. The bands near the Fermi level matches with the theoretical

results in all the symmtery directions. The valence band maximum occurs at ∼ 1/2 Γ-Z, at

binding energy -0.5 eV, indicating the indirect band gap in GeSe. The bands in the range of -3

eV to -5 eV also matches well with the theoretical bands .

The difference in dispersion of bands in the ARPES spectra is expected due to the variation

in contribution of Se and Ge 4p orbitals. To get a better insight of the orbital contribution along

various symmetry directions, the LDA FAT band calculations for Ge and Se 4p orbitals are

shown in fig 6.10(d,e). The fatband graph indicates that the Se-4p orbitals are more dominat-

ing (as seen by the fatness of Se-4p orbitals) in comparison to Ge-4p along all the symmetry

directions. The top of the valence band comprises of predominantly Se-pz (blue) orbitals while

the bands in the range -2 eV to -4 eV consists of contributions from all the Se 4p orbitals

(Se-px (black) , Se-py (red) and Se-pz (blue)). The presence of Se-pz orbitals near the VBM

signifies the relatively low hybridisation of Se-Ge 4pz orbitals, in comparison to Se-Ge px/y

orbitals which are positioned at higher binding energy. The nature of dispersion along different
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directions is dependent on the difference in hybridisation of Se 4p-Ge 4p orbitals. There is a

distinct difference in the dispersion of bands along Γ-T direction in comparison to Γ-Y and

Γ-Z directions. The predominance of pz orbitals along Γ-T direction may be the cause for the

highly dispersing bands along Γ-T direction unlike the other symmetry directions.

6.4 Conclusion

The electronic structure of GeSe was investigated using XPS and ARPES. The core level XPS

confirms the chemical constituents while ARPES probes the valence band dispersion. The

observed ARPES band dispersion along the Γ-Z, Γ-Y and Γ-T symmetry directions match

qualitatively with the LDA based theoretical band structure calculations. The bands in the

VBM and -3 eV to -5 eV binding energy region, matches well with the theoretical bands. Non

dispersive bands related to the surface states and indirect transitions were reported. The valence

band maximum occurs along Γ-Z direction, at binding energy 0.5 eV, corroborating the indirect

band gap of GeSe. The predominant contribution of Se 4pz orbitals along Γ-T direction could

be the reason for the highly dispersive bands occuring along this symmetry direction.
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Chapter 7

Summary

In this thesis, we have investigated the electronic structure of several layered superconductors

and semiconductors using photoemission spectroscopy in conjunction with LDA based band

structure calculations.

Chapter-1 presents a brief introduction of the layered materials with special focus on the

layered superconductors and semiconductors. The general physical and electronic properties

of iron and BiS superconductors and GeSe semiconductor has been discussed in brief.

Chapter-2 deals with the discussion on experimental methodologies used for the thesis

work. The working principle and instrumentation of ARPES, UPS, XPS and IPES have been

explored. The basic concepts and theoretical background of TBLTMTO based band structure

calculations have been presented.

Chapter-3 discusses the electronic structure of Fe(Se,Te) systems, a member of (11) fam-

ily of Fe superconductor. Using UPS and IPES we have studied the occupied and unoccupied

states respectively of FeSe1−xTex (x = 1, 0.5, 0). A pseudogap opening with Se substitution ob-

served in both valence band and unoccupied states has been correlated to the chalcogen height

dependent structural changes in the Fe(Se,Te)4 tetrahedra. In an analogy with the doping de-

pendent case, a pseudogap opening at low temperature is caused due to the shift in the electron

occupancy from the xz/yz and x2 - y2 orbitals to the 3z2 - r2 orbitals. The spectral weight

depletion near Fermi level in PES indicates a temperature induced crossover from a metallic

state to an Orbital Selective Mott (OSM) Phase. The depletion in spectral weight near EF at

low temperature in IPES occurs due to the enhancement of the electron occupancy of 3z2 -

r2 orbitals in PES. The coulomb correlation energy U, estimated from the combined PES and

IPES spectra signifies the enhancement in electron correlations in FeSe1−xTex. The pseudogap

formation confirms the importance of correlations in the 11 family of Fe superconductors.
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Chapter-4 presents the electronic structure of NdFeAsO(F) system , a memeber of (1111)

family of Fe superconductor. The valence band photoemission on NdFeAsO1−xFx (x = 0, 0.2)

in support with the LDA band structure calculations reveal a doping and temperature depen-

dent pseudogap. The reduction in pnictogen height, induced by the changes in Fe-As tetrahedra

results in the depletion of spectral weight near Fermi level. The observed temperature depen-

dent pseudogap in the parent compound, NdFeAsO is attributed to the spin density wave. On

the other hand, the pseudogap formation in the doped compound has been correlated with the

enhanced Fe-3d interorbital hybridisation induced by the reduced pnictogen height at low tem-

perature. Further, the temperature induced pseudogap in the F doped NdFeAsO generates an

Orbital Selective Mott Transition, where the metallic Fe-3d x2-y2 and yz/zx orbitals turn insu-

lating at low temperature, similar to that observed in Fe(Se,Te) systems. The different origin of

pseudogap formation in the parent (linked to SDW) and doped compound (linked to pnictogen

height), signifies the intricate interplay of magnetsim and multiorbital correlations in the (1111)

family of Fe superconductors.

Chapter-5 covers the electronic structure of a recently discovered BiS based superconduc-

tor. The valence band photoemission on RE (La, Ce) doped SrFBiS2 superconductors have

been investigated using photoemission spectroscopy. The changes in the electronic structure of

SrFBiS2 with doping of rare earth elements have been explained in terms of the band structure

calculations. The doped systems exhibit a shifting of the Fermi level towards the conduction

band which results in the shifting of the photoemission spectral features towards higher bind-

ing energies in comparison to the parent compound. An enhanced spectral weight near EF with

a simultaneous depletion of states at higher binding energy, with doping was observed in the

photoemission spectra. This has been correlated to the reduced distortion of S1-B-S1 plane and

change of Fermi surface topology for the case of doped compounds.

Chapter-6 deals with the electronic structure of a layered semiconducting chalcogenide

GeSe, investigated using XPS and ARPES which is further supported by our band structure

calculations. XPS probes the core level electronic structure confirming the chemical constituent

of GeSe. The dispersive bands along the three symmetry directions Γ-Z, Γ-Y and Γ-T match

qualitatively with the theoretical bands. The valence band maximum was reported around -0.5

eV binding energy which occurs midway along the Γ-Z direction. This supports the indirect

band gap of GeSe. The variation of dispersion along different symmetry directions occurs due

to the difference in hybridisation of Se and Ge 4p orbitals. The highly dispersive band along Γ-
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T direction has been correlated to the predominance of Se 4pz orbitals. The detailed electronic

structure analysis confirms the significance of the hybridised cation-anion 4p orbitals in the

band structure of IV-VI semiconductors.
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