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Synopsis

As a most important molecule for life DNA has attracted the attention of the

physicists for decades. Applications of known physical principles in DNA have already

revealed a great deal of results relevant in biology as well as physics. Apart from being

a challenging testing ground of applicability of the known physics this field has the

potential of breeding even new physics.

When suspended in a solvent a number of hydrogen-bonded base pairs of DNA

are always broken depending on the solvent condition and the temperature. These

single stranded unbonded segments are called denaturation bubbles. By varying a

control parameter, say temperature, behavior of these bubbles can be manipulated.

The increase in thermal fluctuation energy due to increase in temperature results in

increasing fluctuations in the average number of bubbles as well as the average bubble

length. At a critical temperature (Tc) these fluctuations become so severe that the two

strands of the double stranded DNA (dsDNA) separate out of each other giving two

independent single strands. This second order phase transition is called the thermal

denaturation of DNA or DNA melting. Here we have investigated two aspects of the

physical properties of DNA near this thermal melting point. They are elastic response

of the dsDNA and the Efimov-DNA phase of the three, or more, stranded DNA.

Inside a cell DNA is often subjected to stretching and bending to facilitate fun-

damental processes such as DNA replication, gene regulation etc. For this it is very

important to study how the DNA responds under mechanical forces. Around kilo

base pairs level elastic properties of DNAs have been studied extensively and clas-

sical DNA-elasticity models such as the worm-like chain model provides satisfactory

answers. For DNAs as short as 100 base pairs there are a few studies of it’s elastic

properties. These studies currently do not give clear cut answers whether the worm-

like chain model works here or not. For reasonably long DNA chains it is possible to

see signatures of DNA melting which ideally requires infinite chain length. Here we

have attempted to explore this area by introducing very simple models. It is a well

established fact that the single stranded DNA is far more flexible than the dsDNA.

The existence of denaturation bubbles, even of shorter lengths, in a dsDNA may thus

significantly increase the flexibility of a dsDNA. As the number as well as the length

of the bubbles fluctuate severely around the melting point we expect dramatic effects
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of these bubbles in elastic response of the DNA. Our aim is to study the effects of

the bubbles.

We have studied here three related but different models of DNA. We call them

Model-I, Model-II and Model-III. In all the three models we consider the free single

strands as 2 dimensional directed random walk on a square lattice. The base pair

interaction is mimicked by a contact interaction between the two polymers if the

monomers are at the same contour length. In the case of directed polymers, this

native base pair interaction is satisfied in a natural way. We ignore all other structural

details of the DNA. The Binding-unbinding transition in this system of two polymers

represents DNA melting. In fact the melting behavior of the low dimensional model

resembles many features of higher dimensional models. This allows us to use the

two dimensional model to probe the question of elasticity by using exact analytical

and numerical techniques. To measure the elastic response we apply a co-ordinate

independent stretching force of same strength at the rear end of the two polymers.

Polymers are attached to the origin at the near end.

Model-I consists of two Gaussian chains of fixed lengths with contact interactions.

This model is exactly solvable even in presence of an unzipping force. We get melting

by imposing the constraint that the polymers can not cross each other. Above the

critical temperature, when the DNA is in unbound state, an application of the stretch-

ing force induces an unbound-bound phase transition with a critical stretching force.

We have shown that this is a second order phase transition. The macroscopic elastic

modulus shows a finite jump at the critical stretching force signifying the unbinding-

binding transition. We have also studied this model under both the stretching force

and the unzipping force all applied at the rear ends of the two strands. The presence

of even a small unzipping force changes the nature of the binding-unbinding transition

under stretching from second order to first order. Extensibility curve shows a finite

jump resulting in a delta function peak in the elastic modulus at the critical stretching

force. We have solved this model exactly by using generating function technique and

verified the results numerically by employing the transfer matrix method. We are

thus able to draw the complete three dimensional phase diagram in the temperature-

stretching force-unzipping force space. The zero force thermal melting point is now

a tricritical point.
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In Model-II we impose a Boltzmann weight to those two-chain configurations

where the two chains bend in some particular direction while staying in the bound

state. We do not apply the non-crossing constraint here. The restriction resulting

from the Boltzmann weight alone induces a thermal melting transition. We get a

second order binding-unbinding transition under only the stretching force and a first

order transition when both the forces are present. Unlike Model-I, there is a spatial

anisotropy which manifests in melting of a bound state by a stretching force if pulled

in the unfavorable direction. Above the critical stretching force at a given temperature

there is no bound state for reasonably high strengths of the stretching force. This is

a force induced melting transition. We have analytically solved the purely thermal

zero force part of this model. For the analysis with both the forces we rely on the

exact numerical data.

In Model-III we introduce a bubble opening and closure weight to track the bubble

related quantities. To make the model simpler we have completely excluded the

possibility of the two strands going in a particular direction while in the bound state.

To differentiate between a normal contact and a bubble opening or closure we impose

the restriction that if a contact occurs immediate next step is also a contact. To do

these we had to give memory in the transfer matrix formulation unlike the previous

two models which were Markovian. Like Model-II here also we get melting transition

without imposing the non-crossing constraint. Under a stretching force the system

again undergoes a binding-unbinding transition of second order. The elastic modulus

shows a finite jump at the critical stretching force. But now the jump is significant in

that it jumps well above the unbound state elastic modulus indicating an anomalous

behavior. We study the connections between the anomalous elastic behavior and the

bubble fluctuations, by using the exact numerical methods.

Now we come to the Efimov-DNA part of our work. Although DNA exists com-

monly as the classical B-DNA many other alternative conformations, both intra-

molecular and inter-molecular, are possible. Relevant to our work is the case of the

three-stranded DNA. In one case a third strand sits in the major groove of a Watson-

Crick base paired DNA and attaches with one of the two strands by forming hydrogen

bonds through Hoogsteen base pairing forming a triple-helix. In another case, rel-

evant for our work, if one of the strands in an unbound segment of a DNA finds
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a third strand of suitable complementarity then also triple-stranded DNA complex

forms. This second process is called strand exchange and we use this mechanism to

formulate the Efimov physics problem in a three-chain system. The origin of the Efi-

mov physics is the three-body quantum problem. In such a system with short-range

pair potential only a series of three-body bound states appear when the interaction

strength is not enough to hold even a pair in the bound state. Occurrence of these

strange trimers is attributed to the quantum fluctuation generated long range attrac-

tive effective potential. It was reported that this pure quantum effect has its classical

equivalence by mapping the three-body quantum problem to a Gaussian-three-chain

problem. The classical counterpart of the quantum fluctuation, here, is the fluctuation

in the bubble lengths due to thermal fluctuations. Severe bubble length fluctuations

around the dsDNA melting point increase the probability of strand exchange with a

third strand and in the process creates an effective attraction which can accommodate

a three-stranded DNA bound state when no two are bound. This state of the three-

stranded DNA is called an Efimov-DNA. Our aim is to show that this Efimov-DNA

is represented by a characteristic renormalization group limit cycle.

We study this problem from renormalization group (RG) perspective. In RG one

deals with the length scale dependence of the system parameters. These parameters

goes to fixed values with increasing length scale. We take a system of three directed

Gaussian polymers in (3 + 1) dimension. To avoid the technical difficulties of solving

the full three chain problem we assume that any two of the three chains are in the

bound state. Due to thermal fluctuations at any finite temperature there will be

bubbles in the dsDNA bound state. We call this dsDNA with bubbles as duplex

DNA. The bubbles are loops of Gaussian chains which are very flexible and the

bound segments are not allowed to bend in our model. The bubbles are created by

successive dissociation of a bound state into two single strands and corresponding

closure of these two strands into another bound segment. We give these dissociation

and closure same statistical weight. This weight is our two-body parameter. We do a

necklace model type analysis of this model of duplex DNA. The results show a second

order melting transition at a critical value of the two-body parameter. We evaluate

the partition function of the duplex around this critical point.

Along with the duplex we add a third single strand. This third strand can interact
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with the duplex giving rise to our three-body parameter. If we do not allow any

bubble to form then the third strand has to interact with the rigid bound state. A

RG analysis of this model shows that this problem is equivalent to the problem of

absorbance of single polymer in a surface. The resulting states are described by real

fixed points of the three-body parameter and no special three-body effects emerge

here. We then allow the bubbles to form in the duplex and perform a momentum-

shell like analysis of this problem at the duplex melting point after adding a third

strand. We basically want to find the third virial coefficient of this system which is

related to the force between the three chains. Instead of going to real fixed points

three-body parameter now runs into complex fixed points and becomes log periodic.

By going into the complex plane of the three-body parameter we explicitly show

how the closed trajectories of the limit cycle oscillations appear. By redefining our

parameters we were able to reproduce the square root behavior of the famous Efimov

plot for our three-stranded DNA system. Right at the melting point total number of

Efimov-trimers is infinite. By using specific limits of our model we have extended,

through interpolation, this analysis of our system for non-critical values of the two-

body parameter. As we go far from the critical point the total number of trimers

becomes finite and decreases.

The quantum Efimov trimers are very non-trivial to detect experimentally. This is

due to the difficulty of tuning the interaction parameters as desired. As the polymer

related parameters are easily tunable we expect our work may help detecting these

elusive trimers. We have discussed a number of scenarios where one may find the ex-

perimental signatures of the existence of the Efimov states. We specifically suggest to

measure the third virial coefficient. Small angle neutron scattering (SANS) technique

may be of great help to detect the oscillations and the zero wavelength divergence

suggested in our work.
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Chapter 1

Introduction

DNA is a bio-molecule found, without any known exception, in every cellular life-

form. In biology the fundamental phase of reproduction is the cell-division. During

cell division the DNA of the parent cell is first copied and then transmitted to the

offspring. This DNA transmission is absolutely necessary because it contains all

the hereditary informations. Without the cellular environment DNA can not be

replicated. For example, the virus can replicate their DNA only by hijacking the

replication machinery of a host cell which they enter through infection. As the life

is mortal, without reproduction or rather DNA replication, its sustenance is not

possible. The DNA has been called ‘the book of life’ and rightly so [1–3].

Biology has attracted physicists for quite a long time. It’s back in the 1944 when

Schrödinger posed and attempted to answer the question What is Life? [4]. Then

came the discovery of the molecular structure of DNA by Franklin, Watson and

Crick in 1953 [5]. This discovery has boosted the growth of this branch of physics

many-fold. Since then DNA has been a testing ground for known physics. Physical

theories like statistical mechanics, information theory, topology, network theory etc.

has been employed to study it with varying success. Active research has produced

many fascinating results and at the same time posed more challenging questions.

From the current scenario one may be tempted to speculate that DNA might produce

‘new physics’ one day.

Millions of years of evolution has resulted in a huge varieties of living organisms.
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Though different in many aspects the way in which they store their hereditary infor-

mation in DNA is the same. To know this information storage procedure one needs

to have a knowledge of the structure of a DNA.

1.1 Duplex DNA

DNA is most commonly found in the B-DNA form [1–3]. It is a very long double

stranded polymer. Each strand is made of many monomers which are called nu-

cleotides. Nucleotides are made off one sugar-phosphate group and a base. They

form covalent bonds between each other to create a linear chain. At the one end of

this chain sits a sugar group and a phosphate group rests on the other. This gives a

directionality to the single strands which plays very important roles in the physical

mechanisms of the DNA. The phosphate and the sugar ends are called 5
′

and 3
′

ends

respectively, see Figure 1.1. The sugar-phosphates form the backbone of the each

PS

B

PS

B

PS

B

PS

B

B = Base   P = Phosphate   S = Sugar

3
/ 5

/

Figure 1.1: Single Strand DNA Backbone : Nucleotide units made of sugar and

phosphate form the backbone of a single strand through covalent bonding. The

chemically different P and S ends are called 5
′

and 3
′

ends.

strand and the bases can vary monomer to monomer. There exist only four kinds of

bases namely A, T, G and C where A and G are the Purines (Pu) and C and T are

the Pyrimidines (Py). Any hereditary information is stored through these four letter

alphabet. Different sequences of the bases are expressed through different proteins

which is the reason of the amazing variety of species prevalent in the nature. One base

can pair with another base by forming Hydrogen-bonds (H-bonds) with the restric-

tion that one A can pair with a T only and one G with a C. This is the Watson-Crick

complementarity. Two strands of a DNA are complementary to each other. They

wound around each other to form a double-helix structure while the bases are paired
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through the H-bonds along the contour. Ideally two nucleotides of different strands

can be H-bonded together to form a base-pair (bp) if they are at the same contour

length along the single strands. The structure of a double stranded DNA (dsDNA)

Poly−T

Poly−A

W−C

HooG

(b)(a)

Figure 1.2: Schematic diagrams of (a) a DNA double-helix, (b) a DNA triple-helix.

The double-helix is shown as an ideal B-DNA structure. The B-DNA has enough

space in its major groove to accommodate an extra single strand. The third strand

can utilize this space and extra H-bonding sites of the Purines (here A) to form a

triple-helix.

is shown schematically in Figure 1.2(a) as a right handed double-helix. Two strands

of the double-helix are anti-parallel to each other in the sense that if one strand has

a direction 5
′ → 3

′
, the other strand must have the direction 3

′ → 5
′
.

1.2 Triplex DNA

The structural features of the DNA stated up to now is a bit idealized. In in vivo

situations, the structure of DNA is found to be rather dynamic [3]. DNA can exists

in many other forms. One of them, most relevant to this thesis, is the triplex DNA

(tsDNA). Occurrence of the triple helical structures were reported as early as 1957 [6].

The Poly(Pu) strand of a normal Watson-Crick DNA of Poly(Pu).Poly(Py) can H-

bond with a third Poly(Py)/Poly(Pu) strand to form a tsDNA. The third strand

binds with the dsDNA through Hoogsteen pairing [7–9]. A dot (.) is used to represent
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the Watson-Crick pairing, an asterisk (*) will be used to represent the Hoogsteen H-

bonding. For example, a single strand of Poly(T) can bind with the Poly(A) strand of

a Poly(A).Poly(T) dsDNA to form a Poly(T)*Poly(A).Poly(T) triple helix. Beside the

Hoogsteen pairing an alternative reverse Hoogsteen mechanism also can take place.

If the third strand in the tsDNA is a Poly(Py), it binds with the Poly(Pu) central

strand of the Watson-Crick DNA in parallel through Hoogsteen pairing and if the third

strand is a Poly(Pu) it binds through reverse Hoogsteen pairing in the anti-parallel

fashion. The corresponding chemical bondings are shown in Figure 1.3 schematically.

The major groove of a Watson-Crick DNA has enough space to accommodate a third
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Figure 1.3: Watson-Crick and Hoogsteen mechanism of base pairing.

strand. Only the Purines has the additional H-bonding sites that can be utilized

through the Hoogsteen mechanism. For that the central strand of this kind of a

triplex must be a Poly(Pu) sequence. A triple-helical form is shown schematically

in Figure 1.2(b). Even the tsDNA comes in many varieties. When the third single

strand is supplied by another molecule the resulting triplex is called an inter-molecular

triplex. DNA is a very long molecule and it can locally melt for various reasons to form

single strand pairs. One single strand of the unbound DNA segment can bind with its

parent DNA through Hoogsteen pairing forming an intra-molecular triplex. H-DNA

is a famous example of the last kind [10–12]. Triplex structures has been found both

in in vitro and in vivo conditions [13]. They are expected to play major roles in cell-

mechanisms like gene regulation, DNA replication, transcription etc. [14,15]. Another

major potential field of application for this unconventional structures is the anti-gene

strategy. Synthetically made oligonucleotides can recognize specific pre-determined
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sequences in a duplex DNA and form local triplex structures and thus modulate its

normal physical activities. These are called triplex forming oligonucleotides (TFO).

Their special ability to recognize DNA sequences without rupturing the double helix

makes them a potential candidate for universal anti-gene drugs [7]. The activities

and the utilities of the triplex structures have drawn serious attentions quite recently

and it is a very active field of research now.

Triple stranded DNA can exists sans triple helical structure. Such structures are

formed during genetic recombination through strand exchange mechanism [16]. In

this process a dsDNA opens up locally exposing its constituent single strands. Then

a single strand, from a second molecule or from itself, invades the exposed segment

and binds with one of its strands provided that it finds its exact complementary

sequence. This is schematically shown in Figure 1.4. For a long dsDNA this can hap-

pen simultaneously at many places. In this way the genetic information is exchanged

between two DNAs. It also helps in DNA repair and replication.

Figure 1.4: Strand exchange mechanism between a single strand (solid black line) and

a duplex DNA. The single strand invades the unboned opening and binds through

H-bonding (vertical green dotted lines).

1.3 DNA and Thermodynamics

Be in the in vitro experiments in salt solutions or in the in vivo cellular conditions

DNA has to tackle thermally noisy environments. The estimated energy of a base

pair is 0.13 - 0.26 eV which is fairly comparable to the thermal fluctuation energy

characterized by kBT where kB is the Boltzmann constant and T is the absolute

temperature [17]. For example, at room temperature (300 K) kBT = 0.026 eV. So, at

normal temperatures thermal fluctuation can disrupt some base-pairing randomly to

form locally melted segments, known as denaturation bubbles, in the otherwise bound
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DNA. The bubbles are made of unpaired single strands which play many important

roles in physical processes. When all the base pairs are considered bound on the

average even then the energy required for a transition from one configuration to

another configuration, e.g. through bending, is ∼ 10 kBT [18]. These make the DNA

a topic of interest for statistical physicists. In thermodynamics (T, S) constitutes a

conjugate pair where S is the entropy. For a DNA the entropy originates from the

polymeric correlations. When a mechanical force (g) is applied the response of DNA,

x, acts as a conjugate variable. Depending on the nature of the force x could be the

measure of either extension or distance between the two strands. Here g acts as the

intensive variable [19].

1.4 Denaturation of dsDNA

In this process all the bound base-pairs get broken and as a result of that two com-

pletely separated single strands appear as an end product. The dsDNA is a remark-

ably stable molecule. The factors which contribute the most to stabilize it is the

H-bonding and base-pair stacking interactions [1–3]. To achieve denaturation one

must overcome these stabilizing forces. The denaturation can happen in three differ-

ent ways: chemically, through thermal melting and through forced unzipping.

1.4.1 Chemical Denaturation

If the pH of a DNA solution is increased beyond 12 or decreased below 2 the con-

stituent bases can no longer form H-bonds as they get ionized [3, 20]. The reagents

urea and formamide, in appropriate concentrations, form H-bonds with the bases

blocking their complementary bases. In the absence of the H-bonds, two strands

separate. While using different chemicals one should be careful not to create any

cleavage in the strands [21].

1.4.2 Thermal Melting

If the temperature of a DNA in a solution is increased at a critical temperature (Tc)

its two constituent strands separate. This is called the thermal melting which is a
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genuine phase transition [22–25]. It can be described through bubble nucleation as

shown in Figure 1.5(a). As the temperature is raised, more and more base pairs

T 1 = 0 K

T 2

T 3

g
u

gu

(a) (b)

Figure 1.5: Schematic diagram of DNA denaturation. (a) Thermal denaturation

through bubble nucleation. Here T1 < T2 < T3. (b) Forced unzipping by applying an

unzipping force gu. The arrows show the directions in which gu acts. In these type

of experiments generally the near end of the DNA is anchored to a substrate shown

as a brown rectangle.

open and in the process smaller bubbles coalesce together to form larger bubbles.

Around Tc the bubble size becomes equal to the DNA length separating two strands

completely. Depending on the salt conditions of the solution and DNA sequence, Tc

can vary 80− 100 0C. The base A binds with the base T forming two H-bonds while

G pairs with C through three H-bonds. This makes the G.C pairs stronger than the

A.T pairs. Tc is influenced by this asymmetry. A DNA with high G.C content will

melt at higher temperatures than the one with higher A.T content. The melting is a

reversible process. After denaturation if the temperature is lowered slowly then the

DNA regains its previous double-helix form but a fast decrease results in a globule

formation. Though thermal melting is an old problem the order of the transition is not

completely settled yet. Depending on the specific interactions one uses in a theoretical

model the order can vary. There are proposals of it being a first order [26–30], second

order [26, 31,32], even infinite order [33] phase transition.
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1.4.3 Forced Unzipping

DNA hides its base pairs at the center of the helix exposing only the sugar-phosphate

backbone to the environment. This helps it keeping safe the invaluable genetic in-

formation to be passed to an offspring. On the other hand, it needs to open up at

different places along its contour to facilitate the essential physiological processes e.g.

DNA replication, RNA transcription, gene regulation, genetic recombination [1–3,21].

As the cells of the most of the mammals are pH neutral with temperature 36-37 0C

the chemical and the thermal denaturation can not help to induce a denaturation

due to their unphysical requirements discussed above. The cell employs force instead.

Different helicases like dnaB, PcrA etc. exert mechanical force to unzip the DNA

partly or totally [34–39]. This forced unzipping is a cooperative phenomena when

done in a solution.

With the advancements of the experimental methods it is now possible to ma-

nipulate a single isolated molecule of DNA through the optical tweezer or an AFM

tip [40–42]. A typical set up used in the single molecule forced unzipping experi-

ments is shown schematically in Figure 1.5(b). By anchoring one end to a substrate

forces are applied at the other ends of the single strands in the opposite direction

and perpendicular to the helix-axis. This is done below the melting temperature.

As the strength of the force is increased, two strands are peeled apart abruptly at

a critical force for a fixed temperature resulting in two separate single strands. The

unzipping force required to unzip a DNA at room temperature can be measured very

accurately [43–45]. Although experimental verification of the reported temperature

dependence of the critical unzipping force has still not been materialized.

The unzipping as a cooperative phenomena was first demonstrated by Bhattachar-

jee by analyzing a non-Hermitian Hamiltonian for a directed two polymer system with

contact interactions and unzipping force [46]. Recognizing its importance in biology

many other works have come up using both equilibrium and non-equilibrium set

ups [47–53]. In the non-equilibrium case the application of a periodic force results in

a hysteresis loop [54–57]. For the equilibrium case all the studies agree that unzip-

ping is a first order transition and the critical force is a function of the temperature

or vise-versa. It is now also an established fact that the unzipping force can not

penetrate the bound state [19] (also see Appendix A).
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1.5 Classical Models of DNA

A long chain of DNA easily bends and when suspended in a solution it takes the

random coil form. Shorter chains are less easily bendable. If one goes on fragmenting,

below a length chains are very hard to bend. This is the persistence length which is

normally ∼150 bp. DNA has its own elasticity and it resists deformations in its

structure. As the A.T pairs are softer than the G.C pairs A.T rich segments are

deformed relatively easily. Although statistical models of DNA elasticity often ignore

the microscopic details. Below we describe two basic models of this kind which are

used extensively.

1.5.1 Freely Jointed Chain (FJC) Model

In this simplest model a polymer is considered as a random walk of N steps with step

length a such that the total length of the polymer is L = Na [58]. The monomers do

not interact with each other and can rotate freely at any angle in the continuum. Let

us consider this problem in one dimension with the starting end of the polymer being

fixed at x = 0, where x is the position coordinate of a monomer. The probability of

finding the other end at a distance X is given by

P (x) =
1√

2πN
e−

X2

2N , (1.1)

where we have set a = 1. This gives the most probable value of X = 0. Treating a as a

constant means the polymer is inextensible. Though changing from one configuration

to another configuration does not cost any energy the model has its own free energy

which originates from entropy. The free energy of the system is

F ≈ −kBT
X2

2N
, (1.2)

such that the force required to hold the polymer at a small X << N is given by

g = kBT
X

N
. (1.3)

This is the familiar Hookean elasticity with a temperature dependent entropic elastic

modulus.
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1.5.2 Semiflexible Chain Model

A FJC is rather flexible. Stiffness can be introduced in a polymer by introducing a

bending energy cost. In a semiflexible chain, a tangent at a monomer interacts with

its next neighbor tangent through angular correlation [58, 59]. The Hamiltonian for

a polymer of chain length N subjected to a constant mechanical force g is given by

H = −K
N−1∑
i=1

ti.ti+1 − g.
N−1∑
i=1

ti, K > 0 (1.4)

where K is the bending elastic constant, ti is the tangent vector at the ith monomer

and the smallest bond length is again taken to be unity. The two-point correlation

function of this model is given by

〈ti.ti+n〉 = e−n/lp , (1.5)

where the persistence length lp ≈ K/kBT . As the correlation drops exponentially any

two monomers separated by a distance b ≈ 2lp are virtually independent of each other

and the polymer can be treated as a FJC of smallest bond length b provided K >>

kBT . This discretized model is known as the Kratky-Porod model and its continuum

version is known as the worm-like chain model. The force extension relation for this

model can be given by the following interpolation formula [60]

g ≈ kBT

lp

[
X

L
+

1

4

1

(1−X/L)2
− 1

4

]
. (1.6)

1.6 Directed Polymers

Consider a polymer in d dimension. Now embed it in D = d + 1 dimension with its

contour length as the extra direction, say the z-axis. As the length is a variable like

time which can only grow the polymer can not trace back in that direction. Although

its coordinates can fluctuate freely up to their maximum extent (the polymer length

N) in all the other transverse directions. This is a description of a directed polymer

(DP). A freely jointed chain in this D dimensional continuum can be described by

the Hamiltonian

H =
1

2

∫ N

0

(
∂r(z)

∂z

)2

dz, (1.7)
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where r(z) is the position coordinate of a monomer of contour length z and the chain

starts from the origin with r(z = 0) = 0. The corresponding partition function is

given by

Z(r, z) =

∫ r,z

0,0

D[r(z)]e−βH , (1.8)

where β = 1/kBT and D[r(z)] represents integration over all possible configurations.

This partition function obeys the following diffusion equation

∂Z(r, z)

∂z
= D∇2Z(r, z), (1.9)

where the diffusion constant D = 1/(2β). Its solution is given by the Gaussian

Z(r, z) =
1

(2πβz)d/2
e−

r2

2βz , (1.10)

which is nothing but the probability of finding the far end point of the polymer at

(r, z).

1.7 A Simple Model For Thermal Melting

The zero force thermal denaturation of a DNA is described by the Poland-Scheraga

model simply and elegantly [28, 29]. Taking advantage of the finite temperature

bubbles a DNA can be considered as a sequence of double stranded (bound state)

segments and single stranded loops (bubbles). For this bead-chain structure it is

called the necklace model. With the assumption that the bound states (B) and the

bubbles (U) do not interact with each other the contribution of a sequence in the par-

tition function is obtained simply by multiplying the individual partition functions of

the each segments. The system partition function is the sum of all the contributions

from the all possible sequences. For simplicity, we take the starting and the ending

segments as bound states. A configuration with three bubbles and four bound seg-

ments is shown schematically in Figure 1.6. Let ZB(z) and ZU(z) be the partition

functions of a bound state and a bubble of length z respectively. Other than that

an additional Boltzmann weight g2 is associated for each bound-unbound state junc-

tion. With the constraint that the total length of the DNA, N , is fixed the canonical

partition function is given by

ZD(N) = ZB(N) +

∫ N

0

dz2

∫ z2

0

dz1ZB(N − z2)g2ZU(z2 − z1)g2ZB(z1) + ..., (1.11)
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where the first term is for no bubble, the second term is for one bubble and so

on. The length constraint can be relaxed by going to the grand canonical ensemble

B
UUU

BBB

Figure 1.6: A DNA configuration with three bubbles (U) and four bound states (B).

where length of the each segment varies arbitrarily. This is done through the Laplace

transformation with respect to the length coordinate. It can be easily recognized that

the terms in Eq. 1.11 has the convolution form in length. So a Laplace transformation

of that equation with the definitions

GX(s) =

∫ ∞
0

ZX(N)e−sNdN, (1.12)

where X = (D,B,U) will result in a geometric series given by

GD(s) = GB(s) + g2
2GB(s)2GU(s) + ... (1.13)

which is easily summed to have

GD(s) =
GB(s)

1− g2
2GB(s)GU(s)

. (1.14)

The free energies of the completely bound and the denatured states are given by the

singularities of GB(s) and GU(s) in s-space respectively. For a non-zero g2 there can

be a third state, the duplex, where the bubbles and the bound segments co-exist. The

singularity obtained by equaling the denominator of Eq. 1.14 to zero which is same

as solving the equation
1

GB(s)
= g2

2GU(s) (1.15)

for a s corresponds to the duplex state. If the single strands of the bubbles are

modeled as directed FJCs and a bound state as a rigid rod in D = d + 1 dimension

then the individual partition functions can be taken as

ZB(N) = e−βεN , and ZU(N) ≈ e−Nfu

NΨ
, (1.16)

where Ψ = d
2

is the reunion exponent [61] and ε and fu are the free energies of the

bound and the unbound states respectively. The largest singularity changes as one
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varies the temperature and there can be a melting transition as a result. Ψ plays a

major part in this transition. For Ψ < 1 there can not be any transition, for 1 < Ψ < 2

the transition is second order (see Appendix B) and for Ψ > 2 the transition happens

discontinuously.

1.8 Triplex DNA Melting And The Efimov-DNA

The necklace model describes the melting of a dsDNA. What happens when a triplex

DNA is heat treated ? It also melts. Let us consider the inter-molecular triplex

melting case here. The dsDNA is a more stable structure than the tsDNA as the

Hoogsteen pairing is weaker than the Watson-Crick pairing. For this the third strand

will separate first at temperature Tt resulting in a free single strand and a duplex

DNA. If the temperature is increased further, the duplex will also melt when the

temperature reaches Tc (> Tt). For a continuous melting the bound segments and

the bubbles coexist at Tc and it is dominated by the bubbles of large lengths which

increases the possibility of strand exchange. This scenario can be modeled as a system

consisting of a duplex DNA at its melting point when a third strand is added to it.

1.8.1 A New State of DNA

Consider a three-particle quantum system with pairwise short-range potential. Apart

from the occurrence of the usual three-body bound state, a very special phenomenon

occurs at the critical two-body zero-energy state. An infinite number of three-body

bound states appear though the corresponding potential is not appropriate to bind

any two of them; the removal of any one of them destroys the bound state. This

phenomenon, valid for any short-range interaction, is known as the Efimov effect.

The size of the three-body bound states, or Efimov trimers, is large compared to the

potential range, and so it is a purely quantum effect [62–66].

It was argued in Refs. [67–69] that near the thermal melting of a dsDNA, the

formation of large bubbles enhances the possibility of a strand exchange involving each

strand of the bubble. This leads to an effective long range attraction of the original

pair, mediated by the third strand. As a result, a three-strand bound state is formed

where no two are bound. Such a novel state of DNA, produced by fluctuations, has
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been called an Efimov-DNA in analogy with the Efimov effect in three-body quantum

mechanics.

1.8.2 The Quantum Efimov Effect

The Efimov effect was studied originally as a three-body quantum mechanics prob-

lem by solving the Schrödinger equation in the Fadeev approach [62–66]. Several

approximate methods were also used, most notable among which is the use of the

Born-Oppenheimer approximation for a separable short range potential [70]. Such

calculations show the emergence of the scale-free 1/r2 attraction at the quantum

critical point of unbinding, as does the polymer scaling of Ref. [67]. Field theoretic

methods were initiated much later on as an effective field theory for few-body quan-

tum mechanics. Some successes were met in the diatom approach where the effect

was studied in the scattering of a single particle from a diatom [66, 71]. The major

effort in these attempts was to see the Efimov effect as a universal effect, emerging

from a diverging length scale, here the scattering length. It led to the idea of a limit

cycle renormalization group (RG) flow [72], which was introduced in a different con-

text in Ref. [73]. The characteristic signature of the effect is the geometric sequence

(En = anE0) of energy eigenvalues, the Efimov tower, and it is believed to emanate

from this limit cycle behavior. It occurs only at the point where the length scale

diverges. For nearby points one still gets three-body bound states but with a finite

number of states. Although proposed in nuclear physics, experimental signatures

for the Efimov effect started pouring in only after the technological developments in

handling cold atoms [74–76].

1.8.3 Efimov Effect in DNA

The possibility of an Efimov-DNA was first pointed out by using a scaling argument

and by a real space renormalization group approach to three polymers that can be

implemented exactly for hierarchical lattices [67,68]. That the melting transition with

a large or diverging length scale is crucial (equivalent to infinite scattering length in

the quantum version) was clearly brought out by the polymer scaling, that reproduces

the 1/r2 interaction, where r is the distance between two polymers. This interaction
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owes its origin to the long range polymer correlations in a big bubble. The importance

of the transition was also made clear in studies of the DNA problem in lower dimen-

sional fractal lattices. In fact, a mixed phase different from the Efimov DNA was

predicted, for which a quantum analog is not known [69]. On the polymer front, the

strangeness of the long-range interaction is evident from the renormalization-group

analysis of two polymers with −g/r2 interaction in the presence of a short range at-

traction [77–79]. The unbinding transition is described, as usual, by a fixed point,

but that is not all. First, the fixed point is g-dependent, and, second, the order of the

transition is determined by the reunion exponent of the bubbles at the g-dependent

fixed point describing the unbound phase [61]. More unusual is the possibility of

complex fixed points. This happens for g > 1/4. The complex fixed points are re-

sponsible for certain periodicity of various thermodynamic quantities and is similar

to the origin of the Efimov tower.

The similarity between the zero temperature quantum problem and the classical

thermal system of polymers actually follows from an imaginary time transformation

of the quantum problem in the path integral approach [67]. For example, a path

integral computation of the quantum problem could identify polymer like phases [80].

The fluctuations in the size of the polymer bubbles near the melting point of dsDNA

play a similar role as that of quantum fluctuations near the unbinding transition

of a pair of particles. The DNA bubbles correspond to the paths in the classically

forbidden region of the short range potential [81]. There are many other similarities

of the results for a DNA with the diatom trick used in the quantum version and it

reinforces the idea that the features of the quantum Efimov effect could be observed

in a classical setting of DNA in a solution [67]. The effect of fluctuations is not

just restricted to the melting point itself. Even above the melting point, the bound

state persists, eventually melting at a temperature higher than the duplex melting

temperature. The limit cycle that occurs at the melting point is actually unstable as

we move away from this special point. The number of turns in a way determines the

number of bound states. Beyond a certain point all such states vanish. This point or

temperature will be the melting point of the Efimov DNA.
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1.8.4 Issues With The Polymer RG

The idea of RG is to look at a problem based on length scales and not on the nu-

merical values of the parameters per se. How the various parameters change with the

length scale then tells us the behavior of the macroscopic system in the large size limit

(see Appendix C). The procedure is to (i) integrate out the small length scale fluc-

tuations, especially bubbles and (ii) then by rescaling generate a similar system but

with renormalized parameters. The flows of the parameters as the scale is changed

give us all the crucial large length-scale results. In general, an RG approach is ex-

pected to lead to fixed points and separatrices, at most lines of fixed points. The fixed

points represent states of the system which show scale invariance under a continuous

rescaling of lengths. As pointed out above, it is rather rare to see a limit-cycle-like

behavior because its periodicity would produce a discrete scale invariance only.

Figure 1.7: Schematic diagram of strand exchange and the equivalent coarse-grained

three chain interaction. A single strand (solid black line) pairs with the strands (dash-

dot lines (left)) of a bubble on a duplex (thick line (right)). Short green dotted lines

indicate base pairings.

Polymer problems traditionally start with a random walk or a Gaussian polymer

as the primary representation of a polymer. Most of the DNA melting theories are

of this type where the free model represents the unbound states. In the Gaussian

polymer model (no self-interaction), the melting transition is continuous [82, 83] so

that the closer one is to the melting temperature, the larger is the size of the thermally

generated bubbles. In this approach the two-chain and the three-chain problems have

critical dimensionality d = 2 and d = 1 respectively [84]. Evidently a strand exchange

for a small bubble in a three-chain system would, on scales larger than the bubble

size, look like a three-strand interaction (Figure 1.7). Therefore, in three dimensions,

one needs to consider irrelevant variables and, so, a straightforward perturbative RG

fails here. This makes a complete analysis of the three-chain problem formidable. To

circumvent this, a different approach has to be adopted.
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1.9 DNA Elasticity

With its H-bonding, base staking interactions and other factors DNA is a fairly rigid

molecule. Yet DNAs are found in the bent state very frequently. Long chains of

DNAs are wrapped around the histone or histone like proteins for DNA packaging.

For example, a human cell of length ∼ 1 µm contains DNA of total length ∼ 1

meter which is packaged into the microscopic space of the cell nucleus. Other than

that different DNA binding proteins induce appreciable bending. A smooth bending

is associated to the A-tracts which are continuous runs of A bases in a sequence.

Two different models were introduced to explain the relation between the bending

and A-tracts. They are the junction model and the wedge model. In the junction

model it is suggested that whenever a part of a B-DNA segment admits non-B-DNA

structures it bends [85]. On the other hand, the wedge model associates a specific

bend angle to each AA dinucleotide. Thus depending on how many AA dinucleotides

the A-tract has, it imparts a smooth bend of appropriate angle [86]. The bends play

crucial role in the gene regulation. For example, a sequence can be made unavailable

to the RNA-polymerase through bending [87]. This blocks the expression of that

specific sequence. Bends also become handy for the repair enzymes [88]. Wherever

mismatch (violation of complementarity) of base pairs occurs DNA bends and the

repair enzymes feel the bend to recognize and correct the mismatch. It was also

found that the replication origins contain natural or induced bends [89].

1.9.1 Puzzles in the DNA Looping

To facilitate different fundamental biological processes like replication, gene expres-

sion, assembly of functional nucleoprotein structures, packaging of viral DNA and

others, DNA has to go through a lot of twisting and stretching along with bend-

ing [1, 89–94]. Generally different proteins induce these conformational changes in

DNA but not without facing any resistance. This is because when subjected to an

external mechanical force DNA responds elastically. A single stranded DNA may be

flexible, easy to bend, but a double stranded DNA is known to be more rigid with its

rigidity determined by the angular interactions between its nearest neighbor tangent

vectors. This interaction results in a characteristic length scale, the persistence length
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(∼ 150 base pairs), within which a dsDNA acts more or less like a rigid rod. Thus, it

seems, a larger force is required to bend a DNA of length smaller than its persistence

length than the one of a longer length. However the flexibility of short DNA frag-

ments are important for different in vivo mechanisms, like those already mentioned,

where loops or bends of length as small as 100 base pairs are involved [95, 96], and

also in in vitro experiments where fragments are used in open or hairpin geometries.

It is therefore important to probe the elastic response of a dsDNA not only in the

thermodynamic limit of large length — dsDNA is long — but also for finite size

systems.

If a dsDNA is treated as a free Gaussian polymer where the different monomers

do not interact with each other, even then it shows an entropic elasticity [58, 59].

However, it is often treated as a semiflexible chain with an intrinsic rigidity to ac-

commodate a persistence length. Recent debates [18,97–107] on the behavior of short

segments brought into focus the importance of broken base pairs on its eventual or

effective rigidity. As the base pair energy is comparable to the thermal energy at

physiological temperatures (∼2-3 kcal/mole), bubbles form spontaneously or are pro-

duced by external forces (see, e.g. [108] for an earlier study). The issue of elastic

response of a dsDNA cannot therefore be studied in isolation as its intrinsic property

but rather needs to be coupled to the inner degrees of freedom, namely base pairings

responsible for the bound state.

1.9.2 Rigidity of a Melting DNA

The thermal melting of DNA is by itself an interesting problem and important for

different in vivo or in vitro processes. A notable example is the polymer chain reaction

(PCR) which is used extensively in DNA amplification. Above the melting temper-

ature the dsDNA separates into two independent single strands. In the temperature

region below the melting point there can be local melting at different positions cre-

ating denaturation bubbles which are nothing but the single stranded loops preceded

and succeeded by double stranded segments. As a single stranded DNA is far more

flexible than the paired ones these thermally generated bubbles can provide flexible

hinges which can make a dsDNA significantly flexible [18,99]. Generally the average

length of these bubbles increases as one approaches the critical point and equals the
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system length at the melting temperature. Different from thermal melting is the

unzipping transition where the two strands of a dsDNA are pulled apart at tempera-

tures below the melting point. The unzipping transition is generally first order [19,46].

Since the unzipping force does not penetrate the bound state [19, 43], the nature of

the bubble distribution does not change in presence of an unzipping force. A change

in the elastic behavior is therefore expected near the transition. The DNA melting

is a genuine phase transition for which the DNA length has to satisfy the thermody-

namic limit. But still, the existence of a transition point is sufficient to affect a finite

size system even when it is away from the critical point.

Different statistical mechanical models have been applied with varying success

to study the DNA elasticity problem. The classical semiflexible chain model with

no denaturation bubbles has been employed by a number of investigators [109, 110].

Segments made of single strands can be introduced in the discretized semiflexible

DNA, by considering models comprising of two-state internal coordinates, and also,

by coupling these internal coordinates to the external rotational degrees of freedom

of its tangent vectors [111–113]. Their primary concern was to explain the recently

reported higher looping probability of short (∼100 bp) DNA fragments than what

predicted by the worm-like chain model. The length of the bubbles considered in this

model are often a few base pairs long. It is quite instructive to consider a model

which studies the effects of the large bubbles in the flexibility of a bound DNA and

compares it with the unbound state flexibility in a single set up.

1.10 Organization of The Thesis

We have organized the thesis in following way.

In Chap. 2, we study the temperature dependence of DNA elasticity by using a

model where rigidity comes only through entropic effects. Using the stretching force

as a probe, we obtain the elastic modulus for different temperatures including the

thermal melting temperature. Above the melting temperature the system becomes

bound after a critical stretching force continuously. We obtain the phase diagram of

this transition in the critical-stretching-force–temperature plane. The elastic proper-

ties are also studied in the presence of an unzipping force which changes the nature
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of the transition making it first order. Corresponding phase diagram is presented in

the three dimensional temperature–stretching-force–unzipping-force space.

In Chap. 3, we introduce a model of DNA with intrinsic rigidity. After finding its

zero force thermal melting point, we study its elastic behavior at different tempera-

tures. The bubble related quantities like the bubble number, the bubble length and

the bubble number fluctuation are also calculated as a function of stretching force

and temperature. For the zero force case, we present quantitative relation between

the extension and the square root of the bubble number. We also show the elastic

modulus is related proportionally to the square root of the bubble number fluctuation

for zero force.

In Chap. 4, a Poland-Scheraga type model of DNA melting is introduced. Here,

we model the double stranded segments of the DNA at a finite temperature as rigid

rods which can not bend but can rotate freely. The locally melted segments are

modeled as Gaussian chain loops. We show this model goes through a second order

melting transition. By considering the interaction between a rigid bound state and a

single chain we show that no three-body features appear as the system shows similar

results like a two-chain system.

In Chap. 5, we solve the full three-chain problem by considering a finite tempera-

ture duplex DNA as a bound state of the Poland-Scheraga model introduced in Chap.

4. By allowing strand exchange between the duplex and a single strand, added sepa-

rately, we calculate the third virial coefficient. We define a dimensionless three-body

parameter and obtain its flow equation using a non-perturbative RG technique. The

Efimov-DNA appears at the duplex melting point and it corresponds to a RG limit

cycle. We investigate the existence of the Efimov states above the duplex melting

point by introducing a toy RG flow equation which shows that the number of Efimov-

trimers decreases as the system moves away from the critical point. The possible

experimental scenarios where an Efimov-DNA may be detected are also suggested at

the discussion.

We summarize our results in Chap. 6. Throughout the thesis, necessary supple-

mentary materials are provided at the chapter ending appendices.
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Appendix A

An Exactly Solvable Model For

Forced Unzipping

Here we introduce a transfer matrix based exactly solvable model of DNA unzipping

[114]. Each strand of a DNA is represented by a D = (1+1) dimensional random walk

in a square lattice shown schematically in Figure A.1. The chains can grow only in

g
ug

u

y
z

(0,0)

x

Figure A.1: Two strands of a DNA is schematically represented as two directed non-

crossing random walks in D = (1 + 1) dimensional square lattice. y is the contact

interaction weight. gu is the unzipping force. The arrows show directions of gu.

the positive z-direction and can not trace back. This leaves the chains only with two

options to move, either left or right. The coordinates of any monomer can be found

simply by taking projections on the x and the z axes. The native base pairing which

only occurs at the same contour length of the both strands is naturally achieved here

and represented by the attractive contact interaction weight y = e−βε where ε = −|ε|
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is binding energy. First let us consider the gu = 0 case where this model shows a

thermal melting transition when the chains are not allowed to cross each other. The

corresponding recursion relations are given by

Zn+1(x1, x2) =
∑

(i,j)=±1

Zn(x1 + i, x2 + j)[1− (1− y)δx1,x2 ], (A.1)

where Zn(x1, x2) is the canonical partition function of the system of two polymers,

each of length n and the spatial positions of the nth monomers of polymer 1 and

polymer 2 are x1 and x2 respectively. For a given monomer number if x1 becomes

equal to x2 then there is a contact. We set the initial condition as Z0(0, 0) = y such

that two strands start from the origin. The non-crossing constraint is implemented

by not letting x1 becoming greater than x2 (x1 ≤ x2). We solve Eq. A.1 through

generating function technique. In this technique a fugacity like variable z is introduced

through which one can define the generating function as the following

G(z, x1, x2) =
∞∑
n=0

znZn(x1, x2). (A.2)

We make the ansatz

G(z, x1, x2) = A(z)λ(z)|x1−x2|. (A.3)

By multiplying the both sides of Eq. A.1 with zn and summing over n Zs can be

replaced by Gs with the help of Eq. A.2. Then using the ansatz Eq. A.3 in the

resulting equations A(z) and λ(z) are easily solved to have

A(z) =
2y

2 + y
[
−1− 2z +

√
1− 4z

] , (A.4a)

λ(z) =
1− 2z +

√
1− 4z

2z
. (A.4b)

The singularities in of A(z) and λ(z) are a simple pole and a branch point singularity

which correspond to the bound state and the unbound state singularities respectively

given by

zb =
1− y +

√
y2 − y

y
, and zu =

1

4
, (A.5)

where zb is the bound state singularity and zu is the denatured state singularity. The

corresponding free energies obtained as

fb = log zb, and fu = log zf , (A.6)
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where we set β = 1. The melting here is continuous similar to the necklace model.

The critical point is obtained by equaling zb to zu and solving for a y which is given

by yc = 4
3
. Let us now apply a constant unzipping force gu in the manner shown in

Figure A.1. The corresponding generating function is given by

G(z, gu) =
∑
x1,x2

egu(x1−x2)G(z, x1, x2) =
A(z)

1− λ(z)egu
. (A.7)

While the unzipping force modifies zu it leaves zb unchanged indicating that it can

not penetrate the bound state. The new unbound state singularity becomes

z′u =
1

4 cosh2 gu
. (A.8)

The phase diagram of unzipping can now be obtained by equaling z′u to zb and solving

for a critical

guc = cosh−1

 √
y

2
√
−y +

√
(y − 1)y + 1

 . (A.9)

For a fixed gu the number of bound base pairs becomes abruptly zero at the corre-

sponding critical y which indicates it’s a first order transition (see Figure A.2). The

Figure A.2: Fraction of bound base pairs discontinuously goes to zero at y = 1.43 for

a fixed gu = 0.1 indicating a first order transition.

phase diagram of actual force tguc vs temperature t = 1/ log y with kB = 1 is shown

in Figure A.3.
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Figure A.3: Re-entrant phase diagram.
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Appendix B

Necklace Model

For example, let us consider the following model partition functions

ZB(N) = e−βεN , and (B.1a)

ZU(N) ≈ e−Nfu

NΨ
, (B.1b)

where Ψ is the reunion exponent [115,116] such that for 1 < Ψ < 2

GB(s) =
1

s+ βε
, and (B.2a)

GU(s) ≈ Γ(1−Ψ)

(s+ fu)1−Ψ
. (B.2b)

Eq. 1.15 can be solved graphically as shown in Figure B.1. If 1/Gb(s) and g2
2GU(s)

are plotted at the same graph as functions of s the intersection points, if there is

any, for different values of β give the duplex state singularities. The free energy of

the system is given by the largest singularity. For β < βc = |fu|
|ε| , s = fu remains the

largest singularity and the DNA stays denatured. But for β > βc the new largest

singularity is given by the solution of Eq. 1.15 and the DNA becomes bound. As

shown in Figure B.1 the transition happen continuously with βc = 1/(kBTc) where Tc

is the critical temperature of the transition.
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Figure B.1: Graphical solution of the duplex state singularity for 1 < Ψ < 2. The

solid blue line is the bubble partition function and the red straight lines are 1/GB(s)

for different temperatures. The parameter values are taken as ε = fu = −g2 = −1.
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Appendix C

Renormalization Group

Around the critical point of a continuous phase transition a system goes through vi-

olent large wavelength fluctuations. The mean field description of a phase transition

ignores these fluctuations. This simplification however often costs it vital informa-

tions. An efficient theory which can handle these fluctuations is the renormalization

group (RG) method [117, 118]. It considers the parameters of a system length scale

dependent and aims to find this dependence quantitatively at the large length scale

limit. As the length scale is increased some parameters will perish. They are called

irrelevant. Some will remain influential which are called relevant parameters. The

flow equations of these relevant parameters determine the behavior of the system

around the critical point. Here we will consider an example of the application of RG

in a two chain polymer system [84]. This simple model captures the basic ideas of

the RG method.

Consider a two-chain directed polymer system in D = d + 1 dimension with

contact interactions only. The interaction potential is given by a Dirac delta function

with strength v0 which ensures contacts happen only at the same space and length

coordinate. v0 has a canonical dimensionality [v0] ∼ Ld−2 where L is an arbitrary

length scale. This problem is exactly solvable through dimensional regularization

technique. The flow of the only relevant parameter, also known as the β-function, is

given by the following differential equation

β(u) = L

(
∂u

∂L

) ∣∣∣∣
v0

= εu− u2, (C.1)

where ε = 2− d and u is the dimensionless renormalized coupling constant related to
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v0 through the equation

v0L
d = u(1 +D1u+D2u

2 + ...), (C.2)

with Dn = (2πε)−n. The coefficient of u in Eq. C.1 comes from the canonical

dimension which a mean field theory would have predicted. The u2 term is solely due

to RG. Eq. C.1 has two fixed points, one stable and one unstable, where u does not

change when L is varied. It is illuminating to solve the flow equation around a fixed

point. Let us take the initial value u0 = u∗ + ∆0 for a length scale L0 where ∆0 is

arbitrarily small. For small u the linearization of Eq. C.1 gives

L
∂∆u

∂L
= ε∆u, (C.3)

which has the solution ∆u = ∆0(L/L0)ε where ∆u = u − u∗. When ∆u is finite

we can define a length scale ξ by setting ξ ∼ L which diverges as the the system

approaches the fixed point in the limit ∆0 → 0. The manner in which ξ diverges is

given by

ξ ∼ |∆0|−ζ , with ζ =
1

ε
. (C.4)

In Figure C.1 RG flows of u for different ε values are shown. Flow to the negative

u∗ = 0u∗ = −|ǫ| u∗ = 0 u∗ = ǫ
∞ ∞−∞ −∞

d > 2, ǫ < 0 d < 2, ǫ > 0

Figure C.1: Renormalization group flows for different ε values. The arrows show

the flow directions with increasing length scale. The red and the green discs are the

unstable and the stable fixed points respectively.

infinity indicates a bound state formation. For d < 2, ε > 0 the interaction is relevant

for small negative u values as they flow to the negative infinity. For d > 2, ε < 0 the

interaction becomes irrelevant for small u as there is a negative energy cut off above

which there is no bound state as all the points flow to the stable fixed point u∗ = 0

which represents the high temperature unbound phase. The unstable fixed point acts

as the critical point of the transition. In this way ε controls the critical behavior of

the system.
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For this simple system the stable-unstable fixed point description serves us very

well. But for more complicated systems, for example, a two-chain directed polymer

system with long range attraction [78], the β-function can take a form like

β(u) = εu+ au2 + b, (C.5)

where a and b are constants. For a range of these constant values the β-function does

not have any real roots. We reserve the discussion of this interesting problem for

Chapter 5.
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Chapter 2

Temperature Dependence of

Entropic Elasticity of DNA

In this chapter we study the temperature dependence of the elastic properties of a

model of DNA. There is no intrinsic rigidity in this model and the elasticity comes

totally from the entropic effects. We use the transfer matrix method through recursion

relations to find the partition function of the system. For analytical solution we use

the generating function technique. For numerical calculations we iterate the recursion

relations for finite lengths and find the exact partition function. The effect of the

unzipping force in the elasticity is also explored. The general case of two unequal

forces can always be transformed into a case of unzipping and stretching forces. Since

unzipping and stretching of a dsDNA are independent of each other, we are able to

generate a general phase diagram in three variables the temperature, the stretching

force and the unzipping force.

The organization of this chapter is given below. In Sec. 2.1 first we describe the

model qualitatively. In Sec. 2.1.1 we introduce the corresponding recursion relations

and define the observables necessary for analysis of the model. The elastic properties

of the flexible model are explored in Sec. 2.1.2 where we show a finite discontinuity

in the elastic modulus at the melting point. In Sec. 2.1.3 we compare our results

with the bubble-less Y-model. The phase diagram in the presence of an unzipping

force and a stretching force is obtained in Sec. 2.1.4. The transition is now first order

and the elastic modulus shows a δ-function peak at the transition point. After a brief
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discussion in Sec. 2.2 we conclude in Sec. 2.3.

2.1 The Model

We consider each single strand as a directed polymer in a two dimensional square

lattice, see Figure 2.1. The base pairing is represented by contact interactions be-

tween the monomers which can only occur at the same space and length coordinates.

The directedness of the polymers ensures correct base pair bonding. The chains are

inextensible [122], of same lengths and attached to each other at the origin. We mimic

the DNA melting by the binding-unbinding phase transition in the system. The sta-

tistical weight for a contact interaction is y which is the Boltzmann factor exp(βε),

−ε being the gain in the energy per contact and β is inverse temperature with the

Boltzmann constant set to kB = 1. Two chains have a hardcore repulsion that forbids

them to cross. The perfectly bound DNA remains as flexible as the single strand so

that at any non-zero temperature there is only the emergent entropic elasticity.

To probe the elastic modulus we apply an external space independent mechanical

stretching force independently at the end of each strand. If the two forces are in the

same direction, the dsDNA is said to be under a stretching force gs. On the other

hand it will be the unzipping force gu if the forces are in the opposite directions. The

average extension and the elastic modulus can be obtained from the free energy simply

by taking derivatives with respect to the stretching force once and twice respectively.

Though the elastic response we are interested in is important for DNA activity, from

a phase transition point of view, it is not the primary response function that diverges

at a critical point, like the magnetic susceptibility for a ferro-para magnetic transition

or the elastic modulus in a liquid-gas transition. One generally associates an exponent

γ to such a primary response function, but no such general results can be used here.

This justifies the necessity of a detailed study of the rigidity of a melting DNA.
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Figure 2.1: Schematic representation of the dsDNA as two directed walks in (1 + 1)

dimension. The polymers can not cross each other. The bound segments can bend

left or right freely. The direction in which the forces act are indicated by the arrows.

(a) DNA under stretching force, (b) DNA under unzipping force.

2.1.1 Recursion Relation And Observables

In the absence of any force the recursion relation followed by this system is given

by [123]

Zn+1(x1, x2) =
∑

(i,j)=±1

Zn(x1 + i, x2 + j)[1− (1− y)δx1,x2 ], (2.1)

where Zn(x1, x2) is the canonical partition function of the system of two polymers,

each of length n and the spatial positions of the nth monomers of polymer 1 and

polymer 2 are x1 and x2 respectively. For a given monomer number if x1 becomes

equal to x2 then there is a contact. Each contact has its Boltzmann weight y = eβε.

We set the initial condition as Z0(0, 0) = y such that two strands start from the origin.

The non-crossing constraint is implemented by not letting x1 becoming greater than

x2 (x1 ≤ x2).

We apply constant stretching force gs at the each end point of the two strands.

The partition function of an n length DNA in presence of this stretching force is given

by

Z(gs) =
∑
x1,x2

Zn(x1, x2)egs(x1+x2), (2.2)

where the sum is over all the allowed values of x1 and x2.

The elastic response of the system under a stretching force can be quantified

through the average extension (x) and the elastic modulus (κ). We define them in
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the following way

x =
∂f

∂gs
=

1

N

∂ lnZ(gs)

∂gs
, and κ =

∂x

∂gs
, (2.3)

where f = βF is the free energy of the system scaled by β, and N is the length of

the strands (N →∞). Using Eq. (2.2) we can rewrite them as the following

x =

∑
x1,x2

ZN(x1, x2)egs(x1+x2)(x1 + x2)

N
∑

x1,x2
ZN(x1, x2)egs(x1+x2)

, (2.4a)

κ =

∑
x1,x2

ZN(x1, x2)egs(x1+x2)(x1 + x2)2

N2
∑

x1,x2
ZN(x1, x2)egs(x1+x2)

− x2. (2.4b)

An inspection of Eq. (2.4a),(2.4b) shows that x is related to the average vectorial

position of the center of mass of the end points of the two strands of length n under

a stretching force gs and, as expected, κ is related to the fluctuation of x. If x1, x2

is uncorrelated, then κ is the sum of the individual elastic constants. This will be

the case in the unbound phase of dsDNA. According to this definition for a given

force the bigger the value of κ the larger is the flexibility of the dsDNA. Two other

important quantities are the average number of contacts between two strands (nc) and

it’s fluctuation (Cc). Two extreme values of nc, zero and one, represent the unbound

and the bound states respectively. As y is a temperature like variable one can derive

the specific heat of the system from Cc. We call it specific heat for brevity. These

are defined as

nc =
y

N

∂F

∂y
and Cc = y

∂nc
∂y

. (2.5)

We follow these definitions in the rest of this paper.

2.1.2 Elastic Response Under a Stretching Force

Generating Function and The Free Energy

By employing the generating function technique the recursion relation Eq. (2.1) can

be exactly solved. We define

G(z, x1, x2) =
∞∑
n=0

znZn(x1, x2). (2.6)

By doing this we are going to the grand-canonical ensemble from the canonical en-

semble. By multiplying both sides of Eq. (2.1) by zn and then summing over n we
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Figure 2.2: Flexible Model : The phase diagram of the system under a stretching

force. The phase boundary separates the bound phase from the unbound phase. In

the region 4/3 > y > 1 there exists a critical gsc for every value of y . Above y = 4/3

the system is by default in the bound state. Red squares are the numerically obtained

critical points and solid blue line is the analytical curve.

get two independent equations. One for nonzero unequal values of x1 and x2, and

another for x1 = x2 = 0. These are given by

1

z
G(z, x1, x2) =

∑
(i,j)=±1

G(z, x1 + i, x2 + j), (2.7a)

1

yz
G(z, 0, 0) =

1

z
+

∑
(i,j)=±1

G(z, i, j). (2.7b)

The free energy per unit length of the DNA is determined by the singularity of

G(z, x1, x2) closest to the origin in the complex z-plane.

Assuming a power law form for G(z, x1, x2) with respect to relative position coor-

dinate we make the ansatz

G(z, x1, x2) = A(gs, z)λ(gs, z)
(x1−x2)/2egs(x1+x2), (2.8)

where A and λ are functions of z and independent of position coordinates. Eq. (2.8)

generalizes the ansatz of Ref. [123]. Using the ansatz Eq. (2.8) into Eq. (2.7a) and

Eq. (2.7b) two unknowns A(gs, z) and λ(gs, z) can easily be solved. Their forms are
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given by

A(gs, z) =
−1/(2z)

cosh(2gs)−
√(

cosh(2gs)− 1
2z

)2 − 1 + (y−2)
2yz

, (2.9a)

λ(gs, z) =

√(
cosh(2gs)−

1

2z

)2

− 1 +
1

2z
− cosh(2gs). (2.9b)

The free energies of the different phases of the system are obtained from the singu-

larities of G(gs, z). The singularity zb of A(gs, z) corresponds to the bound state free

energy and the branch point singularity zf of λ(gs, z) gives the free energy of the

unbound state. They are calculated as

zb(y, gs) =
y − 1

y sech(2gs)

√sech2(2gs)

y − 1
+ 1− 1

 , (2.10a)

zf (y, gs) =
sech2(gs)

4
. (2.10b)

The difference in the force term can be understood by looking at the low energy

excitations. In the case of the free chains a force gs flips a bond interchanging the

energies ±gs. This gives the sech2(gs) term. In the bound state, with coincident end

points, a bound bond gets flipped under a force 2gs, yielding the sech2(2gs) term.

From here onwards we suppress y and gs as arguments for notational simplification

and show them whenever necessary. The corresponding free energies per unit length

are given by

fb = ln zb, (2.11a)

ff = ln zf . (2.11b)

There are two parameters in this formulation, y and gs. The singularities move when

these two parameters are changed. Consider a situation where the system is in the

bound state with free energy given by fb. Now, we can vary the parameters in such

a way that the unbound state singularity zf crosses zb and becomes closest to the

origin. In this situation the free energy of the system becomes ff . The crossing of

the singularities defines the transition point from bound to unbound by the force at

gsc =
1

2
cosh−1

(
2− y

2(y − 1)

)
. (2.12)
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Figure 2.3: Flexible Model : The variation of nc with gs for different values of gu and

y. A non-zero nc indicates a bound state. For gu = 0, there is no unbound state for

y ≥ 4/3. The cyan line with triangles is for the melting point y = yc, and shows the

quadratic dependence on gs. The black curve with filled diamonds is for y = 1.4 > yc.

The phase diagram in the y-gsc plane is shown in Figure 2.2. The phase boundary

has the following limiting forms

gsc ∼
√
yc − y for y → yc−, and (2.13a)

gsc ∼ − ln(y − 1)

ln y
for y → 1 + . (2.13b)

Results and Discussions

Long Chain Limit : When the two strands are in the unbound state, they come

closer and form contacts in the influence of the stretching force. In this way an

unbound state becomes a bound state above the critical stretching force. Figure

2.3 shows how nc becomes non-zero before saturating at one as the stretching force

crosses a critical value for a y < yc. This shows that the transition is continuous.

It is already known that at the point (4/3, 0) in the phase diagram the system goes

through a second order phase transition. Beyond this critical point the system always

remains in the bound state, thus excluding any other possibilities of phase transition.

The only effect of the stretching force there is to influence the bubble statistics. The
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asymptotic behavior of nc is given by

nc ≈



9
2
(g − gsc)

√
y − yc, for y → yc+, gs → gsc+,

3
2
g2
s , for y = yc, gs → 0,

y−2+
√
y(y−1)

2(y−1)
+ g2s√

y(y−1)
, for y > yc, gs → 0,

27
8

(y − yc) , for y → yc+, gs = 0.

(2.14)

That this is a second order phase transition can be corroborated by examining the av-

erage extension of the center of mass due to the application of the stretching force and

the elastic modulus. They are calculated using the definitions of Eq. (2.4a),(2.4b).

Figure 2.4 shows how the average extension changes continuously as the system crosses
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Figure 2.4: Flexible Model : Plot of the average extension as a function of the

stretching force with a fixed y = 1.20. The average extension varies continuously

around the critical point.

the critical stretching force. For a zero force x is zero, consistent with the Gaussian

chain behavior while the fully stretched state under a large force has x = 2. The

slope discontinuity at the transition point gsc of Eq. (2.12) gives rise to a jump in

the elastic constant as shown in Figure 2.5. To be noted here is that there is no

pre-transitional signature on either side of the transition. However for a finite size

system the scenario is different. All the other curves in Figure 2.5 except the ana-

lytical curve are for different finite sizes of the system. In the unbound phase each

strand has the equation of state x = tanh(gs) so that total x = 2 tanh(gs). This is the

gs < gsc branch. The corresponding entropic elastic constant is κ = 2 sech2(gs). The
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Figure 2.7: Flexible Model : Elastic modulus as a function of y for zero stretching

force.

completely bound state, in absence of any bubbles, should have a similar equation

of state with an elastic constant of purely entropic origin given by κ = 4 sech2(2gs).

But the bubbles give an extra contribution. The exact form of the elastic constant

can be determined for a few special cases. The y dependence of the zero force κ is

given by (see Figure 2.7)

κ(gs = 0) =

2, for y < yc,

4
√

y−1
y
, for y > yc.

(2.15)

The elastic constant as a function of force at the melting point y = yc is

κ(y = yc) =
64w (w + 1)

(w2 + 14w + 1)3/2
, with w = e4gs . (2.16)

The behavior of κ for y = yc and y > yc is shown in Figure 2.8.

Finite Length DNA : The contribution of the bubbles become significant in finite

length DNA as shown in Figure 2.6. The finite size effects become significant when

the length is comparable or smaller than the length of bubble fluctuations. The elastic

constant for a finite length DNA is necessarily continuous, devoid of any singularity,

but it should evolve into a discontinuous function as the length is made larger. This

indicates that shorter chains will show larger deviation from the thermodynamic limit

over a range of forces. A finite size scaling from is

κ = f((gs − gsc)N1/ν), (2.17)
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and y = 1.40 > yc.

so that κ = f(0) at gs = gsc for all finite N . Therefore all the finite size curves

pass through a common point as shown in the Figure 2.6 which is the critical point.

By identifying the common points for other y values we can now find out the phase

diagram numerically. This is shown in the Figure 2.2. All the points in this phase

boundary including the thermal melting point (y = 4/3, gsc = 0) are second order

critical points. The behavior of κ shows that the system is most flexible when it is in

the unbound state and under no external force as it has the highest value of κ.

2.1.3 Role of The Bubbles

To highlight the importance of the bubbles we compare our results with the Y-model

which is similar to the flexible model except the bubble formation is not allowed

there [124]. The bound state of this model is the same as the completely bound state

of the flexible model and it has a zero force melting point (a first order transition)

at yc =2. In the presence of a gs the corresponding singularities and elastic contrasts

are given by

zb =
1

2y cosh 2gs
, κb = 4 sech2(2gs), and (2.18a)

zf =
1

2 cosh2 gs
, κf = 2 sech2(gs), (2.18b)
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where κb and κf are the bound state and unbound state elastic constants respectively.

We obtain the phase boundary by equating zb with zf and solving for a

gsc =
1

2
cosh−1

(
1

y − 1

)
. (2.19)

The phase boundary has the similar asymptotics for y → yc(= 2) and y → 1 as in

Eqs. (2.13a),(2.13b). In Figure 2.5 we compare κb with the flexible model results. It

shows that the flexibility of the bound state of the flexible model is mostly due to the

bubbles.

2.1.4 Elastic Response in Presence of Unzipping Force

It is well known that this model undergoes an unzipping transition under the influ-

ence of unzipping force in the absence of stretching force. This unzipping transition

is known to be a first order phase transition. The unzipped state consists of two

completely separated independent single strands. When the DNA is in the double

stranded form the unzipping force tries to unzip it into two single strands. On the

other hand, when the DNA is in the unzipped state the stretching force tries to make

them bound. Now, if we apply both the forces simultaneously we expect a competi-

tion between the opposing effects. In this section we study this problem, again both

analytically for infinite system and numerically for finite systems. We use the same

definitions of quantities as in Eqs. (2.4a), (2.4b) and Eq. (2.5).

Let us apply a spatially independent unzipping force gu at the rear end of the DNA,

i.e., the forces act exactly in opposite directions. In the presence of the stretching

force gs the generating function is given by G(gs, z) = A(gs, z)λ(gs, z)
(x1−x2)/2egs(x1+x2)

where A(gs, z) and λ(gs, z) are given by Eq. (2.9a) and Eq. (2.9b). The generating

function in the presence of both the forces is given by

G(gs, gu, z) =
∑
x1,x2

G(gs, z)e
gu(x1−x2). (2.20)

So the bound state singularity remains the same as zb, consistent with the hypothesis

of non-penetration of forces in the bound state [19], but the unbound state singularity

is now given by the solution of the equation e2gu = λ(gs, z). This equation is easily

obtained by performing the summation over x1 and x2 in Eq. (2.20). Solving this
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equation for z we find the unbound state singularity zfu is given by

zfu =
1

2 [cosh(2gs) + cosh(2gu)]
, (2.21)

which corresponds to the partition function of the two chains under forces gs+gu and

gs−gu, namely 4 cosh(gs+gu) cosh(gs−gu). For gu = 0, the corresponding singularity

matches with Eq. (2.10b). The transition as before is given by the crossing of the

singularities at

guc =
1

2
cosh−1

(
1

2zb
− cosh (2gs)

)
. (2.22)

This expression reduces to the known unzipping line [124] for gs = 0 and Eq. (2.12)

for gu = 0.

Figure 2.9: Flexible Model : Three dimensional phase diagram of the system in the the

presence of both stretching and unzipping forces. All the point on the surface except

the curve for guc = 0 represents first order phase transition points. The unzipping

line for gs = 0 is shown by the thick black line.

Complete Phase Diagram With Unzipping Force

After the introduction of the unzipping force we now have three control parameters.

Changing any one of them keeping the other two fixed one can induce a phase transi-

tion in the system. The transition points of the system will naturally be distributed

on a surface in the y-gs-gu space given by Eq. (2.22). In Figure 2.9 we plot this

function. The critical curve for guc = 0 in the surface is a second order line. Around

gs = 0, guc(gs) = guc(0) + ag2
s + ..., so that the unzipping line for gs = 0 lies along the
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locus of the local minima on the surface. The first order surface ends on the gu = 0

plane in a critical line that contains the usual melting point at yc(gs = gu = 0).

Except the critical line all the other possible lines in the surface are first order lines.

To show that there is indeed a first order transition we plot nc as a function of gs in

Figure 2.3 with gu and y are being kept fixed.
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Figure 2.10: Flexible Model : x vs gs plot with gu = 0.4 and y = 1.20. The inset

figure magnify the critical region. The solid magenta line is the analytical curve. All

the other curves are for finite system sizes shown in the legend box. The discontinuity

at a gsc indicates a first order transition.

Elastic Constant

We plot x vs gs in Figure 2.10 and κ vs gs in Figure 2.11 keeping gu and y at fixed

values. The magenta curves are the analytical ones for infinite system length while all

other curves are for finite system sizes which gradually matches with the analytical

curve as N becomes larger. x shows a finite discontinuity at a critical gsc = 1.18.

The analytical curve for κ has a δ-function peak at gsc which is not shown in Figure

2.11. The uniform increase of the peak height with increasing system size in κ at the

critical point is the signature of the delta peak. Below we list various useful limiting

values of x and κ.
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Figure 2.11: Flexible Model : κ vs gs plot with gu = 0.4 and y = 1.20. The inset

figure magnifies the critical region. The solid magenta lines are the analytical curves.

All the other curves are for finite system sizes shown in the legend box. The peak

height increases proportionally with N signaling a δ-function peak which is not shown

in the analytical curve.

1. For gs → 0, gu > guc(y),

x ≈ 2 sech2 (gu) gs, (2.23a)

κ ≈ 2 sech2 (gu) + 2
cosh(gu)− 2

cosh4(gu)
g2
s . (2.23b)

2. For gs → 0, gu < guc(y),

x ≈ 4

√
y − 1

y
gs, (2.24a)

κ ≈ 4

√
y − 1

y
+

8(3− 2y)
√
y − 1

y3/2
g2
s . (2.24b)

3. For gs → gsc−, y = 1.2, gu = 0.4,

x ≈ 1.57107 + 0.73049(gs − gsc), (2.25a)

κ ≈ 0.73049− 1.03646(gs − gsc). (2.25b)

4. For gs → gsc+, y = 1.2, gu = 0.4,

x ≈ 1.81211 + 0.66067(gs − gsc), (2.26a)

κ ≈ 0.66067− 2.01486(gs − gsc). (2.26b)
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For an infinite system the transition occurs suddenly at a single point. On the other

hand, for a finite size system the effect of the transition remains relevant for a domain

of gs values containing gsc beyond the scaling regime.

2.2 Discussion

There are a few points which we feel need to be clarified in some more detail. (a) As

the free ends of the two strands are stretched more and more with increasing forces in

the same direction they are bound to come closer due to their equal lengths and the

starting ends being attached to each other. This coming closer together increases the

possibility of forming a bound base pair by gaining energy. (b) The transition in the

presence of the unzipping force is definitely an unzipping transition. This is true even

if the gu is very small. (c) κ of the flexible model is sensitive to the changes in gu,

gs and y. Elasticity is entropic in nature which emerges from collective behavior. (d)

The single molecule DNA experimental set-up in which stretching force is achieved

by placing the DNA in a directional flow can be a testing platform of our models.

(e) In the nanopore sequencing technique, a dsDNA is unzipped and a single strand

is passed through a nanopore [125]. Other than that during bacterial conjugation

or infection of a cell by a virus the DNA comes under similar geometry. Our study

may be relevant in these cases. (f) The single molecule DNA unzipping experiments

are normally done at the room temperature. In Eq. (2.22) we provided a phase

boundary which not only depends on the temperature and the unzipping force, but

also on the stretching force. It remains a challenge to generate this phase boundary

experimentally with temperature as a variable in single molecule experiments.

2.3 Conclusion

We studied the effect of melting of DNA in its elasticity using a (1 + 1) dimensional

model by employing exact numerical and analytical methods. Under the stretching

force DNA goes through a second order binding-unbinding phase transition. The

dependence of DNA flexibility on the stretching force, the unzipping force and the

temperature has also been discussed. In the presence of both the forces the system
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goes through a first order unzipping transition. The complete phase diagram in the

y-gs-gu plane is obtained. Though the binding-unbinding transition is very sharp for

infinite length system the transition point can influence the elastic behavior of DNA

for a broad region of parameter values when the system length is finite. Consequently

the elastic response of small length DNA, as used extensively in experiments, has to be

widely different from that of long chain DNA. Furthermore, though DNA is a very long

molecule it can locally melt depending on the environment it is in. Thus our study will

help understanding the importance of these locally melted regions of smaller lengths

in determining the elastic properties of the DNA as a whole.
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Chapter 3

Bubble Mediated Softening of

Rigid DNA

The model introduced in the previous chapter uses hard core repulsion to induce

melting. In this chapter we first show that the melting can be achieved by making

the bound segments semi-rigid against bending and without introducing the hard

core repulsion. Then we consider a model, the rigid model, where the bound states

are completely rigid and flexibility comes only through the flexible patches provided

by the bubbles. For this model we quantitatively relate the extension and the elastic

modulus to the bubble number and the bubble number fluctuations respectively.

The organization of this chapter is the following. In Sec. 3.1 we demonstrate a

semi-rigidity induced melting transition. The rigid model is introduced in Sec. 3.2.

After listing its governing recursion relations and defining required observables spe-

cific to this model we obtain its thermal melting, a continuous transition, point in

Sec. 3.2.1. In Sec. 3.2.2 we show that the corresponding elastic modulus becomes

anomalous around the melting point as it surpasses the unbound state elastic mod-

ulus. The roles played by the bubbles are shown quantitatively in Sec. 3.2.3. Only

the stretching force is considered for the rigid model. After a brief discussion about

the relevance of our results in Sec. 3.3, we summarize and conclude in Sec. 3.4.
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3.1 Bias Induced Melting

(1+1) dimensional directed polymer models of DNA introduce the non-crossing con-

straint to implement the mutual hard core repulsion between the two strands. From

the perspective of flexibility the bound state of those models are not distinguishable

from the unbound state. A semi-rigidity can be introduced by imposing an energy

cost against the bending of a bound segment. For that we have to include another

microscopic parameter, b, other than the contact interaction y, see Figure 3.1(a). But

the advantage of this approach is that we can now easily modulate the flexibility of

the bound state and relax the non-crossing constraint in a controlled manner. By

s
g

s
g

(b)

(0,0)

z

x

y

vyz

x

y

b

(a)

(0,0)

Figure 3.1: Schematic representation of the dsDNA as two directed walks in (1 +

1) dimension. The polymers can cross each other. (a) The options for the bound

segments can be restricted by introducing a statistical weight b. In this figure b is

associated to the right degree of freedom. (b) Rigid Model : The bound segments can

not bend to the right and they are at least 2 bonds long. v is the weight associated

to the bubble opening or closure.

fulfilling the requirement that for b = 1 we must get back the good old free Gaussian

chain the recursion relation of the system is given by

Zn+1(x1, x1) = y[Zn(x1 + 1, x1 + 1) + Zn(x1 + 1, x1 − 1)

+Zn(x1 − 1, x1 + 1) + bZn(x1 − 1, x1 − 1)], (3.1a)

Zn+1(x1, x2) = [Zn(x1 + 1, x2 + 1) + Zn(x1 + 1, x2 − 1)

+Zn(x1 − 1, x2 + 1) + Zn(x1 − 1, x2 − 1)]

for x1 6= x2, (3.1b)
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where Zn(x1, x2) is the partition function for the system length n. We set the initial

condition as Z0(0, 0) = y such that two strands starts from the origin. The micro-

scopic parameter b is a Boltzmann weight which controls the possibility of the two

polymers both going to the right hand side while being in the bound state. All the

notations and definitions of the observables which are used in this model are same as

the previous chapter. z-transforming Eqs. (3.1a),(3.1b) using the initial condition we

get two independent equations for x1 6= x2 6= 0 and x1 = x2 = 0. They are given by

1

z
G(z, x1, x2) = G(z, x1 + 1, x2 + 1) +G(z, x1 − 1, x2 + 1)

+G(z, x1 + 1, x2 − 1) +G(z, x1 − 1, x2 − 1), (3.2a)

1

yz
G(z, 0, 0) =

1

z
+G(z, 1, 1) +G(z,−1, 1)

+G(z, 1,−1) + bG(z,−1,−1). (3.2b)

To solve these independent equations we make the ansatz for the generating function

as G(z, x1, x2) = A(z)λ(z)Abs[(x1−x2)/2]. Substituting this ansatz in Eq. (3.2a) and

Eq. (3.2b) and solving for A and λ we get

A =
1

−bz + 1
y

+ z +
√

1− 4z − 1
, (3.3a)

λ = −2z +
√

1− 4z − 1

2z
. (3.3b)

The bound state and the unbound state singularities are given by

zb =
b− 1− y(b+ 1) +

√
y
√

(b+ 1)2y − 4b+ 4

(b− 1)2y
, (3.4a)

zf =
1

4
. (3.4b)

From these singularities all the other relevant quantities can be derived. Figure 3.2

shows how nc varies with y. At high enough y, nc saturates to its maximum value, 1.

In Figure 3.3 we plot Cc against y. In both Figure 3.2 and Figure 3.3 we have also

shown the corresponding numerical data for different finite system sizes. Cc obeys a

finite size scaling form

Cc = g((y − yc)N1/δ) (3.5)

such that at y = yc = 1.142, Cc(yc) = g(0). The numerical data is consistent with

the analytical results. From these two figures we conclude that the system is going
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Figure 3.2: nc vs y plot for b = 0.5. nc becomes finite at y = 1.142. Numerical data

is also consistent with the analytical result.

through an usual second order binding-unbinding phase transition. We obtain the

critical point of this transition analytically by matching zb with zf . The critical value
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Figure 3.3: Cc vs y plot for b = 0.5. Plot shows a finite discontinuity at y = 1.142.

Numerical data also shows very similar behavior.

of y is now b dependent and varies with b as yc = 4/(3 + b). For b = 1 we have the

same recursion relation as that of a system with two Gaussian chains which can freely

cross each other and there is no phase transition. In our case also we get yc = 1,

which means there is no phase transition at finite temperatures. Another interesting

limit is when b = 0, yc = 4/3, the critical point for two Gaussian chains with non-

crossing constraint although the recursion relations for these two cases are not the
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same. Moreover the b dependence of yc in our model adds extra flexibility in that we

can now tune the critical point by tuning b for a wide range of values.

From the recursion relation it is clear that the parameter b just modulates one of

the four possible contributions in the partition function of the nth generation from the

(n−1)th generation. b may be associated with any of the four possible contributions.

The case when b is attached with the z(x1 − 1, x2 + 1) term is of special interest

because the b → 0 limit is exactly the flexible non-crossing case discussed in the

previous chapter. This current case also is exactly solvable through the generating

function technique and gives exactly the same b dependent critical melting point

yc = 4/(3 + b). So we can now actually modulate the non-crossing constraint through

b and the corresponding critical point as well.

3.1.1 Elastic Response

After establishing the melting transition let us now explore the elastic properties for

this case. Here, like the flexible case, we again apply a constant stretching force, gs

at the end of the two chains and use the earlier definitions of x and κ. We use exact

numerical transfer matrix method for the analysis of finite size systems. In Figure 3.4
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Figure 3.4: Numerical x vs gs plot for b = 0.5 for different system sizes. y = 1.20.

System size dependence of x is very weak.

and Figure 3.5 we plot the average extension x and elastic modulus κ respectively for

different chain lengths. x has almost unrecognizable chain length dependence. κ also
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shows a small smearing for a range of gs values. From these plots we can not conclude

whether there is any force induced binding-unbinding transition in this model. To see

if there is any transition we study the behaviors of nc and Cc. Figure 3.6 and Figure
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Figure 3.5: Numerical κ vs gs plot for b = 0.5 and y = 1.20 for different system sizes.

There are very small but identifiable gradually increasing peaks. All the curves has

a common crossing point at gs = 0.18.

3.7 show how nc and Cc varies with increasing gs respectively for fixed fixed y = 1.20

and b = 0.5. These figures show nc and Cc have considerable system size dependence.

As we vary gs from -2 to 2 nc tends to zero. Plots of Cc on the other hand, tend to

show a finite discontinuity as the peak heights gradually saturate. We thus conclude

that the little smearing in the κ is actually signifies a second order binding-unbinding

phase transition. Now the task in hand is to obtain the phase diagram of the system

by identifying the critical points. Figure 3.7 shows at gsc = 0.18 all the curves meet.

For the other y values we similarly get one common crossing point each. As discussed

earlier these crossing points are nothing but the critical points of the transition. By

listing the critical points in this way we plot the y-gsc phase diagram in Figure 3.8.

From the phase diagram we see that the system becomes unbound for gs > gsc for a

fixed y. If the force is increased further the bound state will appear again. Let us

fix the force at a g where g > gsc for fixed y and b. The energy per unit length of a

completely bound state on the unfavorable direction is given by E1 ≈ 2g−1− ln b
ln y

and

corresponding energy of the two completely stretched but unbound single strands is

E2 ≈ 2g. By comparing E1 and E2 it can be concluded that to make the bound state
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Figure 3.6: Numerical nc vs gs plot for b = 0.5 and y = 1.20 for different system sizes.

nc becomes non-zero to zero continuously.
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Figure 3.7: Numerical Cc vs gs plot for b = 0.5 and y = 1.20 for different system

sizes. All the curves has a common crossing point at gs = 0.18.
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Figure 3.8: Numerical phase diagram in the yc-gsc plane for b = 0.5.

favorable we must increase y > 1/b. The infinite temperature behavior of the system

will be same as the flexible case discussed in the previous chapter because b does not

affect the unbound state.

3.2 Rigid Model

Here we customize the previous model to incorporate explicit weights for bubble

formation. Doing that in the transfer matrix format is a bit involved. To identify a

bubble we need to ensure that an unbound region is attached in between two bound

segments. A bound segment is defined as a DNA patch where every base pair is

in the bound state and the minimum length it can have is 2. We implement this

by putting the constraint that a bound base-pair can form only if another bound

base-pair precedes it. So, for every step in the generation of the polymers we need

to keep track of its previous step. We introduce an inbuilt rigidity to the dsDNA

by putting a bias against the bending towards right for the bound segments. For

computational simplicity we here completely switch off the right option. By doing

this we are introducing a bias in the propagation of the DNA in favor of one direction.

Other than the usual contact weight y we introduce another Boltzmann weight v if a

bound segment opens to form two single strands or two single strands recombine to

form a bound segment, see Figure 3.1(b). The recursion relations which obey these
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rules are given by

zn(x1, x2) =



y[vzm(i, l) + vzm(j, k) + zm(j, l)], if x1 = x2&n > 0

vzm(i, l) + zm(i, k) + zm(j, k) + zm(j, l), if x1 − x2 = 2&n = 1

vzm(j, k) + zm(i, k) + zm(i, l) + zm(j, l), if x1 − x2 = −2&n = 1

vyzm-1(i+ 1, l + 1) + zm(i, k) + zm(j, k) + zm(j, l), if x1 − x2 = 2&n ≥ 2

vyzm-1(j + 1, k + 1) + zm(i, l) + zm(i, k) + zm(j, l), if x1 − x2 = −2&n ≥ 2

zm(i, k) + zm(i, l) + zm(j, k) + zm(j, l), if |x1 − x2| > 2&n > 0

,

(3.6)

with i = x1 − 1, j = x1 + 1, k = x2 − 1, l = x2 + 1 and m = n − 1. The first two

steps fix the initial configurations. To fix the configuration at the nth step we need

to keep the informations of not only the (n− 1)th step but also of the (n− 2)th step.

Using the bubble weight v we can now count the average number of bubbles (nb) and

calculate the average bubble length (lb). They are given by the following formulas

nb =
v2

N

∂F (y)

∂v2
, Cb = v2∂nb

∂v2
, and lb =

(N − nc)
Nnb

, (3.7)

where Cb describes the fluctuations in nb. Once Z(x1, x2) is known, the force de-

pendent partition function can be obtained with the help of Eq. (2.2) and the cor-

responding elastic constant from Eq. (2.3). Only stretching force gs is considered

here.

3.2.1 Thermal Melting : gs = 0

First let us show that this model goes through a binding-unbinding transition as y

is varied in the absence of any external forces. For the analysis of this section we

set v = 1. Here we use the exact numerical transfer matrix method for finite size

systems.

In Figure 3.9 we show how the average number of contacts vary with y. As the

system size is increased one part of the curve gradually touches the y-axis. And it is

also evident that nc will saturate at nc = 1 for appropriately high y-values. These

indicate a binding-unbinding transition. To find out the order of the transition and

the corresponding critical value of y, yc, we plot Cc vs y in Figure 3.10. Cc obeys a
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finite size scaling relation similar as Eq. (3.5) which indicates a finite discontinuity.

At y = 1.18 all the curves pass through a common point indicating yc = 1.18. The

finite discontinuity at yc establishes that this is a second order phase transition. Note
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Figure 3.9: Rigid Model : nc increases from zero to non-zero values continuously at a

y > 1 before approaching the saturation value 1. This indicates a binding-unbinding

transition.
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Figure 3.10: Rigid Model : Cc vs y plots for different N . Peak Height increases with

increasing N but eventually saturates creating a finite discontinuity. The discontinu-

ity occurs at y = 1.18 where all the curves meet.

that we have not imposed the non-crossing constraint here. The restriction imposed

on the bound state is sufficient to induce a bound-unbound transition. In one spatial

dimension the entropy of a system dominates over binding energy which implies that
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no ordering here. Imposition of special restrictions to limit the entropy may result

in a energy dominated ordered state. The non-crossing constraint in the previous

model was doing exactly that by decreasing the total number of configurations. The

restriction imposed here in the degrees of freedom of the bound segment is playing

the similar role, decreasing the total number of configurations of the DNA.

3.2.2 Elastic Response : gs 6= 0

Let us now discuss the elastic properties of this system. As discussed earlier the

inherent asymmetry in this model favors extension of DNA in one direction and

opposes on the other direction. So under the influence of a spatially independent

stretching force the DNA is more flexible in one direction compared to the other

direction. As the system is no longer symmetric under gs ↔ −gs we need to give
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Figure 3.11: Rigid Model : Continuous stretching of the DNA to its full extent by

both positive and negative forces. y value is fixed at 1.20.

attention to the negative values of gs too. Figure 3.11 shows x varies continuously

with gs, reaching ±2 for large positive/negative gs. In Figure 3.12 we plot κ vs gs

keeping y fixed. The curves shows a peak around gs = 0.02 which increases in height

as N increases. Maximum of κ, κmax, goes to finite value in the N → ∞ limit as

shown in the inset of Figure 3.12. Inset image in Figure 3.13 shows how nc changes

as we increase gs for y = 1.20. This indicates a continuous binding-unbinding phase

transition. Figure 3.13 shows Cc has a finite jump at a critical gsc = 0.02 which can
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Figure 3.12: Rigid Model : κ shows an increasing peak around gs = 0.02 with increas-

ing system length N with a fixed y = 1.20. Maximum values of κ, κmax, are plotted

vs 1/N in the inset. A linear fit with the fist four points (solid blue line) gives the

estimate for N →∞, κmax = 4.95. This indicates there is a finite discontinuity in κ.

The solid black line is the plot of the function 2 sech2(gs), the unbound state elastic

constant. For gs > 0.02, κ matches with the unbound state modulus.

be identified as the common point in the peak region through which every finite size

curve passes. For gs < gsc, κ shows anomalous behavior as close to the transition

point it can reach values which are much greater than the entropic elastic modulus of

the unbound state given by 2 sech2(gs) shown in Figure 3.12 as a solid black line. By

collecting similar common points for different y values we draw the numerical phase

diagram of the system which is shown in the Figure 3.14. Noticeable here is that

the stretching force actually works like an unzipping force because the bound state

becomes unbound on application of gs > gsc. The reason for this is the following.

Due to the bias the bound state formation on the positive x-axis is unfavorable and

the DNA prefers to go to the negative x-direction. As gs is increased it wins over

the bias eventually and pulls the DNA towards the positive x-direction. Because the

bound state is forbidden in that direction the bound DNA unzips as a result.
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Figure 3.13: Rigid Model : y value is fixed at 1.20. The inset image shows nc decreases

continuously from finite values to zero indicating a continuous phase transition. Peak

heights in Cc vs gs curves saturate indicating a finite discontinuity. Around gs = 0.02

all curves meet which is the critical point.
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Figure 3.14: Rigid Model : Numerical phase diagram for the binding-unbinding tran-
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3.2.3 Role of The Bubbles

The flexibility of the bound state comes solely due to the bubbles as the bound

segments are absolutely rigid in this model. Figure 3.15 shows that nb becomes
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Figure 3.15: Rigid Model : nb vs gs and lb vs gs plot for y = 1.20. As the critical

point approaches nb becomes very small but lb becomes as large as N .
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Figure 3.16: Rigid Model : nb vs gs and Cb vs gs plot for y = 1.20. Around the

critical point nb is very small but it’s fluctuation Cb is very large.

very small while lb increases to almost equal to N as we approach the transition point.

Here lb ≈ (N or 0) means the DNA is in the unzipped state. The peak in the nb curves

indicates large number of bubbles but at the same time of very small average length.

From these two observations we can now say that as we approach the transition point

many small bubbles coalesce together to form large bubbles with decreasing numbers
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Figure 3.17: Rigid Model : 1
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√
nb vs y curves for different system lengths collapse to

a single master curve in the bound region. gu = gs = 0. yc = 1.18.
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and eventually nb becomes zero when the two strands get completely separated. The

fluctuation in nb, Cb, also becomes large around the critical point which is shown in

Figure 3.16. Earlier we have shown that κ of this model behave anomalously and the

anomalous behavior occurs at the same region where lb and Cb are the largest. κ in

our model is the fluctuation of extension x by definition and it depends on nb. For

example near the transition point nb is very small and x is also very small although lb

is large. This is because in the (1 + 1) dimension x for a single strand is zero due to

its Gaussian nature. But for a bound DNA, x ∝ √nb as shown in Figure 3.17. It is

then expected that the κ will be determined by the fluctuations in nb, Cb. In Figure

3.18 we plot 1
κ

√
Cb vs y for different system sizes in the absence of any external force.

For the bound region (y > 1.18) the curves collapse into a single master curve which

is almost y independent inferring

κ ≈ 7.7
√
Cb. (3.8)

We therefore conclude that Cb is the important factor in determining the elastic

behavior of the system.

3.3 Discussion

For the rigid model the DNA unzips for the positive stretching forces. After unzipping

if the stretching force is increased further one may expect the strands to become

bound again at a large force as they are anchored at the origin. This does not happen

here as we have completely forbidden the bound state formation along the positive

x direction when there is no bubble. When the chains are fully stretched there is

no room for fluctuation and hence no bubbles. So, even though the elasticity goes

to zero the chains are not bound. On the other hand, for small forces there can be

bubbles in the bound state. As a result depending on the attraction strength y we get

bound state up to some positive stretching force. As discussed earlier role of small

bubbles in DNA flexibility has already been addressed by a number of studies. By

considering the role of big bubbles which appear around the melting point we get

something puzzling. Our results show that the bound DNA is way more flexible than

the unbound DNA around the critical point.
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3.4 Conclusion

We have shown that the introduction of semi-rigidity in a flexible Gaussian DNA

leads to melting transition. By introducing a model with intrinsic rigidity we have

studied the role of the bubbles in DNA flexibility for different temperatures. The

average bubble length and the average bubble number for our model for different

parameter values are also studied. We have shown that the DNA flexibility is related

to the bubble number fluctuations. For zero external forces, the extension of the

DNA is temperature independent and varies with square root of bubble numbers

proportionally while the elastic modulus is also proportional to the square root of the

bubble number fluctuation.
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Chapter 4

Absence of Efimov-DNA Without

Denaturation Bubbles

In this chapter we introduce a necklace type model of DNA melting. The two-chain

bound segments are considered as rigid rods without any bending. Although they can

freely rotate around their starting point. The single chains are modeled as flexible

Gaussian chains. This model will be used to represent a duplex DNA in the next

chapter. Before that, here we consider the interaction between a rigid bound state

and a free single chain. We show for this case Efimov-DNA does not appear.

The outline of the chapter is given below. The model is defined in Sec. 4.1 in real

space. It involves the bound state of dsDNA as a rigid rod and the third strand as a

flexible chain. The interfacial term that helps in bubble formation through forking,

and the three chain interaction are defined here too. The calculations are done in the

Fourier-Laplace space. The necessary rules for diagrams and the form of the partition

functions are given in Sec. 4.2. We approach from the bound to the unbound side.

For the two-chain bound state at finite temperatures, forking is allowed with some

energy cost. Two successive forkings result in the formation of a bubble which can

be infinite in number. The corresponding duplex partition function and the melting

of the rigid DNA are discussed in Sec. 4.3. The three-chain case where we consider

the interaction between a dsDNA with no bubbles and a single chain can be found in

Sec. 4.4. We conclude this chapter in Sec. 4.5.
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4.1 The Model

Our model of three polymer chains is defined, à la Poland-Scheraga, through their

partition functions. Every monomer lives in a d-dimensional space. All chains are

of equal length N . They are tied at one end at origin in space while the other

end may also be tied together at a point r, though the latter constraint may be

relaxed. One end needs to be kept together to prevent any chain from flying away,

thereby facilitating the bookkeeping for entropy. The monomers on different chains

interact only when they are at the same space (r) and length (z) coordinates. Such

an attractive interaction corresponds to the native base pairing of DNA.

The basic constituents of the model are the partition functions for a single chain,

for a bound pair, the weight g2 for dissociation of a pair or joining of two chains

(Y forks), and the interaction g3 between a single chain and a bound pair. The two

important parameters in this problem are g2 and g3.

We first define the basic partition functions, viz., (i) Z(r, N) for a single chain,

and (ii) Zb(r, N) for a pure bound state of two strands.

4.1.1 Single chain

A single strand is a flexible Gaussian chain with

Z(r, N) = µNΛ2 1

(2πN)d/2
e−

r2

2N , (4.1)

where µNΛ2
is the total number of configurations, and Λ−1 is a short distance or

microscopic cutoff. For a Gaussian chain the overall size R of a polymer scales as

R2 ∼ N, (4.2)

which allows us to set the dimension of N as

[N ] = L2, when [r] = [Λ−1] = L, (4.3)

the square bracket [...] indicating the dimensionality of the enclosed entity. In Eq.

(4.1), Λ is used to make N dimensionless in the µ-dependent factor. The uncon-

strained entropy of a free chain is taken as ∝ lnµ per unit length to avoid the problem

of an infinite entropy of a continuous chain. The Gaussian factor in Eq. (4.1) is the
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probability density of finding the end of the polymer at r, so that the total partition

function after integration over all space is dimensionless.

4.1.2 Bound state, Y fork, duplex, g2 and g3

The second partition function needed is for the two-chain bound state which is taken

as a rigid rod with εΛ2 as the binding energy per unit length. The bound DNA with

one end fixed can rotate in space as a whole but can not bend. The partition function

of the bound state of length N is given by

Zb(r, N) =
1

4π
e−εNΛ2

δ(r−NΛn̂), (4.4)

where n̂ is a unit vector giving the direction of the rigid rod.

Now, there are finite temperature fluctuations in the form of pair breaking. The

bound state then locally dissociates into two single strands to form a Y fork. The

two free strands may rejoin to produce a bubble. We assign an interface weight g2 in

the partition function for every Y fork. This is like an extra interfacial contribution

and is referred to as the “co-operativity factor” [69]. It is shown below Eq. (4.15),

that dimensionwise

[g2
2] = [Λ]4−d, (4.5a)

= [Λ]1, (d = 3). (4.5b)

The importance of bubbles is well-recognized both in the biological functions and

in physical properties of DNA. There have been many studies, in recent times, both

theoretical and experimental, on the nature and functions of the bubbles under various

situations, like DNA under a force or topological constraints [126–130], in breathing

dynamics [131–134], in hysteresis [55,57], with semiflexibility [135], etc.

The introduction of finite temperature bubbles makes the bound state flexible

and as a result it can bend. We name this bound state with bubbles a duplex. The

g2-dependent partition function Zd is discussed in Sec 4.3. We see there that the

formation of large bubbles, by thermal fluctuations leads to the melting of a duplex

into two free chains, at a critical value of g2 = g2c. The role of g2 may be represented
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by the sequence of partition functions

Zb︸︷︷︸
{g2=0}

crossover−→ Zd︸︷︷︸
{g2<g2c}

melting−→ Z2︸︷︷︸
{g2>g2c}

, (4.6)

where the change from a rigid to an elastic one by g2 is a crossover (not a transition).

An interaction between a rigid bound state and a single chain is our three-body

parameter g3. We show below Eq. (4.24) that it has the dimensionality

[g3] = [Λ]2−d, (4.7a)

= [Λ]−1 (d = 3). (4.7b)

4.2 Diagrammatic definitions and rules

Since we shall be using diagrammatic representations for many equations, it is prudent

to define our model in terms of diagrams and the rules for computations. To take

advantage of the convolution property of the Fourier and the Laplace transforms, we

work in the Fourier-Laplace space (k, s) instead of (r, N). The conventions for these

transforms are

Ẑ(k, N) =

∫
Z(r, N)e−ik.r ddr, (4.8)

Z(k, s) =

∫ ∞
0

Ẑ(k, N)e−NsdN, (4.9)

with the inverse transforms defined as

Z(r, N) =
1

(2π)d

∫
Ẑ(k, N)eik.rddk, (4.10)

Z(k, N) =
1

2πi

∮
Z(k, s)eNsds. (4.11)

The contour for the integration in Eq. (4.11) is the usual Mellin’s contour.

The dimensionalities of the partition functions, as per our conventions, are as

follows

[Z(r, N)] = L−d, [Ẑ(k, N)] = L0, (4.12a)

[Z(k, s)] = L2, with [s] = L−2. (4.12b)

These L dependencies are used to identify the dimensionalities of the remaining pa-

rameters.
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(b)(a) (c)

Figure 4.1: Basic building blocks. Panel (a) represents Z(k, s) for a Gaussian chain,

(b) Zb(k, s) for a two chain bound state,(c) a Y fork representing the interface between

a bound pair and two open strands. It has a weight g2.

4.2.1 Free chain

In the Fourier-Laplace space the single chain partition function, Eq. (4.1), becomes

Z(k, s) =
1

s− Λ2 lnµ+ k2

2

. (4.13)

To be noted here is that the free energy per unit length comes from the pole of Eq.

(4.13) in the complex-s plane. This partition function, Eq. (4.13), to be called a

propagator, is represented by a solid line in Figure 4.1(a).

4.2.2 Bound state

The rigid bound state of Eq. (4.4) is direction dependent. For simplicity we take

an average over all directions by integrating over the solid angle subtended by n̂ (see

Appendix D). The corresponding Fourier-Laplace transformed partition function is

given by

Zb(k, s) =
1

kΛ
arctan

kΛ

s+ εΛ2

k→0
=

1

s+ εΛ2
. (4.14)

The k → 0 form of Zb(k, s) can be used close to the melting defined shortly. Here also

the pole in the complex s plane gives the free energy of the rigid bound state. The

bound-state partition function of Eq. (4.14) is represented by an unfilled rectangular

box in Figure 4.1(b).

At finite temperatures, the inclusion of the Y forks gives the duplex partition

function Zd(k, s) represented by a filled black box in Figure 4.2(a).

The Y-fork junction, g2, is represented in Figure 4.1(c) by a vertex where a rect-

angular box (a bound pair) and two solid lines (free chains) meet. The diagram in

Figure 4.2(c) represents an interaction between a bound state and a free chain. The

interaction is the three-body coupling constant given by g3.
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4.2.3 k and s Conservation

As all the partition functions have translation invariance we have k conservation at

each vertex. Following the standard nomenclature, the k vectors are called “momen-

tum.” So momentum is conserved at each vertex. Also cutoff Λ is called a momentum

cutoff.

The Y fork and the three-chain interaction can take place anywhere along the

length of the polymers which are infinitely long. This invariance (translational in-

variance along the contour) leads to an s-conservation at any point. In other words,

at a junction s-values get distributed, but the total remains the same. More details

are discussed in Appendix E.

4.3 Two Chains

At first let us find the duplex partition function. In the grand canonical ensemble

(Laplace space) the singularity of the partition function closest to the origin gives

the free energy of the system; contributions from others are suppressed in the ther-

modynamic limit. Whenever there is a switching of the nearest singularity due to a

change in some parameter of the system, we have a phase transition. Henceforth all

the calculations are done in d = 3.

Considering an arbitrary number of bubbles we can write the finite temperature

bound state as a sum of an infinite number of diagrams shown in Figure 4.2(a). In

terms of the Laplace variable s, the duplex partition function, denoted by Zd(k, s),

(c)(b)

= + + +

(a)

Figure 4.2: (a) The duplex partition function as an infinite series of bound pairs and

bubbles, (b) Y fork for a duplex. (c) A three-chain interaction, g3, involving a free

chain and a duplex.
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can be written as a geometric series

Zd(k, s) = Zb(k, s) + g2
2 Zb(k, s) I0 Zb(k, s) + ....

=
1

1
Zb(k,s)

− g2
2I0

, (4.15)

where I0, the single bubble contribution, is given by

I0 =

∫
dq

(2π)3

ds̄

2πi
Z

(
k

2
− q, s̄

)
Z

(
k

2
+ q, s− s̄

)
=

1

2π2

[
Λ−

√
s′ + k2/4 arctan

Λ√
s′ + k2/4

]
, (4.16)

and s′ = s − 2Λ2 lnµ. Equation (4.15), with Eqs. (4.12a) and (4.12b), sets the

dimension of g2 as quoted in Eq. (4.5a).

To evaluate I0 we do the s̄ integral by the method of residues. See Appendix E

for details. The only contribution comes from the simple pole at s̄ = Λ2 lnµ− (k/2−
q)2/2. In the limit (s′ + k2/4)→ 0 and Λ finite, which is the relevant limit near the

transition point, we have

I0 =
1

2π2

[
Λ− π

2

√
s′ + k2/4

]
. (4.17)

So the duplex partition function becomes

Zd(k, s) =

{
s+ εΛ2 − 1

2π2
g2

2

[
Λ− π

2

√
s′ + k2/4

]}−1

. (4.18)

We identify here three different singularities in the partition function Zd, which

correspond to three distinct states. The branch point singularity of Eq. (4.18) at

s = 2Λ2 lnµ, owing its origin to Z, gives the completely unbound (denatured) state.

This is the high temperature phase. The singularity at s = −εΛ2 corresponds to

the completely bound state when g2 = 0. This, being the singularity of Zb, is the

zero temperature phase and does not survive when g2 6= 0. The third singularity s′∗

comes from the zero of the denominator of Zd(0, s). As s′∗ continuously evolves with

g2 from s = −εΛ2, it corresponds to a bound state with bubbles. In the absence of

g2, i.e., in absence of any interface or junction point, there can be two states only;

the system stays either in the completely bound state or in the completely unbound

state. There could be a denaturation transition, necessarily first order, by changing ε
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or µ. This case is of no interest to us. The presence of the interface alters the nature

of the bound state because of the bubbles and also makes the transition critical [see

Eq. 4.6].

Our main aim is to concentrate on the behavior of the system near duplex melting

where the contributions from the bubbles (loops) of large sizes dominate the duplex

partition function. In the small s′ limit with k = 0, s′∗ is given by√
s′∗ = − ∆t

2π2g2
2Λ−2

, (4.19)

where ∆t ≡ (2π)3(2 lnµ+ ε)− 4πg2
2Λ−1. s′∗ can be identified as the difference of free

energies between duplex and two free chain states. So, ∆t is a measure of deviation

from the duplex melting point. The equation ∆t = 0 [136] gives the critical point as

g2c =
√

2π2(2 lnµ+ ε)Λ. (4.20)

The thermal melting of a dsDNA can also be illustrated from this model [137].

Using Eq. (4.19), we define a diverging length scale ξ in the following way

s′∗ ∼ ξ−2, with ξ ∼ |∆t|−1. (4.21)

If we now make a scale change such that, for arbitrary b, k→ b−1k, the length scale

changes as ξ → bξ. And as s′∗ is the free energy difference, the free energy scales as

f → b−2f . This is the continuous scale invariance satisfied at the thermal dsDNA

melting.

By tuning g2 the length scale ξ can be made divergent for some critical value of

g2, g2c. Beyond it, the system goes to a stable high temperature phase with two free

chains. The full duplex partition function can be written for small s′ as

Zd(k, s) =
(2π)3

2π2g2
2

[
−ξ−1 +

√
s′ + k2/4

] , (4.22)

which explicitly shows the ξ dependence.

4.4 Three Chains

Now consider the three-chain problem. As discussed in the introduction of this thesis

the effect of thermal fluctuations (bubbles) are very important in getting an Efimov-

DNA. To make this more clear, let us first consider the case of a free chain interacting
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with a bound state. We will consider the case with bubbles in the next chapter. Here

we set g2 = 0 such that there are no bubbles in the bound state. This problem

with interaction up to all orders can be solved by solving the diagrammatic integral

equation shown in Figure 4.3 (see Appendix E).

Figure 4.3: Interaction of free chain with a bound state in absence of bubbles.

The bare single chain bound state contact interaction is g3 and we denote the cor-

responding renormalized interaction by V . Evaluations of Figure 4.3 in d−dimensions

give us

V = −g3 − g3V

∫
dq

(2π)d
ds̄

2πi
Z(q, s̄) Zb(−q, s− s̄). (4.23)

Here V is taken as a function of Λ but not q, s. The above equation can be used to

obtain the dimension of g3 as quoted in Eq. (5.1a). The s̄ integral is evaluated by

the method of residues as

V = −g3 − g3V

∫ Λ

0

Ωd

(2π)d
qd−1dq

s− Λ2 lnµ+ Λ2ε+ q2/2
, (4.24)

where Ωd is the surface area of the d-dimensional unit hyper sphere. The unbound

phase consists of two independent members, a rigid bound pair and a free polymer,

with the system free energy determined by s = Λ2(ε− lnµ). Considering the system

to be in this unbound state we get

V̂ = −ĝ3 − ĝ3
V̂

d− 2
, (4.25)

where

ĝ3 =
2ΩdΛ

d−2

(2π)d
g3, V̂ =

2ΩdΛ
d−2

(2π)d
V, (4.26)

are dimensionless quantities. Equation (4.25) can be rewritten as

ĝ3 = − V̂

1 + V̂
d−2

. (4.27)

The RG flow equation of ĝ3 is obtained simply by differentiating with respect to Λ,

keeping V constant. The result is

Λ
∂ĝ3

∂Λ
= (d− 2)ĝ3 + ĝ2

3, (4.28)
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where the linear term on the right hand side can be linked to dimensional analysis,

Eq. (4.26). The quadratic term is the loop contribution. A small loop, quadratic in

g3, on a bigger scale would look like an effective interaction, modifying the coupling

constant.

Writing down the RG flow equation in terms of Λ for the bare values is similar

to the use in quantum problems. Here one studies the flow of the bare values for

a fixed renormalized coupling, while the converse is done in the usual polymer RG.

Consequently the stability of the fixed points are of opposite nature compared to the

polymer RG fixed points of say Ref. [77,78,84].

To illustrate this further we map our problem with contact interaction to the

quantum problem of a particle in a finite rectangular potential well with V0 and a

as the depth and the width of the well respectively. The contact interaction can be

represented with a δ-function potential V δ(x) such that the coefficient V represents

the interaction strength. As the potential energy have the same dimension as the

kinetic energy (∇2 ∼ L−2) the dimensionality of V = Ld−2. We need to ensure

V0a
d remains finite in the limit V0 → ∞, a → 0 while we get a potential V0a

dδ(x).

A comparison between the coefficients of the both δ-functions give V̂ = V0
Λ2 . If we

now take the limit Λ → ∞ to get a constant V̂ ≶ 0, V0 must go to infinity. This

means V̂ /V0 → 0 for Λ → ∞ and the particle looks at the edge of the well. The

wave function outside of the well decays as Exp(−αx) where α ∼
√
|E| and E is

the energy of the particle. But as we are keeping the energy fixed the width of the

wavefunction remains fixed. In this situation the shrinking of the width of the well

means the particle stays outside of the well most of the time. This is schematically

shown in Figure 4.4. In terms of the bubbles, the length-scale for the bubbles, be

it above or below the transition (V ≶ 0), looks much larger compared to the range

of the interaction and, therefore, closer to the critical point which has a diverging

length scale. This explains why the critical point in this scheme corresponds to a

stable fixed point.

The flow equation is similar to the RG flow of the two-chain coupling [84] with

a stable and an unstable fixed point. For d = 3, the stable fixed point ĝ∗3 = −1

corresponds to the critical point of unbinding and ĝ∗3 = 0 represents the unbound

state. This is expected because the bound DNA acts as a single rigid polymer with
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a

V
0

−E

x

Figure 4.4: In the limit a → 0, V0 → ∞ for a finite V0a
d. In this limit a particle

with energy −E looks close to the threshold and remains outside of the well most of

the time. The solid brown line represents the wave function.

no internal structure so that the problem is effectively like the unbinding of two

dissimilar DNA strands.

4.5 Conclusion

In this chapter we presented a Poland-Scheraga type model which shows a continuous

melting at three dimension. This model is generic in nature and may be used for other

purposes, for example, to study the DNA elasticity problem. Here we also introduced

the rules to calculate the diagrammatic expressions in the Fourier-Laplace space which

will be used again in the next chapter.
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Appendix D

Bound State

The Fourier-Laplace transformed bound state partition function is given by

Zb(k, s) =

∫
dn̂

∫ ∞
0

dNe−Ns

×
∫
d3reik·r

e−εNΛ2

(4π)
δ(r−NΛn̂)

=

∫
dn̂

4π

∫ ∞
0

dNe−Nse−εNΛ2

eiNΛk·n̂

=
1

2

∫ π

0

sin θdθ

s+ εΛ2 − ikΛ cos θ

=
1

kΛ
arctan

kΛ

s+ εΛ2
(D.1)
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Appendix E

Rules Of Diagrammatic

Calculations

In this appendix we list all the rules to evaluate diagrams we have used.

k,s k,s

k/2−q,

k/2+q,s−s

s

Figure E.1: A bound state with one bubble showing variables in the Fourier-Laplace

space variable obeying the k and the s conservations.

Every partition function has two arguments: one space and one length respec-

tively. With translational invariance, the arguments would be the difference of the

corresponding quantities at the two ends of each piece. The dissociation of a bubble

or a duplex is our two-body vertex g2 [Figure 4.1(c) and Figure 4.2(b)]. The inter-

action between one single chain and a bound state [Figure 4.2(c)] is the three-chain

vertex g3. The algebraic expression for any diagram is obtained by sequentially mul-

tiplying the partition functions and the vertexes as arranged, with integrations over

the intermediate variables. A renormalized vertex is called a vertex function.

To see how the k conservation appears, consider a bound state with one bubble of
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the type in Figure E.1. Applying the above stated rules, this diagram is evaluated as

I(r, N) =

∫
Zb(r1|z1)Z2(r1 − r2|z2 − z1)

×Zb(r− r2|N − z2)dr1dr2dz1dz2. (E.1)

The convolution form in the real space leads to a product form in the Fourier space.

We suppress the z integrals for the time being. Fourier transforming both sides from

variable r to k and rewriting right hand partition functions in terms of their Fourier

transformed functions we get

Î(k, N) =

∫
I(r, N)e−ik·rdr

=
1

(2π)4d

∫
Zb(k1|z1)Z(k2|z2 − z1)Z(k3|z2 − z1)Zb(k4|N − z2)

×eir1·(k1−k2−k3)eir2·(k2+k3−k4)eir·(k4−k)dr
∏
j=1,2

{drjdzj}
4∏
l=1

dkl,

=
1

(2π)4d

∫
Zb(k1|z1)Z(k2|z2 − z1)Z(k3|z2 − z1)Zb(k4|N − z2)×

δ(k1 − k2 − k3)δ(k2 + k3 − k4)δ(k4 − k) dz1dz2

4∏
j=1

dkj. (E.2)

Performing three δ function integrals we get the following relation between differ-

ent k’s:

k1 = k2 + k3, k = k4, k4 = k2 + k3 and k = k1. (E.3)

From these relations it is clear that overall there is one single k and it is conserved

at every junction point. Now as there are four unknown ks and we have only three

constraints, there is one undetermined k left. This is the characteristic of the loop

in the diagram. Whenever there is a loop there is an undetermined k over which we

have to integrate ( 1
(2π)d

∫
dk). The integration over k corresponds to a bubble in real

space with two ends fixed, as, e.g., in Z2(r1 − r2|z2 − z1) in Eq. (E.1).

Now we show how the s conservation appears by evaluating Eq. (E.1). Laplace

transforming both sides in N and rewriting every term in the right hand side through
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their inverse Laplace transformation we have

A(r, s) =

∫ ∞
0

e−sNI(r, N)dN

=
1

(2πi)4

∫ ∞
0

e−sNdN

∫ ∏
j=1,2

{drjdzj}
3∏
l=1

dsl Zb(r1, s1)es1z1Z(r2 − r1, s2)es2(z2−z1)

×Z(r2 − r1, s2)es3(z2−z1)Zb(r− r2, s4)es4(N−z2), (E.4)

where the si integrals are the usual Mellin integrals. We evaluate z integrations with

limit z1 = 0 to z2, and z2 = 0 to N to get

A(r, s) =

∫ ∞
0

dN

∫
ri,si

(...)

[
eN(s1−s4) − 1

(s1 − s4)(s1 − s2 − s3)
− eN(s2+s3−s4) − 1

(s2 + s3 − s4)(s1 − s2 − s3)

]
e(s4−s)N .

(E.5)

If we now do the si integrations using the method of residues, contributions come

only from the poles at s1 = s4, s1 = s2 + s3 and from the N integration s = s4.

As the first bound segment is labeled by s1, two free chains are labeled by s2 and

s3 and the end bound state is labeled by s4, we see the sconservation at every point

with an overall s. And similar to the case of k conservation, every loop in Laplace

space also possesses one undetermined s as there are three relations and four s’s to be

determined. So whenever a loop comes, we have to integrate over that undetermined

s ( 1
2πi

∫
ds).

We can now label the diagram in the Fourier-Laplace space using the above con-

servation rules as shown in Figure E.1(c). When evaluated algebraically it gives

Z2
b (k, s)I0 with the loop integral

I0 =

∫
ds̄

2πi

dq

(2π)3
Z

(
k

2
− q, s̄

)
Z

(
k

2
+ q, s− s̄

)
=

∫
ds̄

2πi

dq

(2π)3

1

s̄− Λ2 lnµ+ (k/2−q)2

2

1

s− s̄− Λ2 lnµ+ (k/2+q)2

2

. (E.6)

We evaluate the s̄ integral by employing the method of residues. There is a simple

pole at s̄ = Λ2 lnµ − (k/2−q)2

2
. All the contribution to the integral comes only from

this simple pole. So replace the rest of the s̄ by its value at the pole and the prefactor

1
2πi

cancels out yielding

I0 =

∫
dq

(2π)3

1

s′ + k2

4
+ q2

=
4π

(2π)3

[
Λ−

√
s′ + k2/4 arctan

Λ√
s′ + k2/4

]
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where s′ = s − 2Λ2 lnµ. A similar kind of integrals also appear while evaluating

three-chain diagrams. We employ this same procedure to evaluate them.

All the diagrams of this chapter and the next chapter are evaluated by using the

rules and procedures discussed in this appendix.

79



Chapter 5

Efimov-DNA and Renormalization

Group Limit Cycle

A three-stranded DNA with short range base pairings only is known to exhibit a

classical analog of the quantum Efimov effect, viz., a three-chain bound state at

the two chain melting point where no two are bound. By using a non-perturbative

renormalization-group method for a rigid duplex DNA and a flexible third strand,

with base pairings and strand exchange, in this chapter we show that the Efimov-

DNA is associated with a limit cycle type behavior of the flow of an effective three-

chain interaction. The analysis also shows that thermally generated bubbles play

an essential role in producing the effect. A toy model for the flow equations shows

the limit cycle in an extended three-dimensional parameter space of the two-chain

coupling and a complex three-chain interaction.

The outline of the chapter is given below. How the strand exchange mechanism

is used in our model is demonstrated in Sec. 5.1.1. A brief overview of what is

expected in a limit cycle RG is given in Sec. 5.1.2. The calculations are done in the

Fourier-Laplace space. The three-chain case where we consider the duplex–free-chain

interaction can be found in Sec. 5.2. The whole three-chain part is analyzed at the

two body critical point. A few details can be found in the appendixes. In particular,

Appendix F is about a toy example that extrapolates between the flow equations for

the three chain interaction with no bubbles and the same at the critical melting point.

We end with a discussion of the results and their experimental consequences in Sec.
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5.4 and a short summary in Sec. 5.5.

5.1 Model and result

Here we allow bubble formation in the bound state by taking g2 6= 0. All the definition

of the partition functions and the rules for Diagrammatic calculations remain the

same as described in the previous chapter. But the two-body parameter g2 is now

defined by dissociation of a duplex and the three-body parameter g3 is defined by

the interaction between the duplex and a single chain. As the duplex has open single

strands it can now participate in strand exchange with a third strand.

5.1.1 Strand exchange and g3

For the three-polymer system, we consider the situation where a pair is in the bound

or duplex state and the other one is free. The third chain is allowed to interact with

a free strand of a bubble allowing it to form a duplex locally. This is called strand

exchange. Figure 5.1 illustrates this process schematically. The pair interaction

(2)

(1)

(a)
(b)

Figure 5.1: (Color online) Schematic diagram of a strand exchange and the equivalent

coarse-grained three-chain interaction g3. (a) A single strand [blue line marked (1)]

pairs with one strand of a bubble on a duplex [brown lines marked (2)]. The short

vertical (green) lines indicate base pairings, with the energy per unit length ε. The

junction weight g2 is associated with each fork or the interface on a duplex. In (a)

there are four interfaces as indicated by the arrows. (b) A coarse-grained version of

(a) where the duplex is represented by a thick line interacting with the single line.

The filled circle represents the three-chain interaction g3.

together with the strand exchange would, in principle, be sufficient to formulate the

three-chain DNA problem, but in a renormalization group approach, the three-chain
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bound state is described by a three-chain interaction. Therefore, in anticipation of its

generation, we allow a three-chain interaction (between a single chain and a duplex)

g3 (Figure 5.2(b)). This interaction parameter is our three-body coupling. We see

below Eq. (4.23) that it has the dimensionality

[g3] = [Λ]2−d, (5.1a)

= [Λ]−1 (d = 3). (5.1b)

The dimensionless three-chain parameter may now be constructed as [139]

H(Λ) = − g3

4g2
2

Λ2, (5.2)

with a factor of 4 for convenience.

The partition function for three chains depends on both g2 and g3 but for a duplex

it depends only on g2.

5.1.2 Qualitative description

Our aim is to see the effect of strand exchange on the three-chain system near the

duplex melting point where large sized bubbles are expected. Right at the melting

point, we may concentrate on how g3 or H evolves as Λ→∞ for large N . A flow of

H from zero to +∞ is an indication of a three-chain bound state [note the negative

sign in Eq. (5.2)], the Efimov-DNA case of a bound three-chain system where no two

are bound.

In the RG approach the flows of parameters are obtained in a few steps. With

a reciprocal space upper cutoff Λ (a short distance scale ∼ Λ−1), the effects over a

range Λ to Λ− dΛ are taken into account by redefining the problem for scales up to

Λ − dΛ. A subsequent rescaling brings back the problem to the original scale with

renormalized parameters. The changes in the parameters, as continuous variables,

gives us the flow equations or β functions

Λ
∂H

∂Λ
= β(H). (5.3)

The behavior of a system is then characterized by the flows which generally terminate

at stable fixed points (or at infinity) separated by unstable fixed points. The fixed
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points represent the phases and the phase transitions in the system. This is the

generic picture of RG and this is where the three-chain problem stands out.

In our approach, g2 is the control parameter for the duplex melting. We first

determine the critical point of melting by locating the critical value g2c at which a

suitably defined length scale ξ diverges. At this particular point we determine the RG

flow or the β function for H(Λ). Quantitatively this is implemented by calculating the

third virial coefficients, obtained from the connected three-chain partition function

(i.e., for polymers connected by the interactions).

A naive use of the definition, Eq. (5.2), suggests the form

β(H) = 2H, (naive). (5.4a)

This however gets modified by the effects of strand exchange and other fluctuations

to a form

β(H) = 2H + F(H), (with renormalization), (5.4b)

and all the nontriviality comes from these additional terms. In general, it has a form

β(H) = −AH2 +BH + C, (5.5)

A,B,C being all real. In conventional cases, B is mainly determined by the naive

dimensional analysis, while a nonzero A is the extra addition of length rescaling and

renormalization. A constant term C is unusual and appears if there are marginal

parameters, which do not change with length scales. An example of a marginal

parameter is g of the inverse square interaction mentioned in the Introduction. This

identification may be turned around to argue that a constant term in the β function

signals the presence of some, may be hidden, marginal parameter in the problem.

If C in Eq. (5.5) is such that there are two real roots of β(H) = 0, the standard

picture remains valid with one stable and one unstable fixed points, but not so if

the roots are complex conjugate pairs [for C < −B2/(4A)]. Such is the case for the

problem in hand. We find

Λ
∂H

∂Λ
= −A(H −H0)(H −H∗0 ), (5.6)

where H0, H
∗
0 form a complex-conjugate pair.
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The procedure we adopt to derive Eq. (5.6) is different from the conventional RG

way. The traditional approach is to take into account the effects at the short distance

level to redefine the parameters on a larger length scale. Instead of such an approach

we determine the effective parameter as an integral equation and then use a thin-shell

integration method to get the Λ dependence of H by demanding the existence of a

cutoff independent limit. From this we reconstruct the β function. Then we argue

that at the duplex melting point the β function of the dimensionless scaled three-body

interaction parameter H has the same form as that of Eq. (5.6) and the limit cycle

describes the three-body bound Efimov states.

The nonconformity with the standard picture of fixed points has a far reaching

consequence of converting the continuous scaling symmetry at the unstable fixed point

to a discrete symmetry. The continuous scaling symmetry at a real fixed point leads

to power law behaviors of physical quantities. Contrary to that, complex fixed points

invoke a limit-cycle-type behavior in the RG flow trajectories. An outcome of the

generated periodicity is a discrete scaling symmetry and the relevant parameter, here

H, repeats itself in a log periodic manner. In the quantum language, this discrete

symmetry leads to the Efimov tower of the energies.

5.2 Three Chain Problem With Bubbles: g2 6= 0

Here we consider the full Efimov-DNA problem allowing thermal-fluctuation gener-

ated bubbles in the bound state. Here we always consider situations where any two

of the three chains have formed a duplex and the other free chain is interacting with

that duplex. This consideration simplifies the problem immensely. We formulate

our analysis at the two-chain melting point g2 = g2c to find the three-chain partition

function. From this partition function the effective three-body coupling at the duplex

melting point can be determined. There are no small parameters in the problem and

therefore we need to sum terms up to infinite order or equivalently solve the integral

equation shown diagrammatically in Fig 5.2.

Let us generalize the effective interaction V of Sec. 4.4 to a three-chain vertex

function as W (see Appendix E), which in general depends on the input and the

output momenta and the s values [Figure 5.2(a)]. Two successive Y forks producing
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a strand exchange at a small separation would look like a three-chain interaction (see

Figure 5.2(c)). This is an O(g2
2) term. One may also couple this strand-exchanged

configuration to the rest of the three-chain interactions, Figure 5.2(e), generating

a term of O(g2
2W ). The g3-dependent terms of Figure 4.3 also occur but with the

replacement of the bound propagator (unfilled rectangles) by that of the duplex (filled

rectangles), Figure 5.2(b) and 5.2(d). By combining all these, we have,

W (k,k′, s1, s
′
1, s) = 2g2

2Z(k + k′, s− s1 − s′1)− g3

+2g2
2

∫
dq

(2π)3

ds̄

2πi
Z(q, s̄)Z(k + q, s− s1 − s̄)

×Zd(−q, s− s̄)W (q,k′, s̄, s′1, s)

−g3

∫
dq

(2π)3

ds̄

2πi
Z(q, s̄)Zd(−q, s− s̄)W (q,k′, s̄, s′1, s).(5.7)

Notice the factor of 2 in the diagrams with strand exchange because the chains are

distinguishable [140].

If we do the s̄ integration by residues, the only contribution is from the pole of

Z(q, s̄) at s̄ = Λ2 lnµ − q2/2. This relation between s̄ and q is analogous to the

real space relation for size [Eq. (4.3)], which means the free chain is in a relaxed

state [141]. Small distortions around the average size of a free polymer in equilibrium

can be described by the Gaussian distribution around its average. Therefore this

residue guarantees that no special large stretching takes place in a strand-exchange

and the free chain remains more or less like an average chain. So we have

W (k,k′, s1, s
′
1, s) = 2g2

2 Z(k + k′, s− s1 − s′1)− g3

+

∫
d3q

(2π)3

(
2g2

2

s− s1 − 2Λ2 lnµ+ q2/2 + (k2 + q2)/2 + k.q
− g3

)
×W (q,k′, s′1, s) Zd(−q, s− Λ2 lnµ+ q2/2). (5.8)

To simplify let us do the angle averaging, i.e. replacing Zd by Eq. (4.22), so that W,Zd

are functions of the magnitudes of the wave vectors. The remaining angular integral

from k.q can be done. Assuming the external single chains are in their relaxed states

such that s1 = Λ2 lnµ − k2/2 and s′1 = Λ2 lnµ − k′2/2 we have the angle averaged

partition function
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k′, s′1 −k′, s− s′1
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−k′, s− s′1

k+ k′, s− s1 − s′1

Figure 5.2: Diagrammatic representation of the three-chain partition function. The

hatched circle is the effective interaction W . This figure translates into an integral

equation involving interactions to all order.

W (k, k′) =
g2

2

kk′
ln
s′′ + k2 + k

′2 + kk′

s′′ + k2 + k′2 − kk′ − g3

+4π

∫ Λ

0

dq

(2π)3
q2

(
g2

2

qk
ln
s′′ + q2 + k2 + qk

s′′ + q2 + k2 − qk − g3

)
×W (q, k′)Zd(−q, s+ q2/2), (5.9)

where s′′ = s− 3Λ2 lnµ.

5.2.1 Critical Case: g2 = g2c

The limit required here is s′′ → 0 which asserts that all chains are critical simultane-

ously as we have three chains now. To make sure that we are around the two-body

critical point we take the limit ξ → ∞ in Zd(−q, s + q2/2), Eq. (4.21). In this limit

we expect to have significant contributions from the loop diagrams, and so we neglect

the tree diagrams. By defining dimensionless quantities, like H in Eq. (5.2),

W (q, k′) = qW (q, k′), (5.10)

and using Eq. (4.22), at the melting point, we have

W (k, k′) =
8√
3π

∫ Λ

0

dq

q

[
ln
q2 + kq + k2

q2 − kq + k2
+ 2kq

H(Λ)

Λ2

]
W (q, k′). (5.11)

The main reason behind the difference in the form of Eqs. (5.11) and (4.23) lies in the

criticality of the duplex partition function used here. Since it is possible to consider
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the k′ → 0 limit of Eq. (5.11), the functional dependence of W on k′ is not important

for our calculations. We therefore suppress k′ hereafter.

5.2.2 Scale-free Limit

In the limit H → 0 and Λ → ∞ there is no scale left in the problem because g2 has

already been tuned to its critical value where ξ → ∞. In this scale-free limit, the

eigen-function type equation for W is

W (k) = Ik,qW (q) ≡ 8√
3π

∫ ∞
0

dq

q

[
ln
q2 + kq + k2

q2 − kq + k2

]
W (q). (5.12)

Since W is dimensionless, a manifestly dimensionless form of Eq. (5.12) is obtained

by replacing k, q by k̂ = k/Λ∗, q̂ = q/Λ∗, for some arbitrary Λ∗. Furthermore there

is a large-k – small -k duality of integral operator Ik̂,q̂ which suggests two degenerate

solutions for Eq. (5.12). This is a consequence of the invariance of the integral

operator under a transformation

Q̂ =
Λ∗
q
, K̂ =

Λ∗
k
, with Ik̂,q̂ ≡ IK̂,Q̂, (5.13)

Thus if f(k/Λ∗) is an eigenfunction of Ik,q, then so is f(Λ∗/k). The general solution

of W (k) can then be written as a sum of the two degenerate solutions.

Taking note of the scale-free form, we can have a power law ansatz

W (k) ≈
(
k

Λ∗

)s
, (5.14)

which on substitution in Eq. (5.12) yields

s =
16√

3

sin(πs/6)

cos(πs/2)
. (5.15)

This equation has solutions for pure imaginary values, s = ±is0, with

s0 = 1.5036, or exp(π/s0) = 8.0713..., (5.16)

which is different from 22.7 obtained by Efimov.

The solution for W is a linear combination of exp[±is0 ln(k/Λ∗)], which can be

recast in a trigonometric form

W (k) = C cos

(
s0 ln

k

Λ∗

)
, (5.17)

with C,Λ∗ as two arbitrary constants.
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5.2.3 For Λ <∞

In the general case, (Λ <∞) we may still proceed to find the Λ dependence of H(Λ)

by assuming that W approximately retains its form ( as in Eq. (5.17)) by changing

only its constants [71].

Defining the function f(Λ) = H(Λ)
Λ2 we can rewrite Eq. (5.11) as

W (k) =
8√
3π

∫ Λ

0

dq

q

[
ln
q2 + kq + k2

q2 − kq + k2
+ 2kqf(Λ)

]
W (q). (5.18)

W is related to the third virial coefficient of the system. For this W must be

independent of Λ which is introduced arbitrarily. We take advantage of this fact to

compare the value of W for two infinitesimally different Λs. The cutoff independence

is preserved by equating the residual pieces to zero. By integrating over a small shell

of radius Λdl we have

W (k) =
8√
3π

∫ Λe−dl

0

dq

q

[
ln
q2 + kq + k2

q2 − kq + k2
+ 2kqf(Λ)

]
W (q) (5.19)

+
8√
3π

[
ln

Λ2 + kΛ + k2

Λ2 − kΛ + k2
+ 2kΛf(Λ)

]
W (Λ)dl. (5.20)

Rescaling back Λ→ Λedl and retaining terms up to order dl we have

W (k) =
8√
3π

∫ Λ

0

dq

q

[
ln
q2 + kq + k2

q2 − kq + k2
+ 2kqf(Λ)

]
W (q)

+dl
8√
3π

(
2k
∂f(Λ)

∂l

∫ Λ

0

dqW (q) +

(
2k

Λ
+ 2f(Λ)kΛ

)
W (Λ)

)
.(5.21)

In the previous step we used the approximation k � Λ such that

ln
Λ2 + kΛ + k2

Λ2 − kΛ + k2
≈ 2k

Λ
, (for k � Λ). (5.22)

Now using Eq. (5.18) in Eq. (5.21) we can easily arrive at the differential equation

1

Λ

[
Λ
∂H

∂Λ
− 2H

] ∫ Λ

0

dqW (q) + [1 +H]W (Λ) = 0, (5.23)

where dΛ = Λdl. This equation for H is already of the form of Eq. (5.4b), except

that the terms in addition to the naive 2H term is dependent on Λ.

In principle, a renormalization-group β function is not expected to have any ex-

plicit cutoff dependence. The Λ-independent flow equation is derived below from the
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full form for H(Λ). To do so, by inserting W (x) = C cos(s lnx), where x = Λ
Λ∗
, in

that equation we obtain,

∂H(x)

∂x

sin(A+B)

x
+
H(x)

x2
(s0 − 1) sin(A+B) +

s0 cos(A−B)

x2
− sin(A−B)

x2
= 0,

(5.24)

where A = s0 lnx and B = arctan( 1
s0

). We can express the left hand side of the above

equation as an exact differential,

∂

∂x

[
H(x)

x
sin

(
s0 lnx+ arctan

(
1

s0

))
+

1

x
sin

(
s0 lnx− arctan

(
1

s0

))]
= 0.

(5.25)

Setting the boundary condition such that the integration constant vanishes, we get

H(Λ) = −
sin
(
s0 ln Λ

Λ∗
− arctan

(
1
s0

))
sin
(
s0 ln Λ

Λ∗
+ arctan

(
1
s0

)) . (5.26)

Having found out the Λ dependence of H we can now derive its RG flow equation by

simply taking a derivative of Eq. (5.26). The β function of H is given by

Λ
∂H

∂Λ
= β(H) ≡ 2H − 1

2
(1 + s2

0) (H + 1)2, (5.27)

which is of the form of Eq. (5.5), with

A = −C =
1

2
(1 + s2

0), B = 1− s2
0. (5.28)

The specialty of the flow equation, Eq. (5.27), is the emergence of complex con-

jugate fixed points, H0, H
∗
0 , with

H0 =
(1 + is0)

(1− is0)
, (5.29)

so that one recovers the form of Eq. (5.6). Further consequences are discussed below.

5.2.4 Complex Fixed Points and Periodicity

Because of the complex fixed points the flow of H consists of closed trajectories in

the complex H-plane. This is at the duplex melting point, a fixed point for g2 in the

renormalization group sense, and, therefore, the flows remain planar in the complex
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H plane. We define a new variable ζ = (H −H0)/(H −H∗0 ) which is nothing but a

conformal mapping of H. The flow equation of ζ is the equation of a unit circle

Λ

ζ

∂ζ

∂Λ
= 2is0. (5.30)

In critical phenomena normally one expects the occurrence of real fixed points in

the flow equation of relevant parameters. In this particular RG scheme, a stable fixed

point serves as the critical point for the corresponding parameter. In the vicinity of

the critical point the system is scale-free because the system length scale diverges

with exponent ν which is related to the difference of the fixed points. Unlike this,

when we have a limit cycle, the continuous scaling symmetry breaks down and the

relevant parameter is log periodic. A power law f(x) ∼ x−ν for real ν, is converted

to an oscillatory form f(x) ∼ e−i|ν| ln |x| where ν is imaginary (ν = i|ν|). This occurs

because the difference between the complex fixed points is a purely imaginary quantity

now. A consequence of this is the log periodicity of H with respect to Λ in Eq. (5.26).

There is another convenient way to visualize the closed trajectories. Decompose

H into its real and complex parts by writing H = H1 + iH2 to get two interdependent

differential equations:

Λ
∂H1

∂Λ
= −1

2

[
s2

0

{
(1 +H1)2 −H2

2

}
+ (1−H2

1 )−H2
2

]
, (5.31a)

Λ
∂H2

∂Λ
= (1−H1)H2 − s2

0(1 +H1)H2. (5.31b)

By solving these two equations simultaneously for different initial values we get closed

elliptical trajectories. All ellipses in the upper-half plane have one common focus at

one complex fixed point H0 and the other foci are at different places. A similar thing

happens in the lower-half plane too, with a common focus at H∗0 . The trajectories

which start on the real line (H2 = 0) always stay on the real line. These are shown

in Figure 5.3.

These closed loops change over to the real form of Eq. (4.28) as g2 is detuned from

the critical point. A toy model for this smooth crossover is discussed in Appendix F

that shows the specialty of the closed loop in the three-dimensional space of g2 and

complex g3 (in dimensionless forms).
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Figure 5.3: Closed elliptical trajectories in the complex H plane as Λ is varied. These

are drawn for different starting values of (H1, H2). All loops in the upper half plane

have the fixed point (1 + is0)/(1− is0) as a focus while (1− is0)/(1 + is0) as a focus

for the lower half plane.
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Figure 5.4: Plot of H as a function of Λ showing zeros and divergences with Λ∗ = 1.

5.2.5 Discrete Scale Invariance

A simple inspection of Eq. (5.26) shows us that H is log periodic. As already

mentioned, at the duplex melting point g2 has its fixed point value and so, from

the definition of H, the dimensionless three-body interaction energy, ĝ3 ∼ g3Λ obeys

a flow equation very similar to that of H. If we start from ĝ3 = 0 we arrive at

the negative infinity as Λ is increased. At this point ĝ3 jumps to positive infinity

and decreases to negative infinity again as Λ is increased further. This is shown in

Figure 5.4. This behavior goes on and ĝ3 runs into negative infinity whenever the

denominator of Eq. (5.26) becomes zero. This occurs at the points

Λn = Λ∗
(
e
π
s0

)n
exp

[
arctan(s0)− π

2

s0

]
, (5.32)

where n’s are integers. We therefore see the emergence of a discrete scale invariance in

this three-chain problem even though the melting itself or the three-chain interaction

per se has no indication of this sort.

As ĝ3 can also be interpreted as the three-body binding energy, at those values of

Λ we get the three-body Efimov bound states in the quantum case. The correspond-

ing energy spectrum of the quantum three-particle system would follow a geometric

relation given by

En+1/En = e−2π/s0 , (5.33)

where En is the nth energy state. So the energies of the Efimov states are related by

a factor of e2π/s0 . We observe from Eq. (5.30) that two successive windings around

92



the unit circle are also related through the factor eπ/s0 . As H has nontrivial values

at these points we conclude that every jump from one energy level to the next one

corresponds to one winding of ζ around the closed trajectory. It can also be observed

that ĝ3 goes to zero at the points

Λn = Λ∗
(
e
π
s0

)n
exp

[ π
2
− arctan(s0)

s0

]
, (5.34)

where the numerator of Eq. (5.26) becomes zero. At these special points we do not

have to introduce three-body coupling. So, in this picture every jump corresponds to

a switching of one Efimov state to another one and it is associated with a complete

winding around a limit cycle. These states are crowded more and more as one goes

in the direction of zero energy. They are infinite in number.

To summarize, we see that each of g2 and g3, acting alone on its own, allows

critical points in the form of melting or dissociation, well described by the conventional

renormalization group fixed points. These points show a continuous scale invariance;

under a rescaling of the system by any factor, L → bL for any b, a critical system

remains critical, statistically identical. In contrast, at such a fixed point for g2, g3

shows a cyclic behavior, better described as a “limit cycle” behavior, in the complex

plane, because of the emergence of a periodicity. The log periodicity induces a discrete

scale invariance, L → bnL for a discrete set bn, breaking the continuous symmetry

expected at the critical value of g2 for two chains. In quantum mechanics, this leads

to an infinite set of energy eigenstates in a three-particle system at the point where

the energy of any pair should have been zero. In the context of DNA, at the melting

point of a double stranded DNA where the strands are not bound to each other, a

third strand induces a binding of a size much larger than the hydrogen bond length.

In other words the infinite correlation length scale of a duplex DNA gets transmuted

to a finite value in the presence of a third one when each pair is supposed to be

critical.

5.3 Off-critical: g2 6= g2c

So far we have considered the case of the critical two-chain case. For the general

situation, g2 6= g2c, we need to go back to Eq. (5.9), and we also need the flow equation
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for g2. Instead, we may take a heuristic approach. In terms of the dimensionless two-

and three-body constants ĝ3, ĝ2 ∼ g2Λ−1/2, with H ∼ ĝ3/ĝ
2
2, the expected form of the

RG flow equation for g2 is

Λ
∂ĝ2

∂Λ
= β2(ĝ2), (5.35)

with an unstable fixed point ĝ2 = 0 for the bound phase and a stable one at ĝ2 = ĝc

for the duplex melting. At these points β2(ĝ2) = 0. With these, we may formally

write

Λ
∂ĝ3

∂Λ
=

2ĝ3

ĝ2

β2(ĝ2)− 4 ĝ2
2 β(H, ĝ2), (5.36)

relating the β function for ĝ3 with the others. As expected, for the duplex melting

point with β2(ĝ∗2) = 0, the flow of ĝ3 is the same as that of H and therefore ĝ3 is to

be described by the pair of complex fixed points. However, for the ĝ2 = 0 fixed point,

to get back Eq. (4.28), β(H) of Eq. (5.27) is not sufficient because it does not yield a

ĝ2-independent limit. This indicates that the contributions of the off-critical terms in

W , Eq. (5.9), are important. This can be taken as a signal that the periodicity that

develops at the duplex melting point for g3 or ĝ3 do not survive in the off-critical limit.

A flow diagram is shown in Figure 5.5 which depicts a few cycles before merging with

the flow at g2 = g2c.

5.4 Discussion

At this point we would like to place the results of this paper in a broader context.

We do so in three different contexts, namely (i) as a DNA problem, (ii) as an Efi-

mov effect, and (iii) more formally as a renormalization-group problem. Let us first

discuss the last two issues, as elaborated upon in the Introduction. The results, in

conjunction with the previous works, provide a possible testing ground for the quan-

tum Efimov physics in a classical environment, namely the melting of DNA which

occurs at temperatures in the range 60–100C. Here thermal fluctuations play the role

of quantum fluctuations [142]. It was shown earlier that the fluctuation induced long

range inverse-square attraction has a natural basis in the polymer scaling. Here we

showed how the polymer phase transitions in the various limiting situations allowed

us to construct an extrapolation formula for the renormalization group β function

that shows the development of the limit cycle behavior. This is also important in
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Figure 5.5: (Color online) Schematic flow diagram in the ĝ2-ĝ3 plane. ĝ2 = 0

corresponds to the bound state (no bubbles) while ĝ2 = ĝ∗2 (box) is the duplex melting

point. The flow along the thick vertical line through ĝ2 = ĝ∗2 is periodic. Along the

ĝ2 = 0 line, there is a stable fixed point ĝ3 = ĝ3c (filled disk) which represents the

peeling of one polymer from the rigid bound state. A typical flow from a point away

from the melting point is shown.

the general theory of renormalization group where examples of limit cycles are rather

few.

Let us now look at it as a DNA problem. The paper builds on the model of a stiff

duplex [138] and extends the study of the third virial coefficient of the three-polymer

system to the region around the duplex melting point (at temperature Tc). This

extension, which goes beyond Ref. [138], shows that the fluctuation-induced Efimov

DNA is not just a specialty of the melting point but it also exists over a region

where the duplex should have been unbound. Although the fractal-like lattices of

Ref. [67–69] showed the possibility of the three-chain thermodynamic phase, the lack

of a metric or distance forbade any analysis of the inverse square law attraction

responsible for the Efimov effect. This gap is now partly filled by the analysis of

this paper. Short of a direct proof of the inverse-square attraction, the limit cycle

behavior is similar to the complex fixed points known in systems with such long range

interaction.

There are several issues which might be amenable to experimental verification.

The third strand could be made of alternating short sequences of both the strands.

(i) A direct test of the Efimov-effect in DNA would be a measurement of the melting
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temperature Tt of the triple-chain system to see if Tt > Tc. The melting is expected to

be first-order in nature. The difficulty of course lies in separating the melting of the

Efimov DNA from that of a Watson-Crick and Hoogsteen paired triple-stranded DNA.

(ii) A different thermodynamic study would be the virial coefficients via the osmotic

pressure of dilute solutions [143]. The third virial coefficient will give H(Λ), Eq. (5.2).

Near the melting of duplex, the cutoff parameter may be chosen as the bubble length

scale ξ, Eq. (4.21). Therefore, for Λ ∼ ξ−1 ∼
√

∆t, the virial coefficient is expected to

show an oscillatory behavior whose periodicity is determined by the (non-universal)

Efimov number s0. (iii) More detailed information might be obtained from small angle

neutron scattering (SANS) or light scattering. One of the signatures of the fluctuation

induced long range interaction is the 1/k divergence of W (k) in Eq. (5.10), since W

is bounded. Such a divergence in the interaction is observable as a zero-k peak in

the scattered intensity in SANS or light scattering [144]. (iv) It is possible to design

tailor-made environments where one might test some of the details that have gone in

the theory. For example, one may use the geometry of two similar strands maintained

at a distance larger than the hydrogen bond length to prevent direct pairing and then

allow a complementary strand to form bonds via strand exchange (Figure 5.1) with

both the strands. The force needed to unzip one of the original strands can then be

measured to verify the inverse square nature. Such experiments will be similar in

spirit to the measurement of the fluctuation induced Casimir force or the entropic

interaction in DNA solution [145, 146]. (v) An assumption that has gone in the

theory, actually in most field theoretic calculations (see Ref. [141]), is that the third

chain between two contacts with the other two strands is in a relaxed state. This

condition may be verified by using a carefully constructed bubble and then placing a

third chain. A labeled chain (with say heavier isotopes) will help in separating out

the scattering from this chain and provide information on its configuration. (vi) A

different experiment would be to study the DNA in a narrow pore. The constraint

prevents the large loop formation, thereby cutting off the long range interaction. In

this situation, the Efimov-DNA formation is not likely to happen but a novel finite size

effect would be expected [147]. The effects would be observable in the configuration of

the labeled chain and even in thermodynamic quantities. Such experiments of DNA

in a pore has been attempted but not at the level that may explore the large loops
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near DNA melting [148]. (vii) One may go beyond the three-chain problem to the

possibility of a four or more chain bound state, or even a gel formation in a many

strand solution through the Efimov interaction. In such a gel, just above the duplex

melting point, the mesh size of the network would be similar to the bubble size. A

theoretical study of this gelation phenomenon and the elastic properties of the gel

remain an open and interesting topic.

5.5 Conclusion

This paper presents a model of a three-stranded DNA as a three-chain polymer sys-

tem, which shows mathematically analogous results as that of Efimov physics, namely,

the possibility of a three-chain bound state when no two are bound. The existence of

a three-stranded DNA bound state (Efimov DNA) at the duplex DNA melting point

is shown here analytically by a renormalization group approach. To achieve this, a

nonperturbative momentum-shell type RG procedure is employed. We studied the

duplex-DNA melting by introducing a rigid chain model, where the melting is induced

by an interfacial term. A completely bound two-stranded state at zero temperature

is the zero temperature configuration. At finite temperatures thermal fluctuations

locally denature the bound state to form bubbles made of two free-chain pairs. A

third similar strand, when added, can again form a duplex with one or both of the

free chains of a bubble. Due to renormalization of short range interactions close to

the duplex melting point an effective long range three-chain interaction is generated.

The Efimov DNA is a result of this. Just as in the quantum Efimov problem, we

show that the Efimov-DNA is associated with a limit cycle behavior of the RG flow

of the generated three-chain interaction. Since the interaction parameters for a DNA

are easily tunable, by choosing solvent quality, we hope our results would motivate

experiments in detecting the Efimov effect in polymeric systems.
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Appendix F

A simple β function for ĝ3

We propose an extrapolation formula that connects smoothly the flows for the ĝ2 = 0

case to the ĝ2 = ĝ∗2 flows. This is a toy example to amplify the limit cycle behavior

in a three-dimensional parameter space, namely, ĝ2 and the real and imaginary parts

of ĝ3. For simplicity we choose, s0 = 1.

Take

β(ĝ2) =
4− d

2
ĝ2 − ĝ2

2, (F.1)

with an unstable fixed point at ĝ2 = 0 and a stable fixed point at ĝ2 = 1/2.

Use this to write for d = 3 [Eq.(5.36)]

β(ĝ3, ĝ2) = ĝ3 − 2ĝ3ĝ2 − 4ĝ2
2

(
2H − F2(ĝ2)H2 − 2H − 1

)
, (F.2)

where, with H = −ĝ3/(4ĝ
2
2) as before, the 2H term is made explicit for comparison

with Eq. (5.4b), and we defined F2(ĝ2) = 4ĝ2
2. With these choices, we recover both

the limit of ĝ2 = 0 and ĝ2 = 1/2 the critical melting point.

The flow diagram in the three-dimensional space of ĝ2,Re(ĝ3), Im(ĝ3) shows the

approach to the planar cycle at the melting point. This is shown in Figure F.1. So

long as the flow is controlled by the real fixed points, we see a monotonic flow. As ĝ2

changes, the complex fixed points take over and we get the loops.
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Figure F.1: (Color online) A schematic diagram of the flow of the RG equation, Eq.

(F.2), showing the approach to the limit cycle. The limit cycle is an ellipse in the

ĝ2 = 0.5 plane [blue line marked (a)]. A point with off-critical ĝ2 is shown to approach

the planar limit cycle as Λ→∞ [red line marked (b)].
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Chapter 6

Summary

In this thesis, we studied two aspects of the physics of DNA, the temperature depen-

dence of the DNA elastic modulus and the connection between the recently proposed

Efimov-DNA and the renormalization group limit cycle. Techniques employed in this

work are the generating function method, the numerical transfer matrix method and

the renormalization group (RG) method.

Using a DNA model with entropic elasticity only, we studied the temperature de-

pendence of the corresponding elastic properties for different stretching forces. After

obtaining the results analytically we checked their consistency with the correspond-

ing numerical results. For a DNA, above its melting point, a second order binding-

unbinding phase transition takes place under the stretching force. When the system

length is infinite, there is no pre-transition effect as the elastic modulus shows a sharp

finite discontinuity at the transition point. On the contrary, in case of finite systems,

the transition influences the elastic behavior away from the transition point. When

the elastic modulus is obtained for this system in the presence of an unzipping force

it shows a δ-function singularity and the transition becomes first order. We also ob-

tained the three dimensional temperature-stretching-unzipping force phase diagram.

We introduced a DNA model with intrinsic rigidity and studied its elastic prop-

erties for different temperatures employing a stretching force. For the analysis of the

model we used an exact numerical transfer matrix method. The binding-unbinding

transition is again second order but the elastic modulus shows an anomalous behav-

ior around the transition point in the sense that the bound state elastic modulus
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becomes much larger than the unbound state modulus. The influence of the thermal

fluctuations is also explored by studying different bubble related quantities like bub-

ble number, bubble length etc. Our analysis shows that for zero force, the extension

and the elastic modulus vary with the square root of bubble number and the square

root of bubble number fluctuation respectively.

To study the three-chain Efimov-DNA problem, we introduced a Poland-Scheraga

type model of DNA melting by considering the bound segments as completely rigid

rods without bending and the bubbles as flexible Gaussian polymer loops. Using the

generating function method we showed that this model goes through a continuous

thermal melting transition. The finite temperature bound state of this model is used

to represent a finite temperature duplex DNA. By considering the interaction between

a completely rigid bound state and a single chain we have shown through RG method

that Efimov-DNA can not appear in the absence of thermal bubbles in the duplex

DNA.

We solved the Efimov-DNA problem from the RG perspective. Using the strand

exchange mechanism between a duplex DNA and a single strand, the third virial co-

efficient is calculated by employing a non-perturbative momentum shell RG method.

We have shown that the Efimov-DNA corresponds to the RG limit cycle trajecto-

ries of a three-body parameter. Each winding of the limit cycle corresponds to an

Efimov-trimer which repeats itself log periodically and for infinitely many times at

the critical point. We also proposed a toy RG flow equation for the off critical tem-

peratures which shows the number of Efimov-trimers decreases as one goes away

from the critical point. The temperature at which the number becomes zero is the

Efimov-DNA melting temperature which is greater than the duplex melting point.

The possible experimental scenarios where the Efimov-DNA may be detected are also

discussed in detail.
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