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Synopsis

Nanostructures show variety of novel properties owing to their confined nano-

sizes and large surface to volume ratio. Many efforts have been made to

synthesize nanostructures and nano-patterned surfaces in order to tailor use-

ful functional properties and to understand their characteristic behaviors.

Nanostructured surfaces can be prepared by variety of top down or bottom

up routes and display surface morphology and chemical nature very different

from the bulk material [1]. Understanding the interactions of DNA and cells

with such surfaces is immensely important for fundamental understanding

as well as in many applications. They form the significant framework in

several crucial fields like bio-medicine, tissue engineering, bio sensors, surgi-

cal implants, etc. [2–9]. Growth of fields like biotechnology and biosensing

display many attractive scenarios on interaction of biological molecules with

surfaces [5,6,10]. They also present many theoretically challenging problems

related to the adsorption of soft and complex molecules on hard surfaces,

electrostatic forces between them, conformations of molecules and their tran-

sitions to other stable configurations [11]. In the field of life sciences also, bio

molecule microarrays and bio-sensors form important research tools whose

many characteristic properties are controlled by the surfaces on which they

are fabricated [12, 13]. Hence, the development of surfaces that exhibit bio-

compatible nature, with reduced toxicity and site specific immobilization,

display attractive potential in numerous areas [10, 13]. Homogeneity of the

surface structures, surface architecture, surface tension, wetting properties,

etc. are important parameters that can influence the outcome in many ap-

plications [10, 12].

Various approaches can be taken for regulating the behavior, properties
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and functionality of the surfaces by locally altering the surface chemistry.

Among these some primary techniques are based on modification of surfaces

via physical processes (e.g. physical adsorption, Langmuir blodgett films),

chemical process (oxidation by strong acids, ozone treatment, chemisorption,

and flame treatment) and radiation methods (using glow discharge, corona

discharge, photo (UV) activation methods, laser, ion beams, plasma immer-

sion, ion implantation, electron beam lithography, and γ-irradiation).

Mica has been utilized for long time as a substrate for studying DNA

origami. It has however limited practical application in-comparison to many

semiconductor and polymer materials which exhibit many advanced proper-

ties with applications in multiple research areas. Silicon oxide is an excep-

tional material with wide range of applications in microelectronics. In recent

years, it has exhibited many interesting characteristics which play important

role in understanding physio-chemical processes involving biological macro-

molecules [14,15]. Natively oxidized silicon surfaces display non-covalent type

interactions with biological molecules and bio-species. They play crucial role

in many disciplines of biological cell integration as well as in the development

of biomimetic materials for tissue engineering [16,17]. TiO2 is a light weight

material that displays good mechanical strength, fascinating bio-compatible

nature and corrosion resistance properties [18]. With these characteristics,

TiO2 is considered an exceptional material for many hard tissue replace-

ments, such as dental implants, bone plates and artificial hip joints [18–20].

Polydimethylsiloxane (PDMS) is a low cost material and shows many inter-

esting properties like gas permeability, optical transparency, low auto fluores-

cence, and easy moldability [21–23]. Modified PDMS has received immense

attention as a substrate of choice in several mechano-biological [24–26] and

micro-fluid applications [27, 28].
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Plasmid pBR322 DNA is widely used for the analysis of prokaryotic tran-

scription and translation as well as for understanding topological changes

in DNA conformations [29]. Branched DNA also plays an important role in

many applications in nanotechnology and the motifs based on branched DNA

molecules can be linked together by sticky ends to tailor many impressive ob-

jects, periodic arrays and nanomechanical devices [30]. Fibroblast 3T3 cells

are immortalized cells which can be grown indefinitely in the culture and

can be cloned to give rise to a clonal population. Produced through in-vivo

growth techniques [31], these cells present a cost effective method for moni-

toring the toxicity in compounds and drugs.

Functionalization, with proper chemical groups, is a necessary step in

achieving site- specific immobilization of biological molecules on the surfaces.

Oxidized silicon surfaces can be functionalized via thiol groups [32], car-

boxylic and amines groups [33], whereas TiO2 can be functionalized by car-

boxy acid groups [34]. Adsorption of DNA oligonucleotides on both anatase

TiO2 nanoparticles and rutile TiO2 has been observed [35]. Lithography and

irradiation methods are also remarkable routes of surface functionalization.

Immobilization and alignment of DNA origami on patterned surfaces fabri-

cated by variety of techniques like e- beam lithography, DIP-Pen lithography,

Nanografting, Nanoshaving, Nanocontact Printing, etc. exhibits the impor-

tance of such surfaces in advancing site specific DNA- attachment [36]. Pat-

terned surfaces sometimes show development of chemical and charged species

which can be effectively utilized as functional units. Functionalization of such

surfaces, attained without any additional chemical treatment, display fron-

tier techniques for immobilizing species [37]. Ion beam induced patterning

is usually a single step, cost effective technique that leads to formation of

xv



self assembled, self organized nanostructures avoiding the need of expensive

lithographic techniques [15]. Photo-irradiation with ultra violet (UV) radi-

ation promotes many chemical modifications on the TiO2 surface [17] and

is frequently used for the sterilization and and photo-immobilization [38] of

this surface. This also promotes site selective binding of many molecules to

these surfaces [39]. Irradiation with high-energy ion plasma [40,41], UV [42]

and corona discharge [43] introduce hydroxyl groups on the surface of PDMS.

Chemical vapor deposition [44], silanization [45], phospholipid bilayer forma-

tion [9, 46] and poly-electrolyte multilayers [47] produce functional groups

on this surface which support immobilization. For PDMS, the most di-

rect method to increase its bio-compatibility is via its exposure to high en-

ergy gaseous plasma [48–50]. Energetic photons, electrons or ions present in

plasma break bonds, within the polymer backbone, resulting in many surface

modifications. Carbon containing fragments leave the surface, in the form

of volatile organic species, and the silicon and oxygen radicals recombine

through the bridging Si-O-Si bonds creating an oxygen enriched silica-like

layer on the surface [51]. This layer enhances the ability of the polymer to

maintain electro-osmotic flows, cellular adhesion as well as favorable wetta-

bility conditions [47].

Present thesis discusses the modification of SiOx, TiO2 and PDMS sur-

faces by irradiation methods. Natively oxidised silicon and TiO2 surfaces

have been modified with the technique of low energy ion irradiation. TiO2

surfaces have also been investigated after UV irradiation. All these SiOx and

TiO2 surfaces were also interacted with DNA. PDMS surfaces were modified

with oxygen plasma and nitrogen plasma and exhibit many physico-chemical

changes. PDMS surfaces show enhanced attachment of cells after plasma

treatment.
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The first part of the thesis discusses the modification of natively oxidized

silicon surfaces (Si/SiOx) via low energy ion irradiation and their interaction

with plasmid DNA. The wetting and scaling properties of the surfaces have

been investigated to understand the behavior of DNA conjugation on the

surfaces. The surfaces were ion irradiated under UHV conditions using 3keV

Ar+ at various fluences of 6×1015, 1.2×1016 and 1.8×1016 ions/cm2. This

leads to spontaneous development of self organized nanostructures on the

surfaces. The resultant morphology of the surfaces is produced via compe-

tition between the roughening processes due to sputtering, and the diffusion

enhanced smoothening processes. Scanning Probe Microscopy (SPM) tech-

nique was utilized to study the changes in the morphology of the ion irra-

diated surfaces. Scaling studies of these surfaces have been performed via

height height correlation function (HHCF). The results indicate that these

surfaces are self affine in nature. Wetting properties of the surfaces have been

investigated via contact angle (CA) measurements. The wetting behaviors

of these surfaces depend on the fractal dimension of the surface, reflecting a

crucial role of surface jaggedness. A decrease in the thickness of native oxide

layer, after ion irradiation, is observed by X-Ray photoelectron spectroscopy

(XPS) technique. These natively oxidised surfaces were interacted with plas-

mid pBR322 DNA. A strong influence of the fractal dimension of the surfaces

on the DNA moiety has been observed here. This also leads to changes in

the structural as well as fractal dimension of DNA. Surprisingly, after DNA

interaction, the irradiated SiOx surfaces exhibit smooth morphology and do

not show self-affine properties [52].

The structural as well as chemical modifications in a plasmid DNA, af-

ter its immobilization on the nanostructured Si/SiOx surfaces, have been
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discussed here. The nanopatterned surfaces have been generated via the

technique of ion irradiation. A 2D-network, of approximately a single DNA

layer, is observed on the nanostructured surfaces. The power spectral density

(PSD) technique has been utilized to evaluate the structural parameters like

inter-molecular separation (ξ) and persistence length (P ) of DNA. A signif-

icant decrease in ξ and P of DNA is observed on the nanostructured SiOx

surfaces, indicating a strong chemical interaction of DNA with the surfaces.

Appearance of Si3N4 complex as well as denaturing of DNA- base pairs fur-

ther demonstrate this. Absence of H2PO4 feature in XPS also suggests charge

transfer from the DNA backbone to the surface [53]. The strong chemical

interaction stimulates charge induced electrostatic softening of DNA result-

ing in the formation of a highly flexible DNA molecule.

In the second part of the thesis, modification of TiO2(110) surfaces, via

ion-irradiation and UV-irradiation techniques, as well as their interactions

with the branched DNA have been discussed. Low energy 3 keV Ar+ ion ir-

radiation has been utilized for the fabrication of nanostructures on the TiO2

surfaces. Fluences of 6.0 ×1015, 1.8×1016 and 1.5 ×1019 ions/cm2 were uti-

lized for these studies. Ion irradiation leads to the formation of Ti3+ vacancy

states, on the surface, due to preferential sputtering of oxygen atoms. The

Ti rich sites present on surface act as the nucleation sites for promoting the

creation of nanostructures. SPM and XPS techniques have been used to in-

vestigate the evolution of these ion irradiated surfaces. Scaling studies of the

surfaces indicate a shape transition of the nanostructures from being more

elliptical at lower fluences to less elliptical at higher fluences. An increase in

the roughness exponent (H) and slope of the PSD function (γ) with increasing

fluence reveal that the surfaces becomes less jagged at small length scales due

to the increased diffusion. Moreover, an increase in the correlation length is
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attributed to the enlargement of nanostructures at high fluences [54]. These

ion irradiated TiO2 surfaces have been interacted with branched DNA. Long

entangled structures of DNA have been observed on the surfaces.

UV irradiation produces reactive oxygen components on the TiO2 sur-

faces. These species contribute to the formation of surface hydroxyl states

as well as induce physical adsorption of water molecules. Evolution of such

surfaces as well as immobilization of branched DNA on them has been in-

vestigated here. Presence of reactive species stimulate globule like confor-

mal transitions in DNA. Transformation of DNA into condensed rods and

toroid structures is observed here indicating structural transitions of DNA

into higher order structures [55].

The last part of the thesis discusses the surface modification of PDMS

(poly-dimethyl silcoxane) by oxygen and nitrogen plasma irradiation. The

changes in the physico-chemical properties of PDMS have been studied by

Fourier transform infrared spectroscopy (FTIR), XPS, scanning electron mi-

croscopy (SEM) and SPM techniques. Wetting and ageing properties of

these surfaces have been studied using CA measurements. Plasma treated

surfaces show an enhancement in the polarity as well as surface energy. Bio-

compatibility of these surfaces have also been studied by investigating their

adhesive properties to the fibroblast cells through MTT tests. A substantial

enhancement in the bio- compatibility is demonstrated by 5 minutes nitrogen

plasma treated surface. These nitrogen plasma treated PDMS surfaces also

show highest polarity (0.4) and surface energy ( 33.3 N/mm2 ). The highest

enhancement in cell adhesion and viability, expressed in term of cell surface

area, could be attributed to the high polarity and surface energy of these

surfaces [56].
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Thus, this thesis present results on the modification of SiOx, TiO2 and

PDMS surfaces by irradiation methods. Low energy ion irradiation methods

have been utilized for patterning of SiOx as well as TiO2 surfaces. Presence

of 2- dimensional DNA networks on silicon oxide surfaces and elongated

DNA networks on TiO2 surfaces have been observed. UV- irradiated TiO2

surfaces show transition of DNA structures into condensed forms. Nitrogen

plasma treatment of PDMS produces highly bio-compatible surfaces with

enhanced polarity and surface energy. These surfaces display good adhesion

and viability for the fibroblast cells.
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Chapter 1

Introduction

1.1 Introduction :

Nano-dimensional structures, with many fascinating and intriguing applica-

tions, have led to frontier research in numerous fields. Their characteris-

tics like large surface to volume ratio and manifestation of many superior

properties have contributed to their immense stimulation to many disci-

plines and technological applications related to nano-optics, nano-electronics,

nano-devices, nano-photonics, spintronics, photo-catalysis, solar cells, opto-

electronics, gas sensing, bioimplants, medicine, sensors etc. [1, 2]. Advanced

properties of nanostructures are, however, crucially dependent on their care-

ful and systematic fabrication methods [1,3]. Designing nanostructures with

tuned sizes and controlled properties are the hallmark of attractive technolog-

ical applications as well as numerous challenges in the field of nanosciences.

The top down approach and the bottom up approach are the two fun-

damental techniques for fabricating nanostructures. Successive disintegra-

tion of a material into nanosizes is achieved via top down method, whereas

building-up of a nanostructure through assembling atom by atom or molecule

by molecule constitutes the bottom up approach. The top-down approach

for nanoscale patterning includes electron-beam lithography, soft lithogra-
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phy, nanoshaving, nanografting, dip-pen nanolithography, colloid lithogra-

phy, block copolymer micelle lithography, and extreme ultraviolet (EUV)-

interference lithography [4]. The bottom-up technique involves self-assembly

of atoms and molecules onto surfaces by molecular recognition and specific

interactions [5–7].

Adsorption of bio-molecules like DNA and cells on a biocompatible sur-

face can have immense potential and multiple implications in the develop-

ment of biosensors, micro-arrays, surgical implants, tissue engineering, bio-

medicines etc. [8–10]. The mechanism of such interactions are usually com-

plex. Many phenomenon such as adsorption, precipitation, reconstruction of

surface, transmission of ions, flow of small molecules, redox reactions, sur-

face kinetics etc. play a concerted role [11]. An understanding of involved

mechanisms in such processes present a formidable challenge and invoke over-

whelming interest in widely varying areas like astrobiology, ecology, biology,

biotechnology, engineering, and medicine [11–14]. Considerable attention

with compelling focus has emerged for designing biocompatible materials for

implants, drug delivery and nanodevices for diagnosis and therapy [15, 16].

Tailoring surfaces with desired properties and suitable interactions is the

goal in such studies [11, 15, 17, 18]. Deliberate modification of surface prop-

erties like wetting behavior, surface charge, morphology, curvature, reac-

tive sites, dissolution/reprecipitation equilibrium, reduced toxicity, enhanced

bio-compatibility etc. can tremendously influence its interactions with bio-

molecules and cells [19]. Such intentional control and regulation of surfaces

can be achieved in variety of ways including physical processes (e.g physi-

cal adsorption, Langmuir Blodgett film deposition, etc.), chemical processes

by using chemical agents and functional group incorporation (during surface

oxidation, hydrolysis, chemical grafting, surface coating, etc.), corona dis-

charge treatment, plasma etching, ultraviolet (UV) radiation exposure, laser
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ablation treatment, gamma irradiation, ion beam irradiation (IBI), X-ray

irradiation, etc. [20].

Conjugation of biomolecules on surfaces also demands special attributes

such that specific functional groups or designated sites can participate in

interactions to achieve biomolecular recognition. Many such studies involve

expensive lithographic techniques and elaborate chemical functionalization

of the substrate for selectively immobilizing the biomolecules [21]. Ion beam

irradiation (IBI) is an advanced but simple technique for inducing variety

of surface modifications. These can be achieved in a technologically single

step through spontaneous self assembled processes [22]. Generation of nanos-

tructures, like corrugations, ripples, dots, etc., are accompanied by defects

which together play significant role in many fascinating properties exhibited

by these surfaces [3]. UV irradiation of surfaces can also produce many cru-

cial modifications in their chemical and physical properties [23] leading to

the development of important reactive sites, which can be useful in design-

ing surface behavior [24, 25]. Plasma etching is another attractive technique

used in polymers (e.g. thermoplastic films, fibers, non-wovens, membranes,

biomedical devices, etc.), with distinct advantage that it mostly remains

confined to the surface layer without affecting bulk behavior [26–28]. Such

modified surfaces present very important route for biomolecular interaction

with immense significance in biosensor applications, medicine, drug delivery,

etc. [29].

In the present thesis, formation of nanostructures as well as development

of chemical states on the surfaces have been investigated. Variety of methods

like ion beam irradiation, UV irradiation and plasma etching have been uti-

lized to modify surfaces of Natively Oxidized Silicon (SiOx), Titania (TiO2)

and Poly dimethyl Siloxane (PDMS). This chapter is organized as following:

Section 1.2 discusses the basis of ion solid interaction. Process of sputtering,
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its theoretical aspects, and discussion on pattern formation during IBI is also

presented. Process of UV irradiation is discussed in the section 1.3. Section

1.4 explains the mechanism of plasma etching. Interaction mechanism of

DNA on surfaces has been discussed in section 1.5.

1.2 Ion-Solid Interaction

Interaction of ions with the surface, solids and nanostructures play an im-

portant role in the fundamental and applied research. Once an energetic

particle beam hits a solid material, it transfers energy to the latter. These

energetic ions gradually lose their energy in the solid material through elec-

tronic and nuclear interactions. They can be finally deposited at a range

defined by the energy and species of the ion. The ion-atom interactions have

been elaborated in the following figure:

                                                     ION  BEAM

e

NUCLEAR PROCESSES

BACKSCATTREED PARTICLES

SPUTTERED PARTICLES

ELECTRONIC

AND NUCLEAR

ENERGY LOSS

ELECTRONIC PROCESSES

ENERGY LOSS
NUCLEAR ELECTRONIC ENERGY LOSS

X−RAY

ELECTRONS

OPTICAL PHOTONS

RECOILS

Figure 1.1: Basic Ion-Solid Interactions
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1. Electronic interaction:- Ions interact with electrons and cause excita-

tion as well as ionization of inner shell electrons.

2. Elastic nuclear interaction is the collision of ions with atoms or nuclei

in which atomic displacement takes place as an elementary process.

Both these energy loss mechanisms i.e. the nuclear and electronic stopping

cause modifications to the structure of the material. Stopping power of a

particle is defined as a measure of the average energy loss per unit path

length of the particle due to its interaction with atoms in the medium

S =
dE

dx
(1.1)

E is the kinetic energy of the particle and x is the distance along the particle

trajectory in the medium. The stopping power for an ion in a medium

depends upon its energy E, atomic number Z1 as well as on the density ρ

and the atomic number Z2 of the target element. The total stopping power for

ion is Stot=Selectronic + Snuclear. With ions of energies of few keV, a dominance

of nuclear energy loss is observed, whereas inelastic electronic energy loss is

predominant for ions with energies of few MeV. Fig. 1.2 shows the Nuclear

and electronic stopping powers in Si for Ar+ ions as obtained from SRIM.

Note that the x-axis is logarithmic. Related to stopping power is the total

range of ions, i.e. the path length of the ions in the target where they come

to rest.
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Figure 1.2: Variation of Nuclear (Sn), and Electronic (Se) energy losses,
respectively, as a function of ions kinetic energy via. SRIM simulation code
[30], for argon ions in Silicon target.

A more useful quantity is the projected range perpendicular to the surface,

or how deep into the target the ions have penetrated. With an assumption

that the energy loss is continuous, total range can be calculated from the plot

of stopping power as a function of energy. Knowledge of stopping powers and

ranges is important in both ion beam analysis and materials modification.

1.2.1 Sputtering

Sputtering is a process of removal of material from the surface of solids be-

cause of the impact of energetic particles. This phenomena is characterized

by sputtering yield (Y), which is described as

Y= mean number of emitted atoms / incident particles

The sputtering yield depends upon the structure and composition of target

material, and also on the parameters of incident ion beam and the experi-

mental geometry.

In the sputtering process, atoms are ejected from the outer surface layers.

The bombarded ion transfers energy during collisions to the target atoms.
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These atoms recoil with sufficient energy which in turn create more recoils.

Few of the backward recoils approach the surface with enough energy to

escape the solid. Various complex series of collisions are involved in the

sputtering process. These collisions involve a series of angular deflections

and energy transfer processes between many atoms in the solid. The most

important parameter in this process is the energy deposited at the surface.

The sputtering yield is proportional to the number of recoiled or displaced

atoms. If the linear cascade regime is considered, then the energy deposited

per unit depth during nuclear energy loss process is proportional to the num-

ber of recoils.

Y = ∆FD(E0) (1.2)

where FD (E0) is the energy deposited per unit length in the nuclear process

at the surface, and ∆ is the material factor.

FD (E0) depends upon the type, energy and direction of the incident ion as

well as the composition of the target. FD (E0)=α N Sn(E0), where N is the

atomic density of the target atom, α is the correction factor which depends

upon the angle of incidence of the beam to the surface and Sn(E0) is the

nuclear stopping cross section at the energy E0

1.2.2 Theory of pattern formation

Ion beam sputtering is determined by the atomic processes that take place

within a finite penetration depth of a bombarded material. Pattern formation

due to ion beam sputtering can be understood through the Sigmund model

demonstrating the instability of a planar surface to uniform ion beam erosion.

Sigmund Theory Of Sputtering

The erosion rate due to ion bombardment on a surfaces is dependent upon

the sputtering Yield Y. For the calculation of the yield and prediction of the
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Figure 1.3: Schematic illustration of the energy distributed by an incident
ion.

surface morphology due to ion bombardment, understanding of sputtering

mechanism is important. Consider an ion that penetrates a distance “a”

inside the bulk of the target material, before losing or spreading out its

kinetic energy. It releases its energy at point P in the solid which contributes

some energy at point O on the surface. At the surface point“O” the atoms

will break their bonds and either leave the surface or diffuse along. The

average energy E (ŕ) deposited at the point O due to the ion that reached

point P is given as:

E(ŕ) =
ǫ

(2π)3/2σµ2
exp

−ź2

2σ2
−
x́2 + ý2

2µ2
(1.3)

where ź is the distance measured along the ion trajectory and x́, ý are mea-

sured in the plane perpendicular to it. ǫ is the kinetic energy of the ion, and

σ, µ are the widths of distributions in the directions parallel and perpendic-

ular to the incoming beam respectively.

The energy distribution presented in eq. 1.3 reflects the scenario where the
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mass of projectile (M1) is larger than the target mass (M2). Sigmund [31,32]

and Winterbom [33] showed that the electronic stopping does not affect the

shape of the deposited energy distribution. Monte Carlo simulations of the

sputtering processes have demonstrated that the deposited-energy distribu-

tion and damage distribution can be well approximated by a Gaussian as

presented by eq. 1.3. Many ions penetrate the solid at different points. The

velocity of erosion, v, at O is dependent upon the total energy E contributed

by all ions deposited within the range R as per the following equation.

v = p
∫

R

drΦ(r)E(r) (1.4)

here, φ(r) is the local correction to the uniform flux J of the bombarding

ions and p is the material constant that depends upon the surface binding

energy and scattering cross-section [31,32]. In order to calculate v following

assumptions are made

1. (x,y,z ) surface in laboratory fame can be described by a single value

height function h(x,y,z,t) at time t measured from an initial flat con-

figuration which lies in the (x,y) plane

2. The angle between the ion beam direction and the local normal to the

surface is a function of the angle of incidence θ and the value of the

slopes dxh and dyh. Under these assumptions the above equation can

be expanded as

dh

dt
= −v0 + γ

dh

dx
+ vx

d2h

dx2
+ vy

d2h

dy2
+
γx

2

(

dh

dx

)2

+
γy

2

(

dh

dy

)2

−Dx́
d4h

dx4
−Dý

d4h

dxy
(1.5)

v0 is the erosion rate, second term represents the uniform motion of the

surface feature along the x direction. vx and vy represent the ion induced
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Figure 1.4: Schematic illustration of the physical origin of the instability
during ion erosion of nonplanar surfaces. A surface element with convex
geometry (a) is eroded faster than that with a concave geometry (b) due to
the smaller distances (solid lines) the energy has to travel from the impact
point to the surface (A or A′ points).

surface tension. γx and γy characterize the slope dependence of the erosion

rate, while Dx́ and Dý are the ion-induced effective surface diffusion coeffi-

cients. The coefficients vx and vy were first calculated by Bradley and Harper

(BH) [34]. The evolution of a surface morphology is an effect of sputtering

yield, which is strongly dependent on the nature of the surface topography.

The origin of nanostructures and ripple formation during ion sputtering is

an ion-induced instability which is caused by the competition between the

erosive and diffusive processes undergoing on the surface. Fig. 1.4 shows two

surfaces of ion bombardment (a) valley and (b) crest. The erosion velocity

normal to the surface at a point (x, y) at the surface is proportional to the

total energy deposited there from ion impacts at nearby points. As shown

by Sigmund ( [31]) the energy density deposited at point A due to the ions
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striking at B is larger than the energy deposited at A′ due to the ions striking

B′. This is due to the fact that A′B′ > AB and leads to the valleys getting

eroded faster than the crests. The difference in height of valley and crest

leads to a negative surface tension and is expressed by negative vx and vy

coefficients in the equation 1.5. At short wavelength this instability is bal-

anced by surface diffusion.

In the present thesis natively oxidized SiOx and TiO2 surfaces have been

investigated after their irradiation with low energy ion beam.

1.3 UV Illumination of Surfaces

When a semiconductor is illuminated with light, its electrical conductivity is

increased due to the generation of additional free electrons and holes in the

semiconductor. However, semiconductors are sensitive to a certain spectral

band due to their intrinsic band gap (Eg) energy. Ultra Violet (UV) irradi-

ation of a semiconductor causes band gap excitations and leads to a charge

separation followed by scavenging of the electrons and holes by absorbed

species on the surfaces. High-energy UV photons have the ability to break

up molecular organic bonds on the surface, thus leading to the creation of

open bonding sites. These sites strive to return to a chemically stable condi-

tion. The atmospheric oxygen molecules which are adsorbed on the surface

react with these bonding sites. These open bonds are saturated and new

compounds are created on the surface. As a result of the UV treatment

under normal ambient atmosphere, formation of hydroxyl, carbonyl and car-

boxyl groups have been reported [35]. Surfaces can be cleaned and modified

by short wavelength, UV light, for enhancement of adhesion, deposition and

sticking properties.

Advantages of UV illumination method

1. Improved wettability due to higher surface energies
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2. Environmentally friendly because of no use of chemicals.

3. Gentle on the materials.

4. Simple method.

Photo-excitation of semiconductor oxides by UV illumination produces elec-

tron/ hole (ecb /h+
vb ) pairs. The electron in the conduction band ecb can

reduce molecular oxygen to produce superoxide anion radical (O2 ·−). Holes

in the valence band h+
vb have the potential to oxidize surface adsorbed H2O

or hydroxyl groups to generate HO· radicals [36].

Band Gap(Eg)

Reduction

Oxidation

H2 O + h +

O2
−

Conduction Band

Valance Band

−ecb

vbh+

UV

OH. + H vb

 + ecb
− O 2

+

.

Figure 1.5: A schematic diagram showing the effect of UV irradiation on a
semiconductor

These reactive states determine the ability of biomolecules to bind with the

surface.

In the present thesis TiO2(110) surfaces have been modified with UV irra-

diation technique. UV illumination of TiO2 also leads to the generation of

oxygen vacancy sites. These sites have high affinity towards the chemisorbed

water from the atmosphere and result in the formation of hydrophilic do-

mains. The hydrophilic domains have their origin in the polar surface chem-
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ical functionalities created due to UV irradiation. The induced hydrophilic

states are unstable and revert to the initial hydrophobic state with time [37].

These hydrophilic states created after the hydroxyl adsorption, make the

surface energetically unstable. As oxygen adsorption is thermodynamically

favored, oxygen is more strongly bonded on the defect sites than on the hy-

droxyl groups. Consequently, the hydroxyl groups adsorbed on the defective

sites can be replaced gradually by oxygen atoms when the UV-irradiated

surfaces are placed in the dark [38]. Heat treatment can also accelerate the

elimination of surface hydroxyl groups.

1.4 Plasma Etching

Plasma is an energetic medium, composed of electrons, positively and nega-

tively charged ions, radicals, atoms and molecules, which can be generated

by an energetic source [39]. Modifications of a solid substrate by utiliz-

ing plasma exposure is used for etching, cross linking, surface orientation

and pre-deposition processes [40,41]. The plasma exposure induces physico-

chemical changes on a polymeric surface. Polymers have low density, high

flexibility and can be easily manufactured. They are important in coating,

bio-application etc. However these surfaces need modifications in order to

have appropriate wettability, bio-compatibility, transmission of gases within

their micro-channels, as well as good adhesive and frictional properties. The

interaction of plasma with the polymer surface causes separation of hydrogen

from polymeric chains and creation of free radicals. In addition to the sur-

face chemistry, plasma treatment also affects the surface topography, [42,43]

which modifies the wettability properties of the surface. Plasma etching of

polymers creates active sites, which are subjected to atmospheric reactions.

This leads to aging of the polymer, an effect which is controlled by external
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parameters like adsorption and oxidation as well as internal influences of re-

structuring and diffusive properties of the polymer [44]. Plasma treatments

thus can be used to modify the surface properties of polymers to improve

their performance in various applications. Hydrophilization of polymers by

oxygen or nitrogen plasma has been used in various applications. Plasma hy-

drophilization can improve the bio-compatibility of the polymers [45], affect

the density of attached cells [46, 47] as well as enhance adsorption of pro-

teins [48]. Furthermore, plasma hydrophilization can be used for improved

adhesion and bonding of polymers.

In the present thesis, plasma etching technique has been utilized for modi-

fying the PDMS surfaces. PDMS is an extremely hydrophobic and chemically

inert polymer due to the closely packed methyl groups on its surfaces. The

extreme hydrophobicity limits its use in many biological devices. However

PDMS is also flexible and nontoxic material which is extensively used in

many medical applications.

Exposure of the PDMS to high energy gaseous plasma [50,51] is an effective

and most direct method to enhance its biocompatibility. Energetic photons,

electrons or ions found in a plasma break bonds within the polymer back-

bone. Carbon-containing fragments leave the surface in the form of volatile

organic species, while low-molecular weight polymer chains and stable radi-

cals remain on the polymers surface. Silicon and oxygen radicals recombine

through bridging Si-O-Si bonds creating an oxygen enriched silica-like layer

on the surface [52–54]. The formation of a silica-like layer results in a decrease

in its hydrophobicity thus increasing its ability to maintain electro-osmotic

flow and cellular adhesion. However this hydrophilic surface is transient, as

the polymer can undergo hydrophobic recovery [55–57]. Two main reasons
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Figure 1.6: Layered structure of plasma treated PDMS [49].

for the hydrophobic recovery of the polymer surface are the movement of

polar groups from the surface towards the bulk which reduces the surface

energy, and diffusion of polar chemical groups in the polymeric matrix [58].

1.5 DNA Interaction With Surfaces

Deoxyribonucleic acid (DNA) is a long double helix linear polymer found in

the nucleus of a cell. It is composed of nucleotides and is associated with the

transmission of genetic information. DNA is composed of negatively charged

backbone PO−
4 , four nitrogen base ( A, T, G, C) attached with the sugar

molecule. Its interaction with surface is the foundation of modern microar-

ray and bio-sensing technologies. These are widely used in applied genomics

for genotyping, drug discovery, gene expression profiling etc. [9,10,12,13,59].

There are mainly two important mechanisms for immobilization of DNA on

the surfaces

15



(a) Physical adsorption

(b) Covalent immobilization

Physical adsorption is the simplest of all immobilization methods as it is

based on the ionic interactions that occur between the negatively charged

groups present on the DNA and the surface charges. As each molecule can

form many contacts in different orientations to minimize repulsion, the im-

mobilized DNA is likely to be randomly oriented.

Chemisorption and covalent interactions are the two common covalent at-

tachment methods for immobilization of DNA on the surfaces. It requires

chemical modification of the surfaces and involves various functional groups

for the attachment.

Theory of Interaction

A negatively charged DNA interacts with a positive charged surface by means

of physical adsorption, however for the adsorption of the negatively charged

DNA on negatively charged surface, a charge-inversion is essential. A brief

discussion on this charge inversion for adhesion of DNA on negatively charged

surfaces like SiOx, is given here. The charge inversion is promoted by the

presence of cations, e.g divalent Mg cations, in the buffer solution. The self

assembly of the DNA on the surfaces is then produced by the weak elec-

trostatic interaction between the DNA and the surface via formation of an

electrical double layer. The concept of electrical double layer (EDL) plays

an important role in the interaction of DNA with any surface. On a surface

charged- centers can be present at various locations, like on oxygen in oxides.

On the other hand, in the solution there are two types of ions, which are usu-

ally defined with respect to the sign of charges on the surface. Ions having
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same sign, as the surface charges, are called co-ions whereas those of oppo-

site sign are counter-ions. To satisfy the charge neutrality condition for the

full system (surface and solution) more counter-ions than the co-ions will be

attracted to the surface. Simultaneously, however, due to the thermal move-

ment of the ions in solution, the co-ions and counter ions also extend over

in the solution and form a diffused-extended layer [60]. This extended layer

along with the surface charge centers form the electrical double layer (EDL).

This is also common in biological and artificial membranes [61] in liquid crys-

tals [62], clays [63] and solid electrolyte [64]. Negatively charged DNA in the

buffer containing divalent Mg2+ counter-ions form a diffused extended- layer

in the solution. This layer on a negatively charged surface will constitute an

electrical- double- layer. A simple 2D model with a negatively charged DNA

as well as negatively surface is shown in fig. 1.7.

++

++

++ ++

++

dX

Surface

DNA Site

Figure 1.7: Interaction of DNA with negatively charged surfaces.

The divalent Mg2+ ions act as counter-ions and are relatively more strongly

attached to the surface. The electrical -double layer thus formed, promotes

the DNA binding on the surface. Formation of the electrical double layer

with mobile divalent ions placed between two charged surfaces, e.g. DNA

and negatively charged surface creates a double- layer force. This force is

primarily composed of two factors namely an electrostatic repulsion between

the counter- ion clouds and a thermal pressure. This is a many body prob-
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lem and the force can be derived by solving the Poisson- Boltzmann (PB)

equation. The PB equation, however, becomes one-dimensional due to trans-

lation invariance. Considering the surface (with charge density σs) and DNA

(with charge density σd) as two charged planes located at x = 0 and d, re-

spectively, n(x) as the external charge density and φ(x) as the electrostatic

potential due to the two charged surfaces, PB equation for a single plane can

be written as:

∂2φ(x)

∂x2
+ κ2 exp−φ(x) =

lb
z
n(x) (1.6)

The normalized dimension-less electrostatic potential φ(x) = eψ(x)/kBT . ψ

is the electric potential, z is the valency of the ions, kB is the Boltzmann

constant, T is the temperature, e is the electron charge, Bjerrum length

lb = e2

ǫkBT
, ǫ is the dielectric constant, and κ is a constant that depends

on the boundary conditions. With boundary conditions ∂φ(x)
∂x

= σslb
ze

at the

surface and ∂φ(x)
∂x

= σdlb
ze

at the DNA, the pressure P(d) between these two

planes separated by distance d is given as:

P (d) =
kBT

dlb

∫

∂x

[

1

2
(
∂φ

∂x
)2 −

∂

∂x
(
∂φ

∂x
)

]

(1.7)

The first term of the integral is the repulsive term due to the thermal pressure

of the counter-ions. One notes that it produces repulsive thermal pressure

even for two oppositely charged-layers at small d. Hence, the repulsive force

is present even when surface charge is partially reversed due to the presence

of divalent cations. The second term is due to the electrostatic stress of the

counter- ion clouds and is attractive in nature. It is important to note that

P (d) does not depend on bulk ion concentration, though it depends signif-

icantly on the valence (z) of the counter- ions. The pressure P (d) will be

positive when force is repulsive and it will be negative for the attractive force.

Moreover at lower d, repulsion is more significant whereas at larger separa-
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tions attraction becomes important. Some correlations among counter- ions

can also generate stronger short- ranged electrostatic force which produce

attractive interactions between DNA and surface. A stable configuration is

produced when the electrostatic attraction overcomes the thermal repulsion.

The adsorption of DNA on a surface is assisted by a weakening of the repul-

sive thermal pressure conjugated with an increasing attractive interaction.

This is primarily controlled by the ratio of the surface charges. In the exper-

iments it is tuned by modifying DNA concentration in the buffer solution.

Attractive short- ranged electrostatic force, between DNA and surface, can

also be produced by correlations among the counter- ions. The ionic strength

of the ions is a significant parameter in this process since the screening of

counter- ion charges can effect this interaction. The screening length of the

electrostatic potential in water is described by the Debye length λD ∼ 0.33 nm√
I

,

where I ( ∼ 0.5
n z2 ) is the ionic strength of a solution and n is bulk concentra-

tion of the ions. Thermal vibrations at ambient temperatures can also effect

this attraction force. λD is greater than the average separation between the

charges on the DNA or surface (∼ 1 nm) when ionic concentrations are small

(I < 0.1 M). Under this situation it has been shown that the divalent ions

will be effected by each other as well as by the negative charges on the DNA

and the surface. Correlations between the counter-ions will be strong in this

case exhibiting some staggered geometries for the divalent ions. These cor-

relations lead to short ranged attractive interactions between DNA and the

surface. The interactions can lead to 2-dimensional DNA network on the

surfaces. Depending on the concentration of DNA and cations in the buffer,

isolated DNA structures or 2-dimensional DNA networks can be obtained.
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1.5.1 Interaction with Mica surface

Mica is an atomically smooth and chemically inert surface. It has been ex-

tensively utilized for DNA immobilization studies [65–67]. With immense

literature present for DNA adsorption on Mica surfaces, it presents a good

reference substrate for DNA adsorption studies. Cleaved surface layers of

Mica are negatively charged due to the deficiency of K+ ions [66]. For inter-

acting negatively charged DNA with these surfaces, presence of cations, as

discussed earlier is necessary. The interactions occur through charge inver-

sion and formation of electrical double layer. Divalent cations like Mg2+ have

also been used in charge inversion for adhesion of DNA on mica surfaces [66].

Following image (fig. 1.8) shows scanning probe microscopy (SPM) images

of Plasmid DNA and the Branched DNA on mica surfaces. The figure shows

isolated (fig. 1.8(a)) as well as 2-dimensional (fig. 1.8(b)) of Plasmid DNA

on the mica surface. Weather one obtains isolated DNA or a network of DNA

depends on the concentration of DNA and Mg2+ cations in the buffer. Fig.

1.8(c) displays a Branched DNA structure. Both these DNA, Plasmid and

Branched DNA, have been studied in the present thesis on SiOx and TiO2

surfaces, respectively.

0 nm

4 nm

0 nm

2 nm
(a)

2 nm

0 nm

(b) (c)

Figure 1.8: (a) Isolated Plasmid pBR322, (b) 2-dimensional network of Plas-
mid pBR322 (c) Branched DNA on mica surface
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1.5.2 Interaction with natively oxidised Silicon surface

Silicon is one of the most common material used to fabricate micro and

nanoscale bio-medical devices [68, 69], however it is passivated with a thin

native oxide (SiOx) layer under atmospheric conditions. The biocompatibil-

ity of this layer provides a suitable environment for the immobilization of

DNA [70]. The SiOx layer present on the natively oxidized silicon surface

is negatively charged [71]. This surface also requires presence of positively

charged cations to interact with DNA. The adsorption of DNA on the sil-

icon substrate is thus enabled by monovalent or divalent cations like Na+

or Mg2+ in the buffer which induce a charge inversion of the Si/SiOx sur-

face. The adsorption of DNA on this substrate is thus driven by electrostatic

interactions.

1.5.3 Interaction with TiO2 surface

The biocompatible property of TiO2 material makes it applicable in medici-

nal science for immunoassay, orthopedic implants, cancer treatment and drug

delivery [72, 73]. The surface modifications of TiO2 play an important role

in the immobilization of DNA on this surface. Ion irradiation and UV illu-

mination of the surface can be utilized for modification of this surface. Ion

irradiation creates oxygen vacancy states (Ti3+ ) due to the preferential sput-

tering of oxygen [74]. UV illumination of this surface leads to changes in its

chemical and physical properties which play an important role in the photo-

immobilization and binding of biomolecules [75]. Consequently the wetting

behavior of these surfaces changes from being hydrophobic to hydrophilic [76]

which promotes the attachment of biomolecules. UV irradiation of TiO2 sur-

face also causes photo-reduction of Ti4+ states to Ti3+ states, thus creating
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oxygen vacancies on the surfaces. The damaged TiO2 has defect states as

well as available dangling sites, which act as centers for photo- immobiliza-

tion of DNA [76]. Here oxygen vacancy sites also play an important role [77].

In the interaction of TiO2 surfaces with DNA, the amine base from the lat-

ter conjugate with the surface defect as well as functional groups [77, 78].

Surface functional groups, such as ≡ T iOH−
2 ,≡ T iO−, ≡ T iOH , or surface-

adsorbed water can undergo inner and outer sphere interaction with the

potential binding energy sites of exocyclic amino groups of adenine and cy-

tosine. Cleaves et.al [79] showed that the DNA is adsorbed on hydrated TiO2

surfaces through a condensation process, forming Ti-O-PO3H2 groups.

The thesis is organized in the following form. Chapter 2 discusses the exper-

imental techniques that have been utilized in this thesis. Chapter 3 presents

the results on SiOx surfaces after their nanopatterning with low energy ion

beams. Formation of nanostructures and ripples along with their interaction

with plasmid DNA have been investigated here. Structural modifications

to the morphological parameters of DNA are also presented. Roughening

behavior, wetting properties and the scaling properties of the ion irradiated

nanopatterned SiOx surfaces have been investigated in chapter 4. Modifi-

cations in the scaling and fractal properties after DNA adsorption are also

presented here. In chapter 5, nanopatterning of TiO2 surfaces during ion

irradiation with low energy beams has been investigated. The nanostruc-

tures show a shape transition at high fluences. TiO2 surfaces have also been

modified using UV irradiation and results are presented in chapter 6. The

ion beam modified as well as the UV irradiated surfaces were interacted

with branched DNA. For the UV modified surfaces, DNA condensation into

toroidal structures is observed, whereas no such formation is seen on the ion

sputtered surfaces. PDMS surfaces undergo many physico - chemical changes
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upon plasma etching. Interaction of fibroblast cells with these surfaces has

been investigated in chapter 7 and the results show enhanced adhesive be-

havior. The conclusion is presented in chapter 8.
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Chapter 2

Experimental Techniques,
Methods and Materials

2.1 Introduction

The present thesis explores modification of Natively Oxidised Silicon (SiOx),

Titania (TiO2) and Poly dimethyl Siloxane (PDMS) surfaces by ion irra-

diation, UV illumination and plasma etching. These modified surfaces are

interacted with Deoxyribonucleic acid (DNA) and Fibroblast Cell. The mor-

phological and chemical changes in these surfaces prior to and post inter-

action have been studied by utilizing the techniques of X-ray Photoelec-

tron spectroscopy, Atomic Force Microscopy, Contact angle measurements,

Fourier-Transform infrared Spectroscopy and Scanning Electron Microscopy.

Technique of ion irradiation through Electron Cyclotron Resonance (ECR)

source as well as low energy Ion source has been utilized to create nanostruc-

tures on SiOx and TiO2 surfaces. Surface of TiO2 was also modified with an

exposure of UV light. Modification in the surface of PDMS is executed by

oxygen and nitrogen plasma etching. The interaction of the plasmid DNA,

branched DNA and fibroblast cells with the surfaces post and prior to mod-

ification has been investigated here.

In section 2.2, we discuss the experimental techniques of ion irradiation, UV
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illumination and plasma etching. Section 2.3 discusses various characteriza-

tion techniques utilized in the thesis. Structures of Si, SiOx, PDMS, TiO2,

DNA and fibroblast cell are also discussed in section 2.4

2.2 Ion irradiation techniques

2.2.1 Ion irradiation with ECR

Electron Cyclotron Resonance (ECR) ion source was utilized to ion irradi-

ate TiO2 at low energy but at high fluence. This source is also called a hot

plasma ion source. Electron cyclotron resonance is a phenomenon observed in

plasma physics, condensed matter physics, and accelerator physics. In ECR

plasma source, plasma is produced by matching the cyclotron frequency of

an electron (ωcye) in a external static magnetic field, with the microwave fre-

quency (ωrf), i.e. the ECR condition (ωcye ≃ ωrf [1]). An electron in a static

and uniform magnetic field will move in a circle due to the Lorentz force. The

circular motion may be superimposed with a uniform axial motion, resulting

in a helix, or with a uniform motion perpendicular to the field, e.g., in the

presence of an electrical or gravitational field, resulting in a cycloid. The

angular frequency (ω = 2πf ) of this cyclotron motion for a given magnetic

field strength B is given as

ωrf = ωcye =
e

m
B (2.1)

e and m are the charge and mass of the electron, respectively. The plasma

electrons are confined in a superposition of an axial magnetic field compo-

nent which is produced by solenoids or permanent magnets and the radial

magnetic field of a multipole magnet. A minimum B [3, 4] structure is cre-

ated as the magnetic field has a minimum in the middle and further increases

in all directions. Thus a closed surface is created where electron cyclotron

resonance condition is fulfilled and the electrons passing through that surface
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can be accelerated resonantly. However, the high ratio of maximum magnetic

field strength to minimum magnetic filed strength i.e the mirror ratio of the

magnetic field, results in a long confinement time for the plasma electrons.

These electrons can pass the resonance region and gain high energies which

ionize the plasma atoms and ions into high charge states through successive

single ion ionization. Because of their large mass, the ions in the plasma do

not get accelerated and remain in thermal condition.

Figure 2.1: Operation and Schematic illustration of the ECR ion source set
up [1]

The plasma ions are not confined by the magnetic field but by the space

charge potential of the electrons . The confinement is not perfect and elec-

trons leave the plasma. As the plasma tends to stay neutral, ions are ef-

fectively followed by electrons. By use of a suitable extraction geometry

and application of high voltage, ions can be extracted from the ion source.

The accelerated beam quality was determined by parameters like extraction

voltage and geometry, intensity, and magnetic field in the extraction region.
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After extraction at +10KV, the beam widens up because of space charging.

Fig. 2.1 shows the schematic of the ECR ion source set up.

2.2.2 UHV Ion Gun

Thermo Scientific Ar ion source (EX03) was utilized for ion irradiation of

TiO2 and SiOx. EXO3 is an ion gun which is based on electron impact

source and is designed to be used in the presence of inert gases. The source

is installed in a UHV system with vacuum of 10−11 Torr. The vacuum is

achieved with the help of ion, turbo and rotary pump. EX03 ion gun is

mounted on a 70 mm diameter flange with a 34 mm outside diameter flange

for the gas input. The ion gun consists of two parts (a) the gas line cover

and (b) lens column.

EXO3 ionizes gas atoms in the source region of the ion gun and further ac-

celerates them. These ions are transfered to the sample via the lens column.

These ions are produced at a high positive potential and are thus accelerated

through the gun to produce a beam of ions whose energy lies between 500eV

and 3 keV. The gas is directly fed into the source region. A filament in the

source region is heated to emit electrons, these electrons are accelerated in

the source cage. The electrons traverse the source region and collide with the

gas atoms, removing electron and forming positive ions. The ions produced

in the source region are accelerated through an aperture in the extractor lens

element by a positive potential. This beam is then shaped and focused onto

the sample with the help of an electrostatic lens to control the diameter of

the ion beam. The current of the ion beam is essentially controlled by the

gas pressure and emission current. The gas pressure determines the number

of atoms within the ionization region and emission current is the electron
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current flowing from the filament to the source cage. Emission current indi-

cates the number of electrons flowing through the ionization chamber.

Figure 2.2: Schematic diagram of EX03 ion gun [2].

Schematic diagram of EX03 ion gun is shown in figure. 2.2. Specification of

EXO3 ion gun

1. Energy Range :- 0.3 to 3 keV

2. Target Current:- > 20 µA (3keV), > 10 µA(500eV)

3. Working distance :- 50 to 200 mm

4. Gas species:- inert gas

5. mounting flange :- 70 mm UHV
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EX03 UHV ion gun utilizing Ar ion source at a flux of 1 × 1013 ions/cm2 sec

with the beam size of 30 mm diameter was utilized to sputter TiO2 (110),

and SiOx single crystals at an angle of 150.

2.2.3 UV illumination Lamp

Chemical modifications have also been achieved by utilizing UV light to

create new functional groups on the surfaces. High-energy UV photons break

up molecular organic bonds on the surfaces. The opened bonding sites strive

to return to a chemically stable condition as quickly as possible. These

open bonds are saturated by the atoms and radicals formed from ambient

oxygen due to UV radiation and new compounds are created on the surface.

Hydroxyl, carbonyl and/or carboxyl groups created as a consequence of UV

irradiation have higher polar character, effecting the wetting and surface

energy properties of the surface.

In the present thesis a EiKO F15T8/BLB 18 inch, 15 watt tube, with a T-8

bulb and G13 base is utilized to modify TiO2 surfaces. This lamp is a blue

black UV (365 nm) lamp with a mercury content of 5 mg.

A typical UV lamp is shown in fig. 2.3.

Figure 2.3: UV lamp
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2.2.4 Plasma Reactor

Plasma medium and its properties are mainly described by its temperature

and electronic density. Electrical discharges are commonly used to produce

a plasma from a gas. These plasma can be divided in two categories: equi-

librium and non-equilibrium plasma. The glow discharge plasma is a non-

equilibrium plasma in which the electrons are hotter than the ions. They can

be produced by an electric field (DC or alternating) which delivers energy to

the gas to ignite the plasma and maintain it. One of the most used configu-

rations is the radio-frequency (RF) discharge between two plane electrodes.

In this configuration, the plasma is capacitively coupled and the power sup-

ply interacts with the plasma almost exclusively by displacement current [5].

The advantage is that one can use the plasma even with electrodes covered

by an insulating material. The frequency range is from a few kHz to 200

MHz but the usual frequency used for RF discharge plasma is 13.56 MHz [6].

The RF plasma being a non-equilibrium plasma has hot electrons (Te few

eV), ions and neutral species at the gas temperature. At megahertz frequen-

cies, only electrons follow the electric field oscillations [6]. A non-reactive

gas is introduced into the discharge, in the inter-electrode space. Atoms or

molecules are dissociated and (or) ionized by the electronic collisions to form

ions or radicals. These ions and radicals can stay in the plasma and react

with other species, or they can diffuse to the reactor walls and to substrate.

The radicals and the ions react with the substrate (and walls) surface and

modify it. Volatile components can be created that will leave the surface.

This results in an etching of the surfaces exposed to the plasma. The prin-

ciple of operation of rf capacitively coupled plasma reactor is represented in

fig. 2.4.

The plasma treatment of PDMS was carried out in a plasma reactor (M-

PECVD-1A [S]). The samples were placed on the substrate holder inside the
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Figure 2.4: Radio-frequency, capacitively coupled plasma reactor, principle

reactor chamber. The reactor was evacuated to 0.1 Pa during the rough-

ing stage and the desired process pressure was obtained through closed loop

pressure control during which the pressure was maintained by butterfly valve.

Capacitively coupled RF discharge at the frequency of 13.56 MHz was cre-

ated by supplying 50 W power between the powered electrode and grounded

electrode by ionizing the process gas that was supplied to the reactor at the

flow rate of 10 sccm. The polymer samples were exposed to the plasma for

the desired time (1 min/5min) at the pressure of 20 Pa.
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2.3 Characterization Technique

2.3.1 X-Ray Photoelectron Spectroscopy -(XPS)

XPS is a surface sensitive spectroscopic technique which measures the ele-

mental composition, chemical state, empirical formula and electronic states

of the elements that exist within a material. XPS is also called ESCA (Elec-

tron Spectroscopy For chemical analysis). In 1981 Siegbahn won the Nobel

Prize for his contribution to the field of XPS [7]. It is a very helpful technique

in obtaining information about oxidation states and atomic composition of

the analyzed compounds. XPS involves a single electron process which is

based on photo-electron effect described by Albert Einstein. This technique

is used to measure:

1. Elemental composition of the surface (top 0 to 10 nm usually)

2. Empirical formula of pure materials

3. Elements that contaminate a surface

4. Chemical or Electronic state of each element in the surface

5. Uniformity of elemental composition across the top surface (line profil-

ing or mapping)

6. Uniformity of elemental composition as a function of ion beam etching

( depth profiling )

The spectra are obtained by irradiating a solid surface with a beam of X-rays

and then measuring the kinetic energy of the electrons that are emitted from

the top 1-10 nm of the material. A photo-electron spectrum is recorded by

counting ejected electrons over a range of electron kinetic energies. Peaks

appear in the spectrum from atoms emitting electrons of a particular char-

acteristic energy. The energies and intensities of the photo-electron peaks
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enable identification and quantification of all surface elements (except hy-

drogen and helium) [8]. Photoelectric effect is the fundamental basis of the

XPS technique.

As shown in the figure. 2.5, incident photons (of energy hν) are absorbed

1s

2s

2p

Photoelectron
X−RAY source

FERMI LEVEL

VACUUM LEVEL

BINDING  ENERGY

Figure 2.5: Schematic of core level X-ray photo-electron emission process

by various atoms or molecules leading to the ionization and the emission of

a photo-electron.

M + hν →M+ + e− (2.2)
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Based on the principles of conservation of energy, the above equation can be

interpreted as follows:

hν −E(e−) = E(M+) −E(M) (2.3)

where E(M) and E(M+) are the energies of the atom or molecule M and

the ion M+ formed by ionization, and E(e−) is the kinetic energy of the

photo-electron. Since hν is known and E(e−) can be measured, the difference

between the energies of the ion and the original molecule can be calculated.

The difference in energy between the ionized and neutral atoms is generally

referred to as the binding energy (BE) which leads to the following equation.

KE = hν −BE (2.4)

The BEs in solids are measured with respect to the Fermi-level of the solid,

rather then the vacuum level. From the energy diagram shown in figure. 2.6,

it is observed that an additional energy is required to raise an electron from

the solid to the energy level corresponding to an electron at rest in vacuum.

This energy difference is referred to as the work function φ . Thus the above

equation can be expressed as

KE = hν −BE − φ (2.5)

Where φ is the work function of the spectrometer as illustrated from the

calculations of the Figure 2.6.
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Figure 2.6: Typical schematic to evaluate the Binding energy, BE of the
electron inside the atom

XPS instrumentation( as shown in fig. 2.7 ) consists of an X-ray source, a

sample, an electrostatic lens system, an electron energy analyzer, an electron

detector and a computer system for data collection and processing [9, 10].

Analysis is done in an Ultra-High Vacuum so as to remove adsorbed gases

and eliminate adsorption of contaminants on the sample. The X-rays are

generated by bombarding a metallic anode with high energy electrons (10-15

keV) and are then focused onto the sample though use of a monochroma-

tor. The energy of the generated x-rays is determined by the anode material

which is usually Al or Mg. An electrostatic lens system collects a portion
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Figure 2.7: Schematic diagram of X-ray Photo-electron system. The key
components include X-ray source, channeltron, hemispherical analyzer, and
computer system [9].

of these emitted electrons and focuses them into an electron energy analyzer

called a concentric hemispherical analyzer (CHA). This analyzer consists of

two hemispheres. Different voltages are applied to each hemisphere creating

an electric field between them. Electrons entering the analyzer with a higher

energy will contact the outer hemisphere while those with lower energy will

be attracted to the inner one. In this capacity, only electrons in a narrow

energy region, referred to as the pass energy, are able to travel the distance of

the analyzer and reach the detector. A variable retarding voltage is applied
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to a deceleration element in the transfer lens of the CHA. Therefore, only

electrons that leave the target with a specific energy enter and pass through

the analyzer to the detector. The commonly used electron detector is referred

to as a channeltron. This consists of a bent tube coated with an insulating

material which when struck by an electron emits a number of secondary elec-

trons that are accelerated through the channeltron. This process is repeated

throughout the length of the tube producing a large number of secondary

electrons and therefore an amplified signal. The spectrum is obtained by

recording the numbers of electrons as a function of the retarding voltage.

This allows the energy resolution to be constant over the entire spectrum.

XPS Spectra Analysis

The intensity of a peak depends on how the x-ray interacts with specific

electrons to cause the photoemission process to occur. The efficiency of the

photon interaction with the electron is determined by the photo-electron

cross section, σ. Each spectral line has a specific width or resolution which

is usually defined as the full-width at half maximum. There are three main

contributors that affect the photo-electron line width in an XPS spectrum.

1. Heisenberg Uncertainty principle, which states that if the lifetime (∆t)

of an atom or molecule in an electronically excited state is quite short,

the variability in its energy (∆E) is consequently greater. Thus the

broadening of the spectral line is observed (h is the planck’s constant).

∆E∆t 6
h

4π
(2.6)

2. The natural line-width of the anode material used as the X-ray source

usually limits the overall energy resolution. Thus use of a monochro-

mator does reduce line width and therefore improves the resolution.
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3. Resolution is also affected by the pass energy and slit width of the

analyzer.

XPS peaks are fitted using a convolution of a Gaussian function to account

for the principal X-ray line and instrumental response, and a Lorentzian

function to model the lifetime broadening due to the uncertainty principle.

The background shape is also as important as the line shape of the spectra.

Since X-rays penetrate far into the material compared to the depth from

which electrons of a given kinetic energy can escape, without energy loss

from the surface, thus there are changes in the background resulting from

energy loss occurring as the photoelectrons are ejected from the material.

Therefore, XPS spectra characteristically show an increase in the intensity

of the background level on the high energy side of all peaks in an XPS

spectrum. This phenomenon is a result of inelastic scattering. For instance,

only electrons close to the surface can escape without energy loss. Electrons

deeper in the surface lose energy from inelastic scattering and emerge from

the sample with reduced KE, and therefore increased BE. Electrons very deep

in the surface lose all energy and cannot escape at all. Inelastic scattering is

caused from photoelectrons traveling though the solid and interacting with

other electrons in the material. The energy loss can result from the primary

photo-electron losing energy from a single scattering event as it leaves the

sample or multiple scattering events causing secondary low energy electrons

to be ejected from the material [11, 12].

As the electrons have spin, electrons ejected from core levels with primary

quantum numbers p, d, f show two observable peaks. The separation between

the two peaks is referred to as spin-orbit coupling [13, 14]. These doublet

states are characterized by total angular momentum, j.

j = l ± 1 (2.7)
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The relative intensities of these doublet pairs can be calculated from 2j + 1.

Thus for p electrons where the angular momentum equals one, the relative

intensities are 1:2, while for d electrons the doublet pairs are in the propor-

tion 2:3 and for f electrons the ratio is 3:4.

In the present thesis XPS experiments were done using a VG system (Fig-

ure. 2.8). The base pressure was maintained at 1× 10−10 Torr. The load lock

chamber of the system has an UHV Ar ion gun. The system has twin Mg-Al

anodes X-Ray source, this source generates non monochromatic X-rays with

emission energies of 1253.6 eV and 1486.6 eV for Mg- Kα and Al- Kα lines

respectively. The hemispherical analyser attached to the system is operated

at 200 eV pass energy, for larger survey scans and at 20 eV pass energy for

high resolution scans. The instrumental resolution of the system is 0.9 eV.

All the spectra obtained from XPS, reported in the thesis are fitted using

VGX-900 software.
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Figure 2.8: XPS system at IOP

2.3.2 Scanning Probe Microscopy- (SPM)

Scanning probe microscopes (SPMs) are a family of tools that are used to

make images of nanoscale morphologies of the surfaces and structures, in-

cluding investigations at atomic scales. A physical probe is used which can

scan back and forth over the surface of a sample. During this scanning pro-

cess, computer gathers data that is used to generate an image of the surface.

In addition to visualizing nanoscale structures, some techniques of SPMs can

be used to manipulate individual atoms and move them to make specific pat-

terns. SPMs are much different than the optical microscopes where surfaces

can be visualised directly. Instead, the SPM probe feels the surface and cre-

ates an image to represent it. SPM has a probe tip mounted on the end of

a cantilever. The tip rasters the surface of the sample. When the tip is near
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the sample surface, the cantilever is deflected by a force [15]. SPMs measure

deflections caused by several forces like

1. mechanical contact

2. electrostatic forces

3. magnetic forces

4. chemical bonding

5. van der Waals forces

6. capillary forces

The deflection of the tip is measured by a laser that is reflected off the top

of the cantilever and into an array of photo-diodes (similar to the devices

used in digital cameras). There are several types of SPMs. Atomic force

microscopes (AFMs) measure the electrostatic forces between the cantilever

tip and the sample. Scanning tunneling microscopes (STMs) measure the

electrical current flowing between the cantilever tip and the sample. In 1981

invention of STM by Binning and Rohrer [16,17] at IBM zurich reserach lab

established the field of nanotechnology.

ATOMIC FORCE MICROSCOPY

The first AFM was invented by Binnig, Quate and Gerber in 1986 and

measures the interactions between probe and sample on the atomic level. It

works on the principle of measurement of the interactive forces between the

tip and the sample surface (separated by distance r) with the help of special

probes made up of elastic cantilevers with a sharp tip at the end. Force

applied to the tip by the surface, results in the bending or deflection of the

cantilever. Schematic of a typical AFM operation is shown in fig. 2.9.
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Figure 2.9: The schematic representation of the AFM operation

The interactive forces measured by AFM can be qualitatively explained by

attractive van-der-Waals forces and Pauli repulsion forces due to the overlap-

ping electron orbitals. These forces can be described by the Lennard-Jones-

potential:

U(r) = U0

{

− 2

[

r0
r

]6

+

[

r0
r

]12}

(2.8)

The first term describes the long-distance attractions caused, by dipole-dipole

interactions and the second term takes into account the short range repulsion

due to the Pauli exclusion principle. The energy of interaction is given as

WPS =

∫∫

U(r − ŕ)ηp(ŕ)ηs(r)dV dV́ (2.9)
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where ηp(ŕ) and ηs(r) are the densities of atoms in the sample and in the tip

whereas dV́ and dV are their respective volumes. The force affecting the tip

from a surface can be calculated as:

−→
F = −▽ (WPS) (2.10)
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Figure 2.10: Force (F) versus Distance (r)

Fig. 2.10 shows a force versus distance graph. Also different modes of AFM

operation are depicted in the figure.
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1. Contact mode:- In contact mode, AFM tip and sample are always in

contact. The vertical deflection ∆x of the cantilever (spring constant

k) is directly proportional to forces (F) acting on the tip. According to

Hooke s law,

F = −k∆x (2.11)

The AFM tip is brought in contact with the sample surface and is set

to scan the sample in the x-y raster pattern. A feedback loop maintains

a ’pre-set’ constant deflection (force) of the cantilever with respect to

the sample surface by moving the z scanner for each x-y coordinate.

The change in z axis corresponds with the topographical height at the

sample at each given point. By adjusting the pre-set force, the image

contrast can be varied and the damage to the sample can be minimized.

2. Non Contact Mode:-In this mode the tip hovers 50 - 150 Angstrom

above the sample surface. Attractive van der Waals forces acting be-

tween the tip and the sample are detected, and topographic images

are constructed by scanning the tip above the surface. Unfortunately

the attractive forces from the sample are substantially weaker than the

forces used by contact mode. Therefore the tip is given a small oscil-

lation so that AC detection methods can be used to detect the small

forces between the tip and the sample by measuring the changes in

amplitude, phase, or frequency of the oscillating cantilever in response

to force gradients from the sample.

3. Tapping Mode:-This mode overcomes problems associated with friction,

adhesion, electrostatic forces, and other difficulties that plague conven-

tional AFM scanning methods. The tip is placed in contact with the
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surface to provide high resolution, and then the tip is lifted off the sur-

face to avoid dragging it across the surface. Tapping mode imaging is

implemented in ambient air by oscillating the cantilever assembly at or

near the cantilever’s resonant frequency using a piezoelectric crystal.

During tapping mode operation, the cantilever oscillation amplitude

is maintained constant by a feedback loop. When the tip passes over

a bump in the surface, the cantilever has less room to oscillate and

the amplitude of oscillation decreases. Conversely, when the tip passes

over a depression, the cantilever has more room to oscillate and the

amplitude increases. When the tip contacts the surface, the high fre-

quency (50k - 500k Hz) makes the surfaces stiff (viscoelastic), and the

tip-sample adhesion forces are greatly reduced. Tapping Mode inher-

ently prevents the tip from sticking to the surface and causing damage

during scanning.

AFM analysis via Height-Height Correlation and

Power Spectral Density Analysis of Surface:

Statistical functions like Height-Height Correlation (fig. 2.11(a)) and Power

Spectral Density functions (fig. 2.11(b)) have been utilized in this thesis for

deriving the surface properties and its scaling nature. This knowledge is use-

ful in understanding the growth behavior of the surface.

1. Height - Height correlation function (HHCF): Let h(r) be the height of

a surface at position r. Mean square of height difference between two

surface positions separated by a lateral distance r provides the HHCF

(G(r)) and is given as:

G(r) = 〈[h(r) − h(0)]2〉 (2.12)
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Figure 2.11: (a) HHCF plot (b) PSD plot

For a scale invariant and isotropic surface, G(r) ∼ r2H for r≪ ξ and

G(r) ∼ 2σ2 for r≫ ξ, here ξ is the lateral correlation length and σ is

the rms roughness of the surface.

The parameter H is called the roughness exponent or Hurst expo-

nent (0< H <1), and is directly related to the local surface fractal

dimension Df . H = d +1 - Df , where d + 1 is the dimension of

the embedded space [18, 19]. The quantity ξ is the lateral correlation

length, within which the surface heights of any two points are corre-

lated. Three parameters, σ, ξ, and H, are independent from each other

and completely characterize any surface. They represent the growth

nature of the surface. A phenomenological scaling function of form

G(r) ∼ σ2

2

(

1 − exp(−(r/ξ)2H
)

can be utilized to obtain values of σ, ξ,

H [20].

2. Power spectral density (PSD) :-HHCF discusses the topographical prop-

erties of a surface in real space. Another way to understand the topog-
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raphy of a surface is in Fourier space (or reciprocal space). To consider

the frequency properties of a surface, an expression in reciprocal space

is much more informative. The most important statistical function

in reciprocal space is the power spectrum. PSD function of a surface

profile h(r) at the position r, is defined as:

PSD(κ) =
1

L

∣

∣

∣

∣

∫ L/2

−L/2

h(r) exp−iκr dr

∣

∣

∣

∣

2

. (2.13)

Here, L is the scan length and κ is the spatial frequency. The power

law decay behavior in the high κ regime indicates the nature of the

evolving surface [21].

This thesis utilizes multimode AFM (Figure. 2.12) from Bruker with a

Nanoscope V controller. AFM images reported in this thesis have been

acquired under ambient conditions in tapping mode by utilizing RTESPA

(phosphorus doped Si) tips. They have a force constant of 20-80 N/m, and

resonant frequency of 280-316 kHz. All the images were analyzed using

Nanoscope software.
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Figure 2.12: AFM system at IOP

2.3.3 Contact angle measurements

Microscopic characteristics of surface like its roughness, surface energy and

surface coating play an important role in its wetting behavior for a given

liquid. Wettability studies involve measurement of contact angles. Small

contact angles (θ < 900) correspond to high wettability, whereas large contact

angles (θ > 900) show low wettability. The contact angle is defined as the

angle formed by the intersection of liquid- solid interface and the liquid -

vapor interface, which is geometrically acquired by applying a tangent line

from the contact point along the liquid -vapor interface in the droplet profile.
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The interface where solid, liquid and vapor co-exist is referred to as the

three-phase contact angle. When a liquid spreads on the surface, a small con-

tact angle is observed, while a large contact angle is measured if liquid beads

on the surface. The shape of the liquid droplet is determined by the surface

tension of the liquid. For pure liquid each molecule in the bulk is pulled

equally in every direction by the neighboring liquid molecules, resulting in

a net zero force. Molecules exposed on the surface do not have neighbor-

ing molecules in all direction, thus the net force experienced by the surface

molecule is not balanced and results in creation of internal pressure. This in-

ternal pressure leads to the contraction of the liquid (decrease in the surface

area), so as to maintain the lower surface free energy. The intermolecular

force that contract the surface is called surface tension and is responsible for

the shape of the liquid droplets. In practice certain external forces such as

gravity can also deform the droplet. Thus, contact angle is determined by a
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combination of surface tension and external forces. Thomas Young in 1805

described the contact angle (θy) of a liquid drop on an ideal solid surface. It

is defined by the mechanical equilibrium of the drop (Figure. 2.13) under

the action of three interfacial tensions [22].

γLV cosθy = γSV − γSL (2.14)

Here γLV is the surface tension for liquid vapor interface, whereas γSV and

γSL are the surface tensions for solid vapor and solid liquid interface.

The most widely used technique of contact angle measurement is a direct

measurement of the tangent angle at the three-phase contact point on a ses-

sile drop profile. The equipment consists of a horizontal stage to mount a

solid sample, a micrometer pipette to form a liquid drop, an illumination

source, and a telescope equipped with a protractor eyepiece. The measure-

ments are achieved by simply aligning the tangent of the sessile drop profile

at the contact point with the surface and reading the protractor through the

eyepiece (Figure. 2.14).

The contact angle measurements have been performed on SiOx surfaces as

well as on PDMS surfaces at ambient humidity and temperature. For SiOx

surfaces wetting properties have been investigated with water droplets on

Dataphysics 0CA15EC system. Contact angle goniometer in static mode

was used for sessile drop method. For wetting studies of PDMS surfaces,

three liquids namely deionized water, formamide and diiodomethane were

utilized. Sessile drop wetting studies were performed on Rame-Hart 500-F1

advanced goniometer (Rame-Hart Instrument Co., Netcong, NJ, USA).
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2.3.4 Fourier Transform Infrared (FT-IR) Spectroscopy

Infrared radiation is electromagnetic wave whose wavelength is longer than

red end of the visible light and shorter than microwave. Infrared spectrum is

divided into three regions (a) far infrared (wavenumber 400-100 cm−1) (b)

mid infrared (400- 4000 cm−1) and (c) near infrared (14285-4000 cm−1) [23].

Light interacts with the molecules in various manners, for instance by absorp-

tion, scattering, reflection etc.. The absorption of the radiation by matter

leads to the vibrations of the chemical bonds. A molecule absorbs energy

and this causes the intermolecular distance between the atoms to change.
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Figure 2.15: Types of Vibrations [24]

This energy is called the vibrational energy. The oscillations of atoms which

correspond to the normal modes of vibration can be categorized in two forms.

1. Stretching:- It is a symmetric or antisymmetric movement of atoms

along the bond axis

2. Bending:- This vibration occurs when the bond angle between two

atoms or group of atoms changes relative to the remaining molecule.

These motions are known as scissoring, wagging, rocking, and twisting.

Figure. 2.15 shows the stretching and bending modes [24].
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Fourier Transform Infrared Spectroscopy (FT-IR) utilizes IR radiation to

obtain information on the vibrational modes of the molecule through fourier

tranforming the signal from sample. The apparatus is comprised of a source,

beam splitter, two mirrors, a laser and a detector (fig. 2.16). The source

emits infrared light which is aimed at the beam splitter. As its name im-

plies, the beam splitter separates the infrared beam into two separate beams.

One of which passes on to a stationary mirror and the other to a moving

mirror. The moving mirror travels at a constant velocity, which is timed

according to the laser wavelength in the system. Both beams from the two

mirrors are reflected back to the beam splitter where they are recombined.

The beam from the moving mirror travels a different distance in comapari-

sion to beam from the stationary mirror. This creates an interference pattern

called an interferogram as some of the wavelengths combine constructively,

while others combine destructively. At this point the combined beams are

aimed at the specimen. As the beam interacts with the specimen, some of

the energy is absorbed and the remaining energy is transmitted through the

specimen. The transmitted energy is then measured by the detector which

analyses every wavelength simultaneously. To obtain the infrared spectrum,

the detector signal is sent to the computer, and an algorithm called Fourier

transform is performed on the interferogram to convert it into a single beam

spectrum [24]. This is a transmittance spectrum and by taking the log10

of this spectrum an absorbance spectrum can be obtained. The resulting

spectrum display the molecular absorption and transmission features, creat-

ing a molecular fingerprint of the sample [25]. This allows identification and

quantification of the materials in the substance. FTIR involves the twisting,

rotating, bending, and vibration of the chemical bonds. If incident infrared

radiation has intensity Io, and I is the intensity of the beam after it interacts

with the sample then the plot of I/Io as a function of frequency of light gives
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Figure 2.16: Experimental setup schematic of FT-IR

a spectrum, which can be in three formats: transmittance, reflectance, and

absorbance. The multiplicity of vibrations occurring simultaneously produce

a highly complex absorption spectrum. This is a unique characteristic of the

functional groups of the molecules present. A detector is used to measure

the intensity of light after it interacts with the sample.

The effects of various plasma treatments on the surface chemistry of PDMS

have been investigated using Fourier transform infrared (FTIR). Spectra

of untreated and modified polymers were obtained in attenuated total re-

flectance (ATR) mode using a Thermo Nicolet Nexus 870 FTIR system

(Thermo Nicolet Corporation, North America, Madison, WI) equipped with

ZnSe crystal. They were recorded in the range of 4000-600 cm−1 with a

resolution of 4 cm−1.
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2.3.5 Scanning Electron Microscope -(SEM)

The fundamental principle of Scanning Electron Microscopy (SEM) is the

interaction of high energy beam of electrons with the sample producing a

multitude of signals that contain information about the sample’s surface to-

pography and other properties such as electrical conductivity etc..

When electrons interact with a surface, they interact with the atoms of the

specimen via elastic and inelastic scattering processes. The incident electron

which undergoes elastic scattering, continues in its path after the interac-

tion without losing kinetic energy. During inelastic scattering, the incident

electron loses a part of its kinetic energy and can activate other electrons or

excite atoms of the specimen.

On a basic level, the SEM is composed of a column, specimen stage and num-

ber of detectors. Column consists of electron gun, scanning coils, aperture

and magnetic lens (fig. 2.17). The electron beam is created by the electron

gun situated at the top of the column. The electron guns can be categorized

into thermionic guns and field emission guns (FEG). The generated electrons

are accelerated down. These electrons pass through a combination of lens

and apertures to produce a focused beam of electrons which becomes incident

on the surface of the sample.

The magnetic lenses in SEM play the same role of the optical lenses in a tra-

ditional microscope. They can control/manipulate the electron beam. The

diameter of the electron beam on the sample surface defines the resolution

of the microscope. The smaller the diameter, the better is the resolution.

Specimen stage is the place where the sample is mounted. The specimen in

SEM is usually fixed to a stub consisting of a metal disc, which is mounted on

the stage. This stage allows the linear x,y,z movements and rotations around

a vertical and a horizontal axes of the specimen. The position of the electron

beam on the sample is controlled by the scan coils situated above the objec-
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Figure 2.17: Experimental setup schematic of SEM

tive lens. These coils allow the beam to be scanned over the surface of the

sample. The scanning or rastering of the beam enables the information from

the sample surface to be collected [26]. The whole column, electron gun and

the specimen chamber are placed in vacuum. Interaction of electrons with

the surface produces a variety of signals like secondary electrons (SEs), back-

scattered electrons (BSEs), characteristic and bremsstrahlung X-rays, Auger

electrons, light (cathodoluminescence), specimen current, electron beam in-

duced current (EBIC) (in semiconductors) and transmitted electrons (thin

samples).

The surface morphology of the untreated and plasma treated PDMS were

examined with Jeol JSM-5800 (JEOL, Tokyo, Japan) scanning electron mi-

croscope (SEM). Samples were coated with a thin conductive layer of gold

in vacuum conditions prior to analysis.
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2.4 DNA Structure and Crystal Structure

2.4.1 Structure of Deoxyribonucleic acid (DNA)

DNA subunits

−

−

O
CH2

Pentose
sugar

phosphate group

Nitrogenous Base

||
O

O−P−
|
O

O

Figure 2.18: Nucleotide Structure

DNA is composed of monomeric units of nucleotide. Each nucleotide con-

sists of a sugar, a nucleobase and a phosphate group (Figure 2.18). The

sugar in DNA is the cyclic -D-furanose form of ribose and is referred to as

-D-2′-deoxyribose as the hydroxyl group on the 2′ carbon of the ribose ring is

replaced with hydrogen. Four major nucleobases found in DNA are derived

from the two parent compounds of purine and pyrimidine. The two major

purine bases are adenine (A) and guanine (G) whereas the two major pyrim-

idine bases are cytosine (C) and thymine (T). Each nucleobase is attached
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to the sugar through a -glycosyl C1′N linkage (N1 of pyrimidines and the N9

of purines) whereas the phosphate is attached to the sugar through an ester

bond at the 5 ′ carbon. In the absence of the phosphate group, the molecule

is referred to as a nucleoside.

A strand of DNA is formed by nucleotides covalently linking to each other

through a phosphodiester bond in which the 5 ′-phosphate group of one nu-

cleotide is attached to the 3′-hydroxyl group of the next nucleotide creating

a polynucleotide chain.

The antiparallel nature of two polynucleotide chains is the main reason be-

hind the double helix of the DNA. One chain of the helix runs in 5′to 3′

orientation whereas the other chain runs from 3′ to 5′ [27]. Figure. 2.19

shows the chemical structure of DNA.
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Figure 2.19: DNA chemical Structure [27]

In the year of 1953, James Watson and Francis Crick attempted to build

molecular models of DNA [28]. With the combination of Francklin’s diffrac-

tion patterns, and Chargaff’s rules [29], Watson and Crick (WC) proposed

the famous double helix model. This model as shown in Figure 2.20, has

following major features

1. Two long polynucleotide chains coiled around a central axis, forming

a right-handed double helix. This means that the turns are clockwise

when looking down the helical axis.
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2. The two chains are antiparallel; that is, each chain has a specific ori-

entation, and these run in opposite directions.

3. The bases of both chains are flat structures, lying perpendicular to the

axis. They are stacked on one another, 0.34 nm apart, and are located

on the inside of the helix.

4. The nitrogenous bases of opposite strands are paired to one another by

hydrogen bonds.

5. Each complete turn of the helix is 3.4 nm long. This means that just

over ten bases from each strand (10.5 bp) form one complete turn of

the helix.

6. Along the molecule, alternating larger major grooves and smaller minor

grooves are apparent.

7. The double helix measures approximately 2 nm in diameter.
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Figure 2.20: The major structural feature of WC base paired DNA [28]

DNA BASE PAIRING

Adenine (A) binds to thymine (T) whilst, guanine (G) binds to cytosine (C).

This base pairing is referred to as complementary base pairing, hence the

base pairs are called complementary base pairs. The base pairs are bound

together by hydrogen bonds. G-C base pairs are bound by three hydrogen

bonds whilst, A-T base pairs are bound by two hydrogen bonds as illustrated

in the figure. 2.21.
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A−T G−C

Figure 2.21: DNA Base Pairing.

2.4.2 pBR322

pBR322 (fig. 2.22) is a plasmid DNA and was one of the first widely used E.

coli cloning vectors. Created in 1977 in the laboratory of Herbert Boyer at the

University of California, San Francisco, it was named after the postdoctoral

researchers who constructed it. The p stands for ”plasmid,” and BR for

”Bolivar” and ”Rodriguez.” pBR322 is 4361 base pairs in length and harbors

the origin of replication of plasmid pMB1, a close relative of the plasmid

ColE1 [30].
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Figure 2.22: Plasmid pBR322 [30]

2.4.3 Branched DNA

The DNA molecule has appealing features for use in nanotechnology: its

minuscule size, with a diameter of about 2 nanometers, its short structural

repeat (helical pitch) of about 3.4-3.6 nm, and its stiffness’, with a persistence

length (a measure of stiffness) of around 50 nm. As a chemically based assem-

bly system, DNA plays a key role in bottom-up nanotechnology. The origin

of this approach started during 1970s, when an in vitro genetic manipulation

was first performed by tacking together molecules with sticky ends [31]. A

sticky end is a short single-stranded overhang protruding from the end of a

double-stranded helical DNA molecule. Two molecules with complementary

sticky ends (having complementary arrangements of the nucleotide bases)

will cohere to form a molecular complex. Sticky-ended cohesion is arguably

the best example of programmable molecular recognition: there is significant

diversity to possible sticky ends, and the product formed at the site of this

cohesion is the classic DNA double helix. The axes of DNA double helices
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are unbranched lines. Joining DNA molecules by sticky ends can yield longer

lines, perhaps with specific components in a particular linear or cyclic order

in one dimension [32]. In the figure. 2.23 a simple mechanism for forma-

A B D

Monomer  II

bDNA
Monomer  I

BC

CD AD AB

C

Figure 2.23: Branched DNA

tion of branched DNA is presented, where single stranded DNA ( A, B, C,

D) have been utilized to form multiple structures (AB, AD, CD, BD). All

these structures have sticky edges and can be used to make branched DNA

monomers.

2.4.4 Fibroblast Cell

The fibroblast cells manufacture and maintain connective tissues which are

the structural framework that support the organs of all animals. Fibrous
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proteins and ground substance secreted by fibroblast cells, forms the extra-

cellular matrix which is the basis of connective tissue. Ground substance is

composed of varying amounts of water and specialized molecules that help

determine how firm or soft the extracellular matrix will be. Thus, fibroblasts

give connective tissue its strength, form, and the ability to adhere to other

tissue types [33]. Figure. 2.24 shows a typical Fibroblast cell.

Figure 2.24: Fibroblast cell [33]

2.4.5 Silicon (Si)

Silicon is the second most abundant element in the earth’s crust by mass

but does not occur as free element. With atomic number of 14 and chemical
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symbol as Si, it crystallizes in a diamond cubic crystal structure with lattice

spacing of 5.430710 Å. The outer orbital of silicon has four valence electrons.

1s, 2s, 2p, 3s subshells are completely filled while the 3p shell has two elec-

trons. Silicon finds its major applications in electronic devices and is known

to be the one of the best materials to make transistors and computer chips.

A number of silicon compounds have important uses. Silicon dioxide (sand)

is used in the manufacturing of glass, ceramics, abrasives, food additive, in

water filtration systems, as an insulating material, in cosmetics and phar-

maceuticals (drugs), in the manufacture of paper, rubber, and insecticides.

Another important silicon group is the silicones. The silicones have an amaz-

ing range of uses. These include toys, lubricants, weatherproofing materials,

adhesives, foaming agents, brake fluids, cosmetics, polishing agents, electri-

cal insulation, materials to reduce vibration, shields for sensitive equipment,

surgical implants, and parts for automobile engines.

Silicon exhibits a special kind of face-centered cubic structure known as the

diamond lattice [34]. This lattice structure is a combination of two face cen-

tered cubic unit cells in which one cell has been displaced along the main

diagonal of the cube one-fourth of the distance along the diagonal. Fig-

ure. 2.25 shows this structure. There are eight atoms in this structure, four

from each cell. Each Si atom is surrounded by four nearest neighbors in a

tetrahedral configuration with the original Si atom located at the center of

the tetrahedron. Since Si has four valence electrons, it shares these elec-

trons with its four nearest neighbors in covalent bonds. Modeling Si atoms

as hard spheres, the Si radius is 1.18Å with a lattice constant of 5.43Å [35]

(figure 2.25).
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Figure 2.25: Crystal Structure of silicon [36].

2.4.6 Poly dimethyl Siloxane (PDMS)

Polydimethylsiloxane (PDMS) is an polymeric organosilicon compound com-

monly referred to as silicones. This polymer is mainly used in the silicon

-based organic polymer and is known for rheological properties. The poly-

mer is an optically clear, inert, non toxic and non flammable material. It

is an elastomeric silicone material that is widely used for rapid prototyp-

ing microfluidic systems and cell-chip devices, due to its chemical inertia,

thermal stability, permeability to many gases, simple preparation, optical

transparency, and low cost [37]. It can be easily integrated with electrodes,
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heaters, and sensors, which are fabricated on substrates, to generate multi-

functional devices for biomedical applications [38]. Chemical formula of

PDMS is CH3[Si(CH3)2O]nSi (CH3)3, where n is number of monomer (Fig-

ure. 2.26) .

Figure 2.26: Chemical Formula of PDMS

2.4.7 Natively Oxidised Si (Si/SiOx)

The surface of Si semiconductor wafers is generally covered by a thin oxide

layer. The growth of SiOx films is due to a combination of the natural pas-

sivation in air and the effect of several production steps, such as washing,

thermal treatments, etc.. The oxide film developed under such conditions,

soon ceases to grow because it forms a solid barrier, between the semiconduc-

tor surface and the atmospheric oxygen through which ions have difficulty in

moving. With increasing industrial importance of silicon in semiconductor

devices, studies have been done by means of different surface techniques on

the nature of the Si/SiOx interface [39]. Figure. 2.27 shows the removal
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of dangling bonds by oxidation of surface. The Si/SiOx interface has been

the subject of intense study’ because of its dominant role in silicon technol-

ogy. Interaction of Si-based microelectronic and micro-mechanical systems

and their external environment are of importance when their surfaces are

in contact with an atmospheric or physiological milieu. For example the

preparation of silicon-on-insulator devices takes advantage of the strong ad-

hesion between the oxidized and hydrated Si surfaces with the crystalline

wafers, while, the implantation of Si-based devices into tissues or into the

bloodstream results in immediate protein and cell adsorption onto the ma-

terial surface. The key to successful device implantation is the ability of the

surface to control protein adsorption and, hence, guide cell assembly and

promote compatability with the surrounding tissue [40]. In both these appli-

cations, the adhesive properties of Si devices are determined by the surface

chemistry of the thin, native oxide layer SiOx that passivates the Si surface

under normal conditions [41].

Figure 2.27: Removal of dangling bonds by oxidation of surface [39].

2.4.8 Titania (TiO2)

Titanium dioxide, commonly referred to as Titania, is a non-toxic, wide

band gap semiconductor which has become one of the most-commonly inves-

tigated metal oxide systems in surface science [42,43]. Titanium dioxide is a

material that has found applications in variety of areas, including catalysis,

photo-catalysis, photovoltaics, energy storage, gas sensors and biocompatible
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materials [44–46]. TiO2 is an intrinsic n-type semiconductor that exists in

three naturally occurring crystal phases known as anatase (a = b = 3.782 , c

= 9.502 ), rutile (a = b = 4.584 , c = 2.953 ) and brookite (a =5.436 , b =

9.166 , c = 5.135 ). All three phases are composed of Ti4+ and six O2− atoms

Figure 2.28: The three polymorphs of TiO2: anatase, rutile and brookite are
shown [48]

coordinated together to form a TiO6 octahedron. Distortions in the octahe-

dra of each phase result in the formation of crystal structures that differ in

configuration from others. Both anatase and rutile have a tetragonal crys-

tal structure, while brookite is orthorhombic. Figure 2.28 shows the three

naturally occurring phases of TiO2. The band gap values of anatase, rutile
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and brookite are reported to be 3.2 eV, 3.0 eV and 3.3 eV, respectively [47].

Density of states (DOS) considerations and density functional theory (DFT)

calculations [48] have shown that anatase has an indirect band gap whereas

both rutile and brookite have direct band gap transitions. Due to its avail-

ability and stability, the rutile polymorph of TiO2 has become the benchmark

surface for fundamental studies of metal oxide.
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Chapter 3

Nano-patterning of SiOx

Surfaces with Low Energy Ion
Beams, and Their Interaction
with DNA

3.1 Introduction

Nano-structures and nano-patterned surfaces can exhibit many fascinating

properties not expressed by their bulk counterparts. The novel characteristics

are predominantly derived via low dimensional confined sizes, large surface to

volume ratio of nano-dimensional structures, changes in electronic structure

and associated modifications in variety of other properties. Possibility of tun-

ing these factors has stimulated frontier research in many disciplines. Nanos-

tructured surfaces also present several attractive and selective responses to

bio-molecular adhesion [1]. Various techniques have been utilized to control

the behavior, properties and functionality of the surfaces by locally alter-

ing the surface chemistry. Understanding adsorption of polymers and bio-

polymers on heterogeneous surfaces is of fundamental importance and is also

crucial for many applications in industry and medical fields [2, 3]. Many

characteristic properties of the biosensors and microarrays depend upon the
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surfaces they are fabricated on [4].

Ion beam irradiation (IBI) is an appealing technique for the fabrication

of nanopatterned surfaces without complex lithographic processes. It often

promotes the spontaneous pattern formation on the surfaces leading to the

creation of self organised corrugations, ripples, array of dots etc. [5, 6]. Ac-

cording to the Bradley Harper (BH) theory, pattern formation through IBI, is

controlled by surface instability that develops due to the competition between

curvature dependent ion sputtering, which roughens the surface, and various

smoothing processes [5–8]. Various parameters like the angle of incidence,

flux, fluence, energy of the ion beam, substrate temperature and beam diver-

gence induce variety of patterns on surfaces. The IBI technique provides an

efficient method for producing self assembled arrays of nanostructures over

a large area in a single technological step.

DNA is one of the nature’s stiffest polymer and its rigidity is the combi-

natorial effect of negative charges on the phosphate back bone, that electro-

statically repel each other, as well as its compressive base pair stacking. The

structural nature of DNA on any surface is thus extensively guided by the

surface- charge distribution. Flexibility and immobilization of DNA are im-

portant factors in many biological functions as well as in the development of

biosensors and medical research [9]. For cell packaging, high DNA flexibility

is an essential criteria [9].

Several top-down techniques like Dip pen nanolithography (DPN), nanoshav-

ing, nanografting, electron beam lithography (EBL), nanocontact printing,

etc. have been employed to control the immobilization of DNA on sur-

faces [10–14]. Many of these techniques crucially depend on the chemical

functionalization or prior surface processing. Interacting DNA with sili-

con oxide based materials display many attractive behaviors [15–19] and

SiO2 nanoparticles functionalized with DNA demonstrate biosensing proper-
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ties [15, 16]. Teshome et.al. have investigated the alignment of synthesized

DNA on the nano patterned natively oxidised SiOx surfaces [20]. Studies of

DNA adhesion on TiO2(110) surfaces by Majumder et.al. show that chem-

ical interactions and associated charge transfer play important role in these

processes [1].

Present chapter investigates the nano-patterning of natively oxidized Sil-

icon (Si/SiOx) surfaces via the technique of ion irradiation. The surfaces

show the development of nanostructures and ripples upon irradiation. These

nanostructures grow in size, and ripples become more distinct with increasing

fluence. The pristine and ion irradiated surfaces were also interacted with

plasmid DNA. Adsorption of a single monolayer of DNA and formation of a

2-dimensional DNA network, composed of loose DNA circles and their cross-

overs, is observed on the SiOx surfaces. The results presented here show

that the diameter of loose DNA circles as well as DNA persistence length

reduce on the ion irradiated surfaces. This indicates an increased flexibility

of the DNA molecule on the nanopatterned surfaces. Surface morphology as

well as the chemical interactions of the adsorbed DNA molecule with SiOx

surface may be responsible for these observations. Results show that this

adsorption on ion irradiated surfaces leads to rupturing of some DNA bases

and formation of Si3N4 complexes due to conjugation of DNA bases on SiOx.

Absence of H2PO−
4 is also noticed at the highest fluence. All these results

suggest that chemical interactions occur when DNA molecule adsorbs on the

SiOx surfaces.

3.2 Experiment

Single crystals of commercially obtained Si(100), passivated under normal

conditions with thin layers of native oxide SiOx, were utilized. These Si/SiOx

surfaces were irradiated at two fluences of 6×1015 and 1.8×1016 ions/cm2 in
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UHV with 3 keV Ar+ ions (with flux of 1×1013 ions/cm2.sec) at 15◦ incident

angle with respect to surface normal.

Irradiated and unirradiated Si/SiOx surfaces were interacted with plasmid

DNA. The DNA (pBR322, 4361 base pair) was purchased from Fermentas

(SD0041) and was stored at -20◦C. 10nM of this DNA was prepared in 1x

TAEM (40 mM TRIS-HCl, 20 mM acetic acid, 2 mM EDTA and 12.5 mM

Mg(Ac)2 ) buffer (pH 8.3). The solution of plasmid pBR322 was further di-

luted in the buffer solution to a concentration of 0.1 nM. 10µl of this solution

was dropped onto the substrates and incubated for 2 hrs. Post incubation,

i.e. after DNA immobilization, the surfaces were thoroughly rinsed with Mili

Q water several times to remove any residuals. These substrates were then

dried.

The surface morphologies, both prior to and post DNA interaction, have

been investigated by Scanning Probe Microscope (AFM mode using Nanoscope

V Multimode) from Bruker in tapping mode. Atomic Force microscopy was

conducted using tapping mode tips (model RTESP tips) with a radius of

curvature R of about 5 nm, force constant κ of about 80 N/m and resonant

frequency of 316 KHz under ambient conditions. Nearly 250 AFM images

have been utilized in the the analysis here.

X-ray photoelectron spectroscopy (XPS) measurements have been under-

taken on a VG system with Mg Kα source, under UHV conditions. XPS

spectra were acquired for photoelectron emission angles of 30◦, with respect

to surface normal, providing information from surface to about 1 nm below.

This surface sensitivity is a result of shorter attenuation length of electrons

from the sample. A Shirley background has been removed from all the XPS

data. The charging in the spectra have been corrected using the C(1s) fea-

ture at 284.6 eV. XPS studies on DNA are constrained by several competing

factors. Good S/N ratio is very difficult to obtain, since long exposures to
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x-ray beam can destroy the DNA molecule. Hence, usually a compromise

between these factors is attained. Furthermore, low concentration of DNA,

as in the present study, produces low XPS signal. Large DNA concentrations

were not used as they will cause aggregation, instead of single monolayer of

2-dimensional DNA network as observed here.

3.3 Results and Discussions

Morphology of the pristine (un-irradiated) and ion irradiated SiOx surfaces

is shown in fig. 3.1. Pristine surface displays a very smooth surface with an

rms roughness of 0.072 nm. These surfaces were ion irradiated with 3 keV

Ar+ ions at two fluences of 6 × 1015 and 1.8 × 1016 ions/cm2. The ion beam

irradiated (IBI) surfaces demonstrate the development of nanostructures as

well as some ripple patterns. After the fluence of 6× 1015 ions/cm2, the sur-

face shows increase in rms roughness to 0.192 nm along with the generation

of a weak rippling behavior and formation of small nanostructures (see fig.

3.1 (b)). A high resolution AFM image from this surface is presented in

fig. 3.2(a) which shows the presence of nanostructures on ripple like struc-

tures (a typical ripple (red line) and nanostructure (blue line) is marked).

The nanostructures display a density of 5×1011 cm−2 and appear slightly

elongated, having an average length of about 25 nm (along ripple) and width

of about 20 nm. The ion beam direction (shown by arrow) is perpendicular

to the ripple orientation, i.e. the wave vector k of the ripples is aligned along

the direction of incident ion beam (fig. 3.1(b)). The Fast Fourier Transform

(FFT) of this surface (in fig. 3.2(c)) also suggests a mildly ordered patterning

which is aligned perpendicular to the ion beam.

The SiOx surfaces were also irradiated with a fluence of 1.8× 1016 ions/cm2
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Figure 3.1: 1x1 µm2 AFM images are shown in the left panel for (a) pris-
tine SiOx surface as well as for SiOx surfaces irradiated with fluences of (b)
6× 1015 ions/cm2, and (c) 1.8× 1016 ions/cm2. The arrows indicates the di-
rection of the ion beam and remains same for all the ion irradiated surfaces.
Right panel shows corresponding SiOx surfaces after they are interacted with
plasmid DNA. A typical DNA is marked by dashed line in all the images.
The solid line indicates the region of section analysis which is presented in
the rightmost panel.

and show an rms roughness of 0.139. The surface morphology now delineates

very well ordered ripples (fig. 3.1(c)) with a wavelength of about 150 nm, that
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(d)

(c)(a)

(b)

Figure 3.2: 500×500 nm2 AFM images are shown in the left panel for SiOx

surfaces irradiated with fluences of (a) 6 × 1015 ions/cm2, and (b) 1.8 ×
1016 ions/cm2. The arrow shows the ion beam direction which is same in all
the images. A typical ripple is marked by (red) dashed line and a typical
nanostructures is marked by (blue) dashed line. Right panel (c) and (d) show
the corresponding FFT images.

are again aligned with k parallel to the ion beam direction. In contrast to

the lower fluence (6× 1015 ions/cm2), now the nanostructures on the ripples

appear more elongated with an average length of 46 nm (along the ripple)

and width of 25 nm. Their density is about 1×1011 cm−2. A high resolution

image from this surface is presented in fig. 3.2(b). Distinct ripples decorated

with nanostructures are observed. The FFT (fig. 3.2(d)) reflects the well
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ordered pattering nature as well as the orientation of the ripples.

Ziberi et.al have investigated the ion bombardment of silicon surfaces with

low energy (≤5 keV) noble gas ions at room temperature and have observed

the formation of ripple patterns at near normal ion incidence angles (5-30◦)

with k oriented parallel to the ion beam direction, as also observed here, and

the ripple wave-length increasing with energy [21]. For Kr+ ions, however,

ordering of ripples is independent of ion energy [22]. The surface diffusion

coefficient and angular distribution of the ion beam play an important role

in the determination of wavelength and amplitudes of the patterns [23].

AFM images presented in fig. 3.1 were utilized to obtain 1d-iso Power Spec-

tral Density (PSD) functions with the range of frequencies ν (κ = 2πν)

between 1/L (L being the image scan size) and the Nyquist frequency N /2L

(N being the number of pixels of the image). PSD for pristine and ion irra-

diated surfaces are shown in fig. 3.3 as a function of spatial wave vector κ.

The low frequency plateau reflects the un-correlated white noise spectrum

whereas the power law decaying nature at high frequencies indicates the spa-

tial correlations. This latter high frequency behavior can be described by the

following equation and provides a crucial exponent γ which is important for

understanding and expressing the surface evolution processes [24]:

PSD ∼ κ−γ (3.1)

For the pristine surface a γ of 3.7±0.1 is observed whereas the ion irradiated

surfaces show γ of 3.3±0.1 and 3.2±0.1 at the fluences of 6.0×1015 ions/cm2

and 1.8× 1016 ions/cm2, respectively. The exponent γ can reveal the nature

of the surface growth processes. At γ = 2 knock off processes are important

for the evolution of the surface, at γ = 3 bulk diffusion becomes crucial, and

at γ = 4 diffusion dominated surface smoothening processes become signif-
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Figure 3.3: PSD for (a) pristine SiOx surface and for SiOx surfaces irradiated
with fluences of (b) 6×1015 ions/cm2, and (c) 1.8×1016 ions/cm2. κ is spatial
wave vector.

icant [24–26]. Thus for ion irradiated SiOx surfaces with γ of 3.2±0.1 and

3.3±0.1, the evolution of surfaces and their nanopatterning is predominantly

controlled through the bulk diffusion processes.

The pristine (un-irradiated) as well as ion beam irradiated Si/SiOx sur-

faces were interacted with pBR322 plasmid DNA. Surface morphology of all

the surfaces, after DNA interaction, are shown in the right panel of fig. 3.1.

pBR322 is a circular DNA and figure 3.1 displays adsorption of DNA on

the SiOx surfaces along with the formation of 2- dimensional DNA networks.
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The phosphate backbone of DNA makes it a negatively charged molecule,

and at the buffer pH of 8.3 (used in the present study) SiOx surface also be-

comes negatively charged [27]. As the DNA and surface both are negatively

charged, the interaction between them is of repulsive nature. The adsorption

of DNA molecule on the SiOx surface is then promoted by the Mg2+ divalent

cations present in the buffer solution. These divalent cations induce a charge

inversion on Si/SiOx and enable the adsorption of DNA onto the surface via

weak electrostatic interaction through the formation of an electrical double

layer (EDL) [28]. This EDL layer forms a bridge between the surface and the

DNA backbone [29], producing a double layer force [28] such that the electro-

static attraction overcomes the thermal repulsion and a stable configuration

is formed [28]. Mica surfaces have been investigated earlier with the same Mg

cation concentration, as used in the present study, and the debye length for

the electrostatic potential between the cations was estimated to be greater

than the average separation between the charges [28]. As the charge density

of SiOx surface is less than the mica [30], the charge separation here is smaller

than the screening length, creating correlations between the cations. This

leads to less staggered geometries for cations on the surface [28] and creates

a 2-dimensional DNA -networks on the SiOx surfaces [31], instead of isolated

supercoiled DNA structures. Thus, DNA in the presence of divalent cations

can extend into loose circles which can also overlap or cross each other to

form a DNA networks. The formation of DNA network depends upon the

concentrations of DNA as well as counter-ions (Mg2+) in the solution, and

surface properties of the substrate [32]. Studies have shown that a single

mono-layer of DNA network is about ∼ 2 nm high whereas multiples of this

height (i.e. 4 and 6 nm) are seen in the case of two or three mono-layered

DNA [33–35]. It is also expected that the aggregation of DNA will lead to

much larger height profiles.
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Fig. 3.1 (right panel) displays the surface morphology of the pristine and

ion irradiated SiOx surfaces after they were interacted with DNA. No isolated

supercoiled DNA structures are noticed, rather 2-dimensional DNA network

with loose and crossed DNA circles are observed, as expected under the con-

centrations of divalent (Mg2+) cations and DNA used here. The profile of

DNA circles is fuzzy and not very distinct as has also been observed in many

studies on mica earlier [33, 34]. The section analysis further shows that the

DNA layer is about 2 nm high on all the surfaces, un-irradiated as well as

irradiated, suggesting formation of nearly a single DNA monolayer on SiOx.

The loosened DNA circles show a size (diameter) distribution on the surfaces.
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Figure 3.4: DNA size (diameter) distribution on (a) pristine SiOx surface
and on SiOx surfaces irradiated with fluences of (b) 6 × 1015 ions/cm2, and
(c) 1.8 × 1016 ions/cm2.
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Typical DNA circles are marked in fig. 3.1(d,e,f) and their size distribu-

tions are shown in fig. 3.4. Both these figures delineate that DNA circles

are largest on the pristine but reduce on the ion irradiated SiOx surfaces,

decreasing in size with fluence.
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Figure 3.5: PSD after DNA interaction with (a) pristine SiOx surface and
with SiOx surfaces irradiated with fluences of (b) 6× 1015 ions/cm2, and (c)
1.8×1016 ions/cm2. κ is spatial wave vector. Intersection points of changing
slopes indicate ξ and P .

PSD function in fourier space, is a unique and efficient formalism for ac-

cessing the morphological parameters like the size and persistence length of
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DNA [1,36]. Persistence length represents the stiff- straight section of a DNA

molecule and is a crucial signature of the DNA and its environment. Quasi

periodicity delineated by the distinct frequencies in PSD, where different re-

gions intersect, provide important correlation lengths related to the size (ξ)

and the persistence length (P) of DNA [1]. PSD spectra, obtained using

SPM images (of fig. 3.1) are presented in fig. 3.5 for all DNA interacted SiOx

surfaces.
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Figure 3.6: Size (ξ) and persistence length (P) of DNA on the pristine SiOx

as well as for ion irradiated SiOx surfaces. The error bars are shown.

The unique features of these spectra are the low frequency plateau, due to

the long ranged correlations, followed by two power law decaying regions in

high frequency regime (with slopes intersecting at 1/P and 1/ξ) [1]. The

size of DNA (ξ) as well as the persistence length (P) are found to be largest

on the un- irradiated surface and are, respectively, 200 and 53.5 nm. These

DNA parameters are found to be smaller on ion irradiated surface, being
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respectively 100 and 19.3 nm after 6 × 1015 ions/cm2, but 70.4 and 7.9 nm

after 1.8× 1016 ions/cm2 (see fig. 3.6). The DNA- size from PSD shows sim-

ilar trends as obtained in fig. 3.4 from AFM images, where DNA diameter is

observed to decrease with ion fluence. Reducing the DNA size and enhancing

it flexibility (by reducing P), are very attractive characteristics due to their

importance in many areas including DNA packaging [37, 38]. In solutions,

DNA exhibit ξ= 425 and P= 15 nm [36] whereas on polyamine coatings P

of 11 nm has been observed [37]. In the present study, the SiOx irradiated

at the highest fluence shows the lowest values of DNA size and Persistence

length (fig. 3.6) indicating good DNA flexibility on these surfaces. Electro-

static charge transfer from DNA moiety to SiOx nanostructures during their

chemical interactions, as discussed below, can promote the DNA flexibility

observed here.

The Si(2p) XPS spectrum from pristine surface (fig. 3.7(a)) displays two fea-

tures. Peak at 99.6 eV is related to the elemental silicon whereas the feature

at 103.9 eV is due to SiOx [39]. The intensity of SiOx feature decreases with

ion irradiation, as expected (fig. 3.7(b,c)). By utilizing angular dependent

XPS results, thickness of SiOx is estimated to be ∼ 20 Å on the pristine

surface which decreases to 5 and 4 Å after ion irradiation of 6 × 1015 and

1.8 × 1016 ions/cm2, respectively. Presence of a small SiOx feature, after

irradiation, is reflected in fig. 3.7(b,c).
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Figure 3.7: Before DNA interaction: XPS spectra of Si(2p) region from (a)
pristine SiOx surface as well as for SiOx surfaces irradiated with fluences of
(b) 6 × 1015 ions/cm2, and (c)1.8 × 1016 ions/cm2.

XPS technique has been utilized to understand the nature of chemical

states involved in the interaction between DNA and nanopatterned SiOx

surfaces. Fig. 3.8 displays the Si(2p) XPS spectra (in red dashed line) after

DNA interaction with SiOx surfaces. The spectra prior to interaction (from

fig. 3.7) are also shown for reference (black solid line). Upon interaction of

DNA with pristine SiOx surface, two features at 98.2 and 101.8 eV can be

observed in fig. 3.8(a). The DNA backbone (PO−
4 ) possess negative charges,

and the feature at 98.2 eV can be related to transfer of these charges from
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Figure 3.8: After DNA interaction: Dashed (red) line show XPS spectra
from DNA interacted surfaces, Si(2p) region from (a) pristine SiOx surface
as well as for SiOx surfaces irradiated with fluences of (b) 6× 1015 ions/cm2,
and (c)1.8 × 1016 ions/cm2. For reference, XPS spectra taken prior to DNA
interaction are also included as (black) solid lines.

backbone to the surface during interaction [19]. A decrease in the intensity

of this feature is observed for ion irradiated surfaces. This can be due to

the presence of nanostructures on these surfaces, which can produce satura-

tion in the charge transfer [1, 19]. Bigger nanostructures (with more surface

negative charge) will be able to accept less charge from the DNA backbone.

The feature at 101.8 eV may be caused by DNA interaction with Si-oxide

component.
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Figure 3.9: After DNA interaction:XPS spectra from N(1s) region from DNA
interacted surfaces for (a) pristine SiOx surface as well as for SiOx surfaces
irradiated with fluences of (b) 6×1015 ions/cm2, and (c)1.8×1016 ions/cm2.
The XPS intensity for all these spectra are normalized w.r.t −NH2 state.

The N(1s) XPS spectra after DNA interaction of the SiOx surfaces are pre-

sented in fig. 3.9. On pristine surface three features at 399.0, 400.2 and

401.5 eV, respectively, represent amino(-NH2), imine (-N=) and amine(-NH-

) components from DNA. Similar features have also been observed in earlier

studies [40–43]. However surprisingly, a feature related to the formation of

Si3N4 complex is also observed here at 397.9 eV (fig. 3.9(a)). Development

of similar DNA- metal complexes, e.g with Hg ions, have been reported [40]

as well as proposed by Quantum Chemical calculations [44]. After inter-

action of DNA molecule with ion irradiated SiOx surfaces, the intensity of
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Si3N4 feature enhances. Moreover, remarkably a new feature (not seen for

pristine surface) develops at ∼ 396.4 eV in fig. 3.9(b,c). This is caused by

the un-pairing or unzipping of DNA bases via denaturing of associated exo-

cyclic groups (e.g. -NH, -NH2, C=O) [40, 45]. Hence this feature has been

labeled as unpaired in fig. 3.9. Creation of Si3N4 feature on all SiOx surfaces

after DNA interaction, and development of additional unpaired feature on

ion irradiated surfaces suggest strong chemical interaction between the SiOx

surfaces and the DNA moiety. Presence of nanostructured surfaces as well

as charge transfer from DNA may be responsible for these observations on

the ion irradiated surfaces.

Fig. 3.10 shows the XPS results from the P(2p) features for DNA interacted

SiOx surfaces. The pristine surface shows the presence of phosphate PO3−
4 ,

from the DNA backbone, as well as HPO2−
4 and H2PO−

4 features due to

the phosphate hydration on SiOx surface [46]. Similar features are also ob-

served for DNA interaction with 6.0×1015 ions/cm2 irradiated SiOx surfaces.

However on 1.8 × 1015ions/cm2 irradiated surfaces, the highest binding en-

ergy feature related to H2PO−
4 is not observed, suggesting transfer of electron

from Phosphate backbone to the surface. Donation of lone pair of electrons

to partially filled Si d-orbitals, on SiOx surfaces is also shown to take place

during water adsorption, and leads to creation of reactive sites on the surface

by breaking of Si-O bonds which facilitates further reaction [47]. Absence of

high energy feature in fig. 3.10(c) may also be ascribed to increased interac-

tion of DNA with the surface.
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Figure 3.10: After DNA interaction: XPS spectra from P(2p) region from
DNA interacted surfaces for (a) pristine SiOx surface as well as for SiOx

surfaces irradiated with fluences of (b) 6 × 1015 ions/cm2, and (c)1.8 ×
1016 ions/cm2. Fittings for various states are shown.

3.4 Conclusion

Ion beam irradiation technique has been utilized to fabricate the nanopat-

terns on SiOx surfaces. Fabrication of nanostructures as well ripple patterns

is observed, on surfaces, as a result of competition between the sputter in-

duced erosion, and smoothening due to bulk diffusion. These nanopatterns

evolve with fluence, such that the nanostructures become bigger and ripples

get more distinct and well defined. These nanopatterned surfaces were in-

teracted with circular plasmid DNA. The results show that DNA molecules

adsorb on the SiOx surface in a single monolayer, forming a 2-dimensional
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network of loose DNA circles and crossovers. The size of these circles (ξ)

as well as the persistence length (P) of DNA decrease on the ion irradiated

surfaces, indicating that DNA becomes a more flexible molecule on these

surfaces. Both ξ and P can be tuned and are found to be smallest on SiOx

surfaces irradiated at the highest fluence. Furthermore, the results also show

that the adsorption of DNA is promoted by several chemical interactions.

This is reflected by rupturing of DNA bases on ion irradiated surfaces, for-

mation of Si3N4 complexes due to the conjugation of DNA bases with SiOx,

as well as absence of H2PO−
4 at the highest fluence. These results are impor-

tant as they can be very significant in many biosensing applications and cell

packaging.

Thus, this chapter discussed the morphological as well as the chemical

compositional changes for the ion irradiated Si/SiOx surfaces, both before

and after their interaction with DNA. The roughening and scaling behavior of

these Si/SiOx surfaces, both prior to and after DNA interaction, are discussed

in chapter 4.
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Chapter 4

Roughening, Wetting and
Scaling properties of Self Affine
Nanopatterned SiOx Surfaces
and after DNA Interaction

4.1 Introduction

Silicon, and silica, based nanomaterials demonstrate numerous technological

benefits with wide range of applications in the fields of energy, environment,

biology and biomedicine [1, 2]. Advantages of excellent electronic and me-

chanical properties added to well developed silicon technology have assisted

these nanostructures in becoming excellent candidates for the development

of high performance sensors [3, 4]. Nanostructured silicon based sensors are

extensively utilized in the detection of biological targets like DNA [5], pro-

teins [6], virus [7] as well as for analyte -receptor binding [8]. Silica nanopar-

ticles, functionalized with oligonucleotides, have been utilized as templates

for hybridization and development of DNA biosensors and biochips [9]. In

many such applications, the adhesive properties of Si devices are guided and

determined by the roughness, surface chemistry and interactions of the thin,

native oxide layer that passivates the Si surface under normal conditions [10].
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The natively oxidised silicon surfaces (Si/SiOx) display non-covalent type

interactions with molecules and bio-species, and play crucial role in many

disciplines of biological cell integration and development of biomimetic ma-

terials for tissue engineering etc. [10, 11]. For these applications, however,

regulation, monitoring and understanding of many inter-related properties

of the surfaces, like roughness characteristics, wetting behavior, chemical na-

ture etc., will be essential. Wetting phenomenon is ubiquitous to nature with

widespread technological implications and the importance of Si/SiOx surfaces

stems from their omnipresence in most silicon based wetting explorations.

Real surfaces are always characterized through roughness which depends

on the fabrication process and existence of adsorbed species. Many surfaces

in nature, e.g. surfaces prepared by ion irradiation, vapor deposition of

metal films, fractures (crack propagation), corrosion or wear of surfaces, and

many other natural surfaces are described by roughness with self affine fractal

properties [12]. A self-affine fractal remains statistically invariant under an

anisotropic dilatation. This is in contrast to self-similar fractal which is

invariant only under isotropic dilatation.

Scaling studies present an attractive formalism to describe surfaces grown

under non-equilibrium conditions, e.g ion beam bombarded, molecular beam

epitaxially grown, wave-patterns on sand dunes, growth of bacterial colony

etc., under a common framework. Under the theory of kinetic roughening a

flat surface essentially grows and roughens with time, evolving under varying

scenarios [13–15]. The dynamic scaling hypothesis by Family-Vicsek shows

that rms roughness, σ, of such growing surfaces demonstrate scaling behav-

ior [16,17] and the exponents describe the evolution process. Understanding

surface evolution after ion bombardment is a complicated process due to the

involvement of several components like ion beam parameters, surface prop-

erties etc. [18–21]. In this respect scaling parameters like roughness expo-
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nents or Hurst exponent H , obtained via height-height correlation methods

provide essential salient characteristics of the surface evolution, as well an

understanding on the fractal nature of the surface [17].

Rough surfaces exhibit fluctuations in height h(r̀) at position r̀, relative

to a smooth mean height value, and are characterized by a mean square

roughness σ. For an isotropic rough surface, the height-height correlation

(HHC) function, G(r), is represented as G(r) = 〈[h(r̀ + r) − h(r̀)]2〉, where

the ensemble average is taken over all pairs of points on the surface, which are

separated by an in- plane length r. For a self affine surface this correlation

function displays an asymptotic behavior, saturating at 2σ2, beyond the in-

plane correlation length ξ, with HHC displaying scaling relation [17]:

G(r) ∼ r2Hg(r/ξ). (4.1)

with g(x) ∼ constant for x ≪ 1 and g(x) ∼ x−2H for x ≫ 1. Then,

G(r) ∼ r2H for r ≪ ξ and G(r) = 2σ2 for r ≫ ξ. H is referred to as

the roughness exponent or Hurst parameter (0 < H < 1). It describes the

scaling and fractal properties of the surface and characterizes the degree of

surface irregularity. Small values of H (H∼0) correspond to extremely jagged

or irregular surface, whereas large values H∼1 are related to smooth topog-

raphy. The fractal dimension (Df) of the surface is further related to the

Hurst exponent, Df = 3 − H [22]. The correlation length ξ represents the

separation among the correlated structures on the surface.

Wetting on a smooth flat solid substrate can be expressed by Young’s rela-

tion [23], γsl +γlv cos θ0 = γsv, where the contact angle θ0 between a surface

and a liquid droplet depends on the interfacial free energies of the solid/vapor

γsv, solid/liquid γsl and liquid/vapor γlv interfaces. Surfaces are hydrophilic

at low values of θ0, with complete wetting at θ0 = 0◦, and hydrophobic for

θ0 > 90◦. With the introduction of roughness on the surface, the above rela-
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tion does not remain valid and wetting is usually described approximately by

two classical thermodynamic models of Wenzel [24] and Cassie- Baxter [25].

The Wenzel model is based on complete contact at the solid- liquid inter-

face whereas Cassie- Baxter model is applicable for interfaces that are only

partially wetted [26]. Some Molecular Dynamics simulations have discussed

the influence of correlated roughness on the wetting of self affine (0.5 < H

< 1) surfaces [27]. With correlations, distant events can affect each other

through interactive fluctuations on a rough surface, and may produce disor-

der in wetting. With this description, wetting on the surface may depend on

the morphological parameters of the surface viz. σ, ξ and H (or Df ).

For most surfaces, modification in their roughness also leads to simul-

taneous changes in the chemical properties [28]. Surface roughening can

sometimes expose new lattice planes having different interfacial energies or

can modify defects e.g. ionic states or unsaturated dangling bonds on the

surface. Such modifications have been investigated in molecular dynamic

simulations [27].

The efficiency and rapid growth of DNA-based bio-devices, including

DNA micro- and nano arrays and lab-on-chip, demand high concentration

of DNA molecules immobilized on easily manufacturable surfaces [29]. The

nanotopography of the surface also play role and modulate the DNA con-

formations. Sadana et.al [30] have attempted to study the use of fractal

approach to analyze the influence of degree of heterogeneity of the surface

on the binding, dissociation- rate- coefficient and affinities in biosensor ap-

plications. Fractal surfaces display scale invariant morphology across various

spatial length scales, and exploration of DNA conformations as well as inter-

actions on them can also identify the relevant length scales of interaction.

This chapter discusses the roughening behavior and fractal properties of

the SiOx surfaces irradiated by low energy ion beams. At low ion fluences,
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SiOx surfaces show development of nanostructures and ripples, which grow

and evolve at higher fluences. The surface roughness increases after low ion

irradiation fluences but then systematically decreases. Height-height corre-

lation technique has been utilized here to obtain the roughness exponent or

Hurst exponent (H). These exponents present very crucial scaling param-

eters providing important insight into the growth processes that occur at

any surface, growing under non-equilibrium conditions. Here the obtained H

values indicate that the surfaces are of self affine nature, i.e they show self

similar properties only under asymmetric expansions. Such surfaces show

fractal behavior. An increase in the correlation length on the ion irradiated

surfaces indicates the evolution nanostructures. The un-irradiated SiOx sur-

faces show hydrophilic nature which reduces on the nanopatterned surfaces.

The interaction of ion irradiated SiOx surfaces, with plasmid DNA, has also

been investigated. The Scaling properties show that the surfaces are no more

of self - affine nature after DNA adsorption. They have instead developed a

more flat 2-dimensional character. The fractal dimension of the DNA also

indicates that on ion beam modified surfaces DNA has flatter geometry.

4.2 Experiment

Commercially available epi-polished p-Si(100) single crystals (1cm× 1cm×

0.1cm) with native surface oxide (SiOx) have been used here. Off nor-

mal ion irradiations (with ions incident at an angle of 15o from the nor-

mal) were performed on the Si/SiOx substrates at room temperature under

UHV conditions using 3keV Ar+ at the fluences of 6×1015, 1.2×1016 and

1.8×1016 ions/cm2.

pBR322 with 4361 base pairs was purchased from Fermentas (SD0041)

and was stored at -20o C. 10 nM of pBR322 was prepared in 1x TAEM

(40 mM Tris-HCl, 20 mM acetic acid, 2 mM EDTA and 12.5 mM Magne-
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sium Acetate ) buffer of pH=8.3. pBR322 was further diluted to 0.1 nM for

the adsorption studies. DNA was adsorbed on pristine (un-irradiated) and

ion irradiated substrates by dropping a 10 µl of this 0.1 nM pBR322 buffer

solution on each of the substrates. After 2 hr, the DNA interacted Si sub-

strates were thoroughly rinsed with MQ water, to remove any residual DNA

molecules. Substrates were then dried in air. They were blown with N2 gas

prior to imaging.

Morphology of the surfaces, prior to and after interaction with DNA, have

been investigated by Scanning Probe Microscope (Atomic Force Microscope

mode using Nanoscope V Multimode) from Bruker. All images reported here

have been acquired in tapping mode under ambient conditions using phos-

phorus doped (n-type) Si tips. The tips have a radius of curvature R of about

5 nm, force constant κ of about 80 N/m and resonant frequency of 316 KHz.

The results presented here are based on nearly 300 AFM images of various

scan sizes. X-ray Photoelectron spectroscopy (XPS) measurements were per-

formed using a VG instrument with Mg Kα source (1256.6eV), under UHV

conditions. A standard shirley type background was removed from all the

XPS spectra before analysis and C(1s) feature has been utilized for charge

corrections. The contact angle (CA) measurements were performed with wa-

ter droplets in static mode using a commercial CA goniometer (OCA15EC)

from Dataphysics. Contact angles where measured from right and left- side

view of the image with an accuracy of ±0.10. An average of both angles for

8 images are reported here.

4.3 Results and Discussions

Figure 4.1 shows SPM images from pristine (un-irradiated) Si/SiOx surface

as well as after ion irradiation at various fluences. The morphological proper-

ties of these ion irradiated surfaces have been discussed in detail in chapter 3.
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Figure 4.1: 700×700 nm2 AFM images for (a) unirradiated surface as well
as after irradiation with fluences of (b) 6 × 1015, (c) 1.2 × 1016 and (d)1.8 ×
1016 ions/cm2. Ion beam direction is shown by arrow.

The pristine surface is smooth with an rms roughness of 0.072 nm. After ir-

radiation at low fluences of 6×1015 and 1.2×1016ions/cm2, development of

weak ripple patterns and nanostructures is observed with overall surface rms

roughness of 0.192 and 0.187 nm, respectively. A well defined ripple pattern

is observed after the fluence of 1.8×1016ions/cm2. The rms roughness at this

stage is 0.139 nm. As discussed in chapter 3, these ripples are decorated with

nanostructures which evolve and grow with fluence. The ripple patterns be-

come more distinct at the highest fluence with their wave vector k oriented

parallel to the ion beam direction. Spontaneous formation of self organized

nanoscale patterns on surfaces, during ion irradiation, is controlled by the

competition between the erosion on the surface and smoothening by diffusion

processes [31].
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Figure 4.2: HHC function for unirradiated as well as after irradiation with
fluence of 6 × 1015 ions/cm2, 1.2 × 1016 ions/cm2 and 1.8 × 1016 ions/cm2.
Fittings are shown with solid lines. Dashed lines indicate second exponent
H below the cross over point.

Figure 4.2 presents HHC results for pristine as well as ion irradiated sur-

faces. With HHC ∝ r2H when r ≪ ξ and HHC ∼ 2σ2 when r ≫ ξ, a

phenomenological scaling function of form HHC ∼ σ2

2

(

1 − exp(−(r/ξ)2H
)

has been utilized [32] to obtain values of σ, ξ and H (table 4.1) from the fit.

The roughness σ, is 0.10 nm for the un-irradiated surface but increases to

0.21 nm after irradiation of 6×1015 ions/cm2. For higher fluences this rms

roughness decreases. However, the decrease is small. σ obtained by HHC

studies here are similar to the rms roughness values obtained by AFM images

(fig. 4.1), as discussed earlier. The height fluctuations or the patterning on

a surface are a combination of several factors like sputter induced surface
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Table 4.1: HHC fitting parameters(σ, ξ, H , Df ), and Contact Angle (CA)
of surfaces
sample σ(nm) ξ(nm) H Df CA

(±0.01) (±0.9) (±0.01) (±0.01) (±0.1)
un-irradiated 0.10 10.4 0.87 2.13 53.5
6.0 × 1015 ions/cm2 0.21 5.6 0.97 2.03 59.7
1.2 × 1016 ions/cm2 0.19 10.0 0.80 2.20 64.1
1.8 × 1016 ions/cm2 0.13 15.3 0.70 2.30 69.6

erosion, bulk and surface diffusion during irradiation. The decrease in rms

roughness can be due to the enhanced role of diffusion processes as well as

nano patterning of the surfaces. For the un-irradiated surface a high ξ is ob-

served, which decreases on the surface irradiated at 6×1015 ions/cm2. With

further irradiation a systematic increase in ξ indicates enlarging nanostruc-

tures and evolution of ripples (fig. 4.1d). This also suggests an increased

long-ranged roughness. Hurst parameter H, on the other hand is related

to the short wavelength roughness [22]. With 0.5 < H < 1, all these sur-

faces are characterized as self affine fractals [17]. Self affine surfaces have

property that under suitable scale transformations, the statistical properties

of the surfaces remain invariant [17]. Highest H is observed here for the

surfaces irradiated with 6×1015 ions/cm2 and decreases systematically for

higher fluences. Qualitatively, decrease in H (or increase in fractal dimen-

sion Df ) suggests increase in the short- ranged roughness [22]. Moreover,

with σ/ξ ≪ 1 and H ≥ 0.5, these surfaces have weak roughness which can

cause liquid drop to wet the crevices on the surface upon contact [33, 34].

Interestingly, for all the surfaces, a crossover in the roughness exponent H

(shown by dashed lines in fig. 4.2) at small r is also observed. For the un-

irradiated surface e.g. the crossover point in roughness exponent is observed

at r = 2.9 nm, while for the irradiated surfaces this cross over occurs at

3.9, 4.9 and 5.9 nm for fluences of 6×1015, 1.2×1016 and 1.8×1016 ions/cm2,
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respectively, indicating that in the region below crossover point the surface

is becoming more jagged or spiky [33], due to reduced H, compared to at

larger r . Thus, all these surfaces exhibit some hierarchical structures with

multi-scale roughness. Theoretical results show that this type of hierarchical

morphologies will exhibit dewetting properties in general [35]. Here SiOx sur-

faces exhibit hydrophilic behavior. This wetting nature, however, degrades

with ion irradiation, as discussed below.

(a) (b)

(c) (d)

o o

o 69.6o64.1

53.5 59.7

Figure 4.3: Contact angle measurements for (a) unirradiated surface as well
as after irradiation with fluences of (b) 6 × 1015, (c) 1.2 × 1016 and (d)
1.8 × 1016 ions/cm2.

The contact angle measurements for all the Si/SiOx surfaces are presented

in fig. 4.3. For the un-irradiated surface a contact angle of 53.50 is obtained.

Although silicon is hydrophobic, SiOx has hydrophilic nature [36]. After irra-

diation, contact angle systematically increases (table 4.1). The ion sputtered

surfaces, thus, tend to wet less than the pristine (un-irradiated) surface. With
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the fractal dimension of the surface, Df , also reasonably increasing with flu-

ence (table 4.1), contact angle and wetting behavior demonstrate dependence

on the fractal properties of the surface. Reduced Df at 6×1015 ions/cm2,

compared to un-irradiated surface, can be related to the diminishing thick-

ness of the oxidised layer at the surface, with irradiation, as discussed below.

For the irradiated surfaces, Df systematically increases with fluence, while

wetting correspondingly decreases. Increasing fractal dimension increases the

short wavelength roughness, indicating that surface jaggedness is playing a

crucial role along with other morphological parameters, σ and ξ [34]. With

H measuring the degree of sharp local surface irregularity, σ/ξH determines

the slope of short wavelength undulations on a surface [34] whereas σ/ξ mea-

sures the slope of long wavelengths. A close correspondence of decreasing H

(or increasing Df) with reduced wetting, as observed here with increasing

fluence, suggests a significant role of fractal dimension of surface as well as

short wavelength undulations (i.e. σ/ξH) on the wetting behavior.

Ion irradiation of the surfaces can also simultaneously produce changes in

their chemical properties. Figure 4.4 displays Si(2p) XPS spectra from

Si/SiOx surfaces both prior to as well as after ion irradiation. These spectra

have been collected at an emission angle (θ = 0o) along the analyzer axis.

On the other hand, results presented in chapter 3 were along θ = 30o making

them surface sensitive, from nearly top 1 nm of the surface layers. Here, the

spectrum from pristine surface (Fig. 4.4(a)) displays two peaks. Peak at

99.6 eV is related to the elemental silicon whereas the feature at 103.9 eV

is due to SiOx [37]. Angular dependent XPS results have been utilized to

estimate the thickness of the native oxide SiOx and is found to be 20 Å for

pristine surface. This thickness decreases after irradiation, as expected (Fig.

4.4(b,c)) and is observed to be 5Å for the fluence of 6×1015 and 4Å after
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Figure 4.4: XPS spectra of Si(2p) region from (a) unirradiated surface as well
as surfaces irradiated with fluences of (b) 6×1015, and (c) 1.8×1016 ions/cm2.

1.8×1016 ions/cm2 .

Scaling and fractal properties of the pristine (unirradiated) and ion irradiated

Si/SiOx surfaces have also been investigated after their interaction with DNA.

The SiOx surfaces are negatively charged under the present buffer conditions

(pH = 8.3) [38, 39]. The divalent Mg cations in the buffer solution produce

the charge- inversion on the surface so that the negatively charged DNA can

be adsorbed on it. The adsorption of the DNA on the SiOx surfaces is pro-

duced by a weak electrostatic interaction by the formation of an electrical

double layer (EDL) [40]. On the SiOx surface, negative- charges are located
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on the oxygen sites. When DNA in buffer solution (containing divalent Mg2+

ions) is interacted with the surface, an EDL forms with divalent ions form-

ing a bridge-like layer between the surface and the negative- backbone of

the DNA. This EDL layer also produces a double- layer force [41]. A stable

configuration is produced when the electrostatic attraction overcomes the

thermal repulsion [40]. At the Mg2+ concentration of the present study, the

Debye length or the screening length for the electrostatic potential between

cations has been shown to be greater than the average separation between

the charges on mica surface [40]. However, with SiOx having less charge

density on the surface than mica [42] the screening length will be greater

than the charge separation leading to correlations between the divalent-ions.

This produces less staggered geometries for cations on the surface [40, 43]

and creates 2-dimensional DNA -network on SiOx surfaces.

HHC of all the surfaces, after DNA immobilization, were investigated and

are shown in fig. 4.5. Interestingly only one H, and no crossover point is

observed. Moreover H ∼ 1, and Df ∼ 2, is observed (table 4.2) for all the

surfaces. Consequently all the surfaces have become nearly flat- smooth 2

dimensional type after DNA immobilization, and are no more of self affine

fractal type. Thus, DNA with its nano sizes is able to probe the small length

scales of the surfaces e.g. the jagged and spiky regions of the order of few

nanometers. The roughness σ of all the surfaces is observed to increase after

DNA immobilization. This is due to the formation of 2-dimensional DNA

network on SiOx surfaces, as discussed below.

The super-coiled circular plasmid DNA (pBR322) can be unfolded into rings

and circles. These extended DNA- circles can cross or overlap each other
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Figure 4.5: HHC function after DNA is immobilized on unirradiated sur-
face and on surfaces irradiated with fluence of 6 × 1015 ions/cm2, and
1.8 × 1016 ions/cm2. Fittings are shown with solid lines.

Table 4.2: HHC fitting parameters(σ, ξ, H , Df ,) of surfaces and Ddna after
DNA immobilization
sample σ(nm) ξ(nm) H Df Ddna

pristine 1.41 121.5 0.98 2.02 1.53
6.0 × 1015 ions/cm2 1.51 118.0 0.99 2.01 1.65
1.8 × 1016 ions/cm2 1.68 94.8 0.99 2.01 1.72

and can form DNA-networks owing to the divalent cation which act as

bridges [44]. In other words, the divalent cations can open the plasmid

DNA (pBR322) super-coils into loosened circles. Cations further assist these

DNA circles in crossing and overlapping each other to form DNA network.

Though at low cation concentrations, super-coiled plasmid DNA cannot be

unfolded into loose circles and 2-dimensional networks do not form, this can

take place at higher divalent cation concentration [44]. For the concentrations

of the plasmid DNA and divalent Mg2+ cations used in the present study,
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2-dimensional DNA networks are expected [44]. Though a single mono-layer

of DNA network will be about 2 nm in height, larger heights (4 or 6nm re-

spectively) will form for two or three mono-layers [45–47]. Aggregation of

DNA also leads to higher profiles. AFM images from the DNA immobilized

SiOx surfaces are shown in fig. 4.6. A 2-dimensional network of DNA is ob-

served on all the surfaces. The section analysis is also presented which shows

a height for DNA network to be about 1.8 - 2.2 nm on all the surfaces. Thus

on all the surfaces, pristine as well as ion irradiated, the DNA network is

nearly a monolayer high with no aggregation [45–47]. However, the diame-

ter of DNA ( outline of one shown) reduces on the ion sputtered surfaces,

decreasing with fluence. This reduction in DNA size, with fluence, has been

discussed in detail in chapter 3. Surface morphology as well as the charge

transfer from DNA to the SiOx surface is responsible for this reduction.

The outline of a DNA (as shown by dashed line in Fig. 4.6c) is like a

”shoreline of a lake” and can exhibit fractal dimensions [17]. This fractal

dimension of DNA, Ddna, has been measured here using AFM images by

utilizing the box counting algorithm [17] where the number of boxes N(L)

containing a part of the molecule are evaluated as a function of the box size

L. The curves for N(L) present the scaling regime, N(L) = L−Ddna , as shown

in fig. 4.6. On pristine surface Ddna is 1.53, but increases to 1.65 and 1.72

on surfaces irradiated with fluences of 6.0 × 1015 and 1.8 × 1016 ions/cm2,

respectively. Although a fractal dimension of 1 will indicate a linear- loop

like DNA structure on the surface, fractal dimension of 2 will be for a flatter

configurations [17]. Hence Ddna values obtained here indicate that DNA, on

ion irradiated SiOx surfaces, have more flatter geometry. This is also caused

by the reduction in DNA- size (fig. 4.6) which make them compacter on ion

irradiated surfaces. Thus, ion irradiated SiOx surfaces exhibit development

of more 2-dimensional DNA network with DNA fractal dimension varying
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Figure 4.6: 500×500 nm2 AFM images after DNA is immobilized on (a)
unirradiated surface and on surfaces irradiated with fluences of (b) 6× 1015,
and (c) 1.8× 1016 ions/cm2. Typical examples of DNA are shown by dashed
lines. The section analysis of the black line is shown in the inset. Fractal
dimension of DNA, calculated by Box counting method, on these surfaces, is
also shown.

from 1.65 to 1.72. Such 2-dim DNA network on the mica surfaces exhibit

DNA fractal dimensions between 1.3 and 1.7 [48]. Immobilization of DNA on

polymer surfaces also produces two dimensional DNA network with fractal

dimensions of nearly 2.5 [49].
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4.4 Conclusion

Present chapter discusses the roughening and scaling properties of SiOx sur-

faces that have been modified via low energy ion beams. The surfaces dis-

play development of nanostructures and ripple patterns upon irradiation, and

their growth and evolution when the fluence is increased. All these nanopat-

terned surfaces indicate a decrease in roughness as well as reduction in their

hydrophilic property upon increasing the fluence. Height-height correlation

technique has been applied here to understand the scaling behavior and to

obtain the roughness parameter Hurst (H) exponent. These studies indicate

that the SiOx surfaces have fractal properties and are self-affine in nature.

The ion irradiated SiOx surfaces have also been interacted with plasmid DNA.

Interestingly, the scaling results show that that the surfaces are no more of

self-affine nature. The DNA rather make a 2-dimensional adhesive layer on

the nano patterned surfaces. The fractal dimension of DNA (Ddna) has also

been measured here. This also suggests that DNA is transforming into flat-

ter and compact units on the ion irradiated surfaces. Miniaturization is a

major criteria for a biosensor. Smaller DNA sizes and flatter 2-dimensional

DNA flims have increased areal density, less sample consumption and reduced

sample diffusion. These can enhance the sensing properties and reduce the

recording of error signals.

Thus, chapters 3 and 4 discussed the chemical composition, scaling proper-

ties, roughening nature as well as the fractal properties of the self assembled

nanostructures created on the ion irradiated Si/SiOx surfaces, both prior to

and after interaction with DNA. TiO2 is an attractive biomaterial and is

extensively utilized for bio-implants. Biocompatible properties make it suit-

able for applications in binding with proteins and DNA. Chapter 5 discusses

the chemical composition, scaling properties and roughening behavior of self

assembled nanostructures created on ion irradiated TiO2 surfaces. The in-
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teraction of DNA with ion beam irradiated and UV beam modified TiO2

surfaces is presented in chapter 6.
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Chapter 5

Evolution of Surface
Morphology and Scaling
Studies of
Nanopatterned TiO2(110)
Surfaces created by
Low Energy Ion Irradiation

5.1 Introduction

The nanostructure formation on rutile TiO2 surfaces has been demonstrated

to be significant for many advanced properties like enhanced photo- ab-

sorbance, photo-catalysis as well as for bio- molecular conjugation [1, 2].

These behaviors however, crucially depend on many surface properties related

to morphology, electronic structure as well as presence of defect states [1,2].

Though numerous methods have been utilized for the formation of nanos-

tructures on TiO2 [3,4], fabrication via ion beam irradiation is an attractive

technique since it demands simple methodology usually requiring only single

step processing [5]. With immense potential in technology, this route for

nanostructure fabrication has become an active area of research. Tuned with
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controlled ion parameters, many surfaces demonstrate spontaneous develop-

ment of a rich variety of nanoscale patterns by this method [2, 5].

The pattern formation on a bi-atomic metal oxide surface, through ion

irradiation, is more complex than usual semiconductor or metallic surface [6].

This is caused by the preferential sputtering of oxygen atoms from the sur-

face. As a result, the surface develops some metal-rich centers. These sites

are crucial as they become the centers for the nucleation of nanostructures.

On a crystalline rutile TiO2 (110) surface, understanding of pattern forma-

tion is even more complicated due to the presence of anisotropic diffusion of

atoms on the surface. Non-symmetric diffusion leads to the development of

elongated nanostructures and ripple patterns on the surface [7]. First Prin-

cipal studies and Partial density of state (PDOS) calculations have shown

even modification of electronic structure due to irradiation [8]. TiO2 nanos-

tructures patterned via ion irradiation show many advanced functional prop-

erties [6]. Their understanding is significant for designing structures with

desired properties. Scaling properties in this respect can play a vital role

in developing any pattern-formation theory as they reflect many crucial fea-

tures of patterns, periodicities, and correlation on the surface not provided

by simple morphology studies [9].

The major effect of ion irradiation is the direct transfer of energy and

momentum to the surface, via ion- atom collisions. In the process many

erosive and diffusive processes take place on the surface. Competition be-

tween such processes becomes the dominant factor that control the surface

morphology. This sometimes results in the formation of the self assembled

nanostructures or nano-patterns on surfaces [10]. On multi-component sur-

faces, like metal oxides, ion beams can in addition also produce preferential

sputtering of low mass ions leading to the generation of variety of defect

states. The generation of surface morphology and nano-patterning by ion
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irradiation is thus complex and for their systematic understanding scaling

techniques can play an important role. Scaling theories can also reveal the

underlying physical processes controlling the morphology [11, 12]. Theoret-

ical understanding, through scaling studies, can also be useful in designing

desired surfaces [11, 12].

Recent studies have shown that the scaling theories developed for non-

equilibrium film growth may also be applicable to ion bombarded surfaces

[9, 11, 12]. Growing interfaces and surfaces often show self affine properties

[11, 12]. According to the definition, a self affine function f(x) of a single

variable x satisfy the relation [11, 12]:

f(x) ∼ λ−Hf(λx) (5.1)

where λ is a parameter and H is the roughness or Hurst exponent. Further,

for self affine surfaces, Family and Vicsek [12] have analyzed the growth

behavior and show that their rms roughness or the interface width w(L, t)

behaves like :

w(L, t) ∼ LHs(t/Lz) (5.2)

where L is the length scale over which the roughness is measured and t is

the time during growth. The scaling function s(u) behaves as s(u) ∼ uβ

for u ≪ 1 and s(u) ∼ constant for u ≫ 1. The parameter β is the growth

exponent and z = H/β is the dynamic exponent. Exponents are very useful

as they reflect the growth conditions but do not depend on the microscopic

details of the system.

The self affine surfaces are usually investigated by the scaling properties

of the surface fluctuations [11, 12]. Rough surfaces can be described by a

height profile h(r) at position r w.r.t. smooth mean height, mean square

roughness σ, lateral correlation length ξ, and roughness exponent H . For an
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isotropic rough surface, the height-height correlation function (HHCF) G(r)

is given by [11, 12]:

G(r) = 〈[h(ŕ + r) − h(ŕ)]2〉, (5.3)

where the ensemble average is taken over all pairs of points. This correla-

tion function asymptotically saturates at a value related to the rms surface

roughness and displays the scaling relation of the type [11] :

G(r) ∼ r2Hg(r/ξ). (5.4)

with g(x) ∼ constant for x≪ 1 and g(x) ∼ x−2H for x≫ 1. These conditions

lead to G(r) ∼ r2H for r ≪ ξ and G(r) = 2σ2 for r ≫ ξ. The roughness

exponent H (0 < H < 1) characterizes the degree of irregularity of the surface

as well as its scaling and fractal properties. Small H values correspond to

extremely jagged or irregular surface whereas large values refer to smoother

topographies [13].

HHCF presents the topographical properties of a surface in real space.

Power Spectral Density(PSD), on the other hand, exploits Fourier space or

reciprocal space representation via spatial frequency (κ) mapping of topog-

raphy and can provide valuable information even for surfaces with complex

morphologies. Containing full information on the contribution of each spa-

tial frequency to the topography, PSD can provide spatial distributions and

periodic characteristics of the surface across multiple length scales [14, 15].

PSD function is the square of Fourier transformation of a surface profile h(r)

and is defined as:

PSD(κ) =
1

L

∣

∣

∣

∣

∫ L/2

−L/2

h(r) exp−iκr dr

∣

∣

∣

∣

2

. (5.5)

Correlation length (=1/κ0) of any surface denotes the lateral extent of fluc-

tuations or corrugations on it. The surface can be considered to be flat for
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lengths larger than correlation length i.e. PSD function becomes independent

of κ in the region κ < κ0. On the other hand, corrugations are significant for

lengths smaller than correlation length (i.e. when κ > κ0), and a κ depen-

dent PSD is obtained [16]. Surface scaling analysis via power spectral density

(PSD) evaluation can be utilized to determine the processes dominating the

surface evolution [17].

The present chapter investigates the scaling studies of the ion irradiated

TiO2 surfaces. Low energy ions have been utilized for ion irradiation. The

surfaces demonstrate the formation of self-assembled nanostructures. These

nanostructures (NS) are Ti-rich and their nucleation gets initiated by the

presence of Ti3+ vacancy states on the surface. At low fluences these NS

are of elliptical shape but transform to less elliptical form at higher flu-

ences. Scaling studies of ion beam modified surfaces have been performed

using height-height scaling function (HHCF) as well as Power spectral density

function. Both these studies have been utilized for investigating the rough-

ness exponents which show that, the surfaces are self affine in nature and

with fluence, their roughness in short length scales decreases. This can be

caused via increase in surface diffusion as shown by scaling studies. Studies

also reveal that upon increasing fluence the regions of correlated fluctuations

increase. These results can be attributed to increase in the nanostructure

dimensions.

5.2 Experiment

Single crystals (5mm × 5mm × 1mm) of TiO2(110) were irradiated with 3

keV Ar+ ions at an incidence angle of 15o, from surface normal, at room tem-

perature in a chamber with a base vacuum of 10−8 Torr. Ion beam spot was

sub-millimeter in size which was de-focused to a 2mm x 2mm area. Fluences

of 6.0 × 1015 and 1.8 × 1016 (flux = 1x1013 ions/cm2sec) were used. Higher
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fluence of 1.5 × 1019 ions/cm2 (flux = 3x1016 ions/ cm2sec) was also used.

Surface morphology has been investigated with Atomic Force Microscopy

(AFM) using Scanning Probe Microscope (Nanoscope V from Bruker) in

tapping mode with 256×256 data points. For Power Spectral Density(PSD)

and Height -Height Correlation function(HHCF) analysis, nearly 200 AFM

images were analyzed and statistically averaged results are presented here.

X-Ray Photoelectron Spectroscopy (XPS) studies were performed using a

VG scientific instrument with MgKα (1256.6 eV) source under a vacuum of

8.0× 10−11 Torr. The spectra were acquired at an angle of 300, with respect

to surface normal, and were charge corrected using C1s level at 284.6 eV

after removing Shirley-type background.

5.3 Results and Discussions

Evolution of the surface morphology of rutile TiO2 (110) surfaces, both

prior to and after ion irradiation, is displayed in fig. 5.1. The pristine (un-

irradiated) surface displays steps, as expected for such surfaces [18], and a

very small rms roughness of 0.096 nm. Irradiation with Ar ions with fluences

of 6.0 × 1015 and 1.8 × 1016 ions/cm2 leads to the nano-patterning of the

TiO2 surfaces (fig. 5.1(b,c)). Such spontaneous formation of self organized

nanoscale patterns is controlled by the competition of erosive and smoothen-

ing processes that undergo on the surface upon irradiation [11]. Preferential

sputtering of oxygen atoms from TiO2 surfaces, as discussed below, also plays

a crucial role in the formation of these nano-patterns. After an irradiation

with 6.0 × 1015 ions/cm2, elliptical shaped nanostructures (NS) are noticed

on the surface. These can be distinctly observed in the high resolution 3-

dimensional image (fig. 5.1(b)).
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Figure 5.1: Top: 2-dimensional AFM images (a) (1.5µm×1.5µm) of Pristine
rutile TiO2(110) and after ion irradiation with fluences of (b)(500 nm ×
500 nm) 6×1015 and (c) (500 nm × 500 nm) 1.8×1016 ions/cm2. Bottom:
3-dimensional high resolution AFM images from 200 nm × 200 nm regions
from samples same as above. A representative nanostructure is
marked by ( ) ellipse at both irradiation fluences.

Figure 5.2(a) displays distributions of the major (L1) and minor (L2) axes for

these nanostructures with average values of 〈L1〉 = 29 nm and 〈L2〉 = 13 nm.

These nanostructures thus have a high eccentricity of 0.89. Furthermore, the

height (h) distribution of NS in fig. 5.2 displays an average 〈h〉 of only 0.19 nm

indicating that these NS are essentially 2-dimensional in nature. After irradi-

ation with the fluence of 1.8×1016 ions/cm2 also, the nanostructures appear

2-dimensional oblong- shaped with 〈L1〉 and 〈L2〉 of 57 and 26 nm, respec-

tively(fig. 5.2(b), table 5.1). Though nanostructures have enlarged along
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Figure 5.2: The major axis (L1), minor axis (L2) and height (h) distribu-
tions of nanostructures on TiO2(110) surfaces created after irradiation with
fluences of (a) 6×1015 and (b) 1.8×1016 ions/cm2.

both the axes at this stage, surprisingly, their eccentricity remains same as

0.89. The rms roughness of the surfaces (w) is observed to increase with

irradiation (table 5.1). The height distribution of NS indicates a bimodal

behavior, with large number NS of 〈h〉 at 0.33 nm. The distribution also

displays a tailing behaviour with the highest NS of about 0.8 nm.
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Table 5.1: Results from AFM analysis
sample w(nm) 〈h〉(nm) 〈L1〉(nm) 〈L2〉(nm) eccentricity

pristine 0.096 – – – –

6.0 × 1015 ions/cm2 0.128 0.19 29 13 0.89

1.8 × 1016 ions/cm2 0.206 0.33 57 26 0.89

1.5 × 1019 ions/cm2 2.520 2.45 55 38 0.72

Height-height correlation functions (HHCF) have been evaluated using

Eq. (5.3) for all possible pair of points in the AFM images. HHCF for the

pristine and ion irradiated TiO2 surfaces are presented in fig. 5.3 and show,

consistent with the behavior predicted by Eq. (5.4), a power law behavior

at small r followed by a plateau at larger r.
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Figure 5.3: Height Height correlation function (HHCF) for (a) Pristine
rutile TiO2 and after ion irradiation with fluences of (b) 6×1015 and (c)
1.8×1016 ions/cm2. Inset shows oscillations in linear scale.

A generic function of the form σ2

2

(

1-exp(−(r/ξ)2H
)

has been proposed to

describe HHCF [19]. It has been utilized here to evaluate the modifications
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in rms roughness σ, correlation length ξ and roughness exponent H upon ion

irradiation. The surface rms roughness (σ) values obtained here (in table 5.2)

reflect similar trends to roughness (w) from the AFM images (table 5.1).

Table 5.2: HHCF results
sample σ(nm) ξ(nm) H

(±0.003) (±0.05) (±0.01)

pristine 0.108 6.41 0.93

6.0 × 1015 ions/cm2 0.130 11.63 0.69

1.8 × 1016 ions/cm2 0.206 13.84 0.72

1.5 × 1019 ions/cm2 2.420 22.68 0.90

Surface roughness is small for the pristine but increases upon irradia-

tion. The correlation length, ξ, represents the distance within which the

surface fluctuations are correlated but beyond which they are un-correlated.

Pristine surface being flat has small ξ, increase in ξ after irradiation from

11.63 nm (at 6.0 × 1015 ions/cm2) to 13.84 nm (at 1.8 × 1016 ions/cm2) is

related to the presence of nanostructures, created after irradiation, which

become bigger with fluence (fig. 5.1,5.2). Though ξ reflects the long ranged

correlations, roughness exponent H is related to the short wavelength rough-

ness [13]. Surfaces with 0.5 < H < 1 are defined as self affine and exhibit

many unique properties considered fundamental for understanding the evolv-

ing surfaces [11,12]. Pristine surfaces show a high H = 0.93 which decreases

to 0.69 after irradiation with 6.0 × 1015 ions/cm2. A larger value of H indi-

cates a smoother surface in short range, while a smaller value corresponds to

a more jagged local surface morphology [11, 12]. Thus, though the pristine

surface is very smooth (H being very close to 1) at short lengths as ex-

pected, after irradiation the surface becomes more spiky or jagged at small

scales. This is also reflected by the 3-dimensional AFM image (fig. 5.1(b)).

With further irradiation of 1.8 × 1016 ions/cm2, H increases to 0.72. Higher

H and higher ξ at 1.8 × 1016 ions/cm2 compared to the lower fluence of
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6.0 × 1015 ions/cm2, reveal that though the surface becomes smoother at

small length scales (higher H), the region of correlations or fluctuations also

becomes wider (higher ξ). For r ≥ ξ, periodic modulations are also observed

in HHCF (inset fig. 5.3). Presence of nanostructures on the surface produce

these oscillating features [20]. The wavelength of the oscillating function

reflects average separation between nanostructures i.e. the long range quasi-

periodic nature [21] of the surface. The average wavelengths is nearly 70 and

100 nm for fluences of 6.0 × 1015 and 1.8 × 1016 ions/cm2, respectively.

AFM images were also utilized to obtain 1d-iso PSD plots using Eq. (5.5).

The range of frequencies ν (κ = 2πν) investigated by this method fall be-

tween 1/L (L being the image scan size) and the Nyquist frequency N /2L (N

being the number of pixels of the image). Fig. 5.4 displays the PSD for pris-

tine and ion irradiated surfaces as a function of spatial wave vector κ. The

low frequency plateau is related to the un-correlated white noise spectrum

and is followed by a power law decaying behavior at high frequencies which

reflect the spatial correlations in the system. Specific frequencies where dif-

ferent regions intersect or high intensity features appear correspond to quasi

periodicity in the system given by corresponding correlation lengths. The

power law behavior at high frequencies is important in describing the surface

evolution process through the exponent γ with the relation of form [22]:

PSD ∼ κ−γ (5.6)

Ion irradiated surfaces display γ of 2.3 and 2.5 at the fluences of 6.0 ×

1015 ions/cm2 and 1.8 × 1016 ions/cm2, respectively. γ provides a signa-

ture of the evolutionary process on the surface. Knock off phenomenon is

predominantly expected to control the surface-evolution at γ = 2 and bulk

diffusion is most significant at γ = 3 [23]. Thus the γ values obtained here

(between 2 and 3) suggest that for the evolution of ion irradiated TiO2 sur-
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Figure 5.4: PSD for (a) Pristine rutile TiO2 and after ion irradiation with
fluences of (b) 6×1015 and (c) 1.8×1016 ions/cm2.

faces both sputtering caused by erosion as well as diffusive processes are

important, latter becoming more important at higher fluence. Roughness

exponent H can also be evaluated using exponent γ (H = γ−d
2

, with d being

1 for one-dimensional PSD function) [14], and is found (table 5.3) to be very

similar to that obtained by HHCF analysis (table 5.2) confirming the results.

After irradiation of 6.0 × 1015 ions/cm2, PSD in fig. 5.4(b) displays two
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Table 5.3: PSD results
sample γ H L1= 1

κ1
(nm) L2= 1

κ2
(nm)

(±0.1) (±0.01)

pristine 2.9 0.93 – –

6.0 × 1015 ions/cm2 2.3 0.65 33.3 12.5

1.8 × 1016 ions/cm2 2.5 0.79 52.6 23.2

1.5 × 1019 ions/cm2 2.8 0.90 55.5 34.4

kinks indicating two correlation lengths of 33.3 nm (at κ1= 0.030 nm−1) and

12.5 nm (at κ2= .080 nm−1). These interestingly correspond to the major

(L1) and minor (L2) axes, respectively (labeled κ1 = 1/L1 and κ2 = 1/L2 in

fig. 5.4(b)), of the elliptical nanostructures as seen in AFM images (fig 5.1,

5.2). After the fluence of 1.8 × 1016 ions/cm2 also two kink sites reflecting

the correlations lengths, L1 and L2, of nanostructure are observed (table 5.3)

and are similar to those calculated from AFM images (table 5.1).

The results from the TiO2 sample irradiated at the highest fluence of 1.5 ×

1019 ions/cm2 are presented in figure 5.5. The nanostructures produced here

are much bigger and significantly (30 - 60 times) higher than observed at lower

fluences indicating that these NS are no more 2-dimensional type. This is

reflected by much higher data-scale associated with 2-dimensional and high

resolution 3-dimensional AFM images (fig. 5.5(a,b)). The rms roughness is

also much higher (table 5.1) than at lower fluences. With 〈L1〉, and 〈L2〉 of 55

and 38 nm, respectively, NS are still oblong-shaped but their eccentricity has

become much smaller (0.72) indicating that NS are of less elliptical nature

(table 5.1 and fig. 5.5(c)).

For the fluence 6 × 1015 ions/cm2 (with L1 =29 nm and L2 = 13 nm)

L1/L2 = 2.23, for 1.8 × 1016ions/cm2 (with L1 =57 nm and L2 = 26 nm)

L1/L2 =2.19 and for 1.5× 1019ions/cm2 (with L1 =55 nm and L2 =38 nm)

L1/L2 = 1.4 (see table 5.1 and figs. 5.2, 5.5). So for lower fluences (6× 1015

and 1.8 × 1016 ions/cm2) L1/L2 is nearly 2.2 whereas for the highest flu-
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Figure 5.5: Results after irradiation of rutile TiO2(110) with
1×1019 ions/cm2: (a) 2-dimensional AFM image from 500 nm × 500 nm
region, two representative nanostructures are marked by ( ) ellipses (b)
high resolution 3-dimensional AFM image from 200 nm × 200 nm region
(c) major axis (L1) and minor axis (L2) distributions for nanostructures
(d) height, h, distribution of nanostructures (e) height-height correlation
function (HHCF), inset shows oscillations in linear scale, and (f) power
spectral density (PSD) from the surface.

ence it decreases to 1.4. This suggests that L1 and L2 have become more

similar at the highest fluence. Eccentricity (e) defined as
√

1 − (L2/L1)2,
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with L1 being the length of major axis and L2 being the length of minor

axis, gives a more rigorous definition. For a circle e=0 (L1=L2) whereas for

an ellipse 0 < e < 1 (L2 < L1). We have calculated eccentricity and at

low fluences (6 × 1015 and 1.8 × 1016 ions/cm2) eccentricity is found to be

0.89, suggesting nanostructures to be of elliptical nature (table 5.1). At the

highest fluence (1.5×1019 ions/cm2) however eccentricity reduces to 0.72 in-

dicating nanostructures to be becoming less elliptical (table 5.1). However,

they are not completely circle (as for complete circle e=0). Similar shape

transformation of nanostructures, from being more elliptical to less ellipti-

cal, have been observed earlier also [24] by ion irradiation of silicon surface.

The height distribution, however, still displays a tailing nature with a large

number of NS at 〈h〉 of 2.45 nm and highest NS of nearly 9 nm (table 5.1

and fig. 5.5(d)). Analysis via HHCF indicates a very high surface roughness

(table 5.2), similar to that by AFM results (table 5.1). A high H=0.9 and

highest ξ are also observed at this fluence (table 5.2, fig. 5.5e). The former

indicates a smoother, or less jagged, surface at the small length scales due to

the presence of large nanostructures. Large ξ is due to correlations extend-

ing in bigger regions, again due to these bigger NS. Moreover, oscillations

are also observed in HHCF for r ≥ ξ (similar to fig. 5.3). The wavelength

of modulations (∼ 115 nm) provides an approximate separation between the

nanostructures. γ of 2.8 (fig. 5.5(f)) indicates the diffusion is possibly be-

coming more significant at this stage than at lower fluences. This can also

contribute to the increase in correlation length ξ and smoothening at lower

length scales. PSD, again displays two kink sites (marked as 1
L1

and 1
L2

) and

reflect the inverse of the major and minor axes of nanostructures (table 5.3,

fig. 5.5(f)).
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Figure 5.6: Ti(2p) XPS core level spectra for (a) Pristine TiO2 and after
ion irradiation with fluences of (b) 6×1015, (c) 1.8×1016 and (d) 1×1019

ions/cm2. Features related to Ti4+, Ti3+ and Ti2+ are marked.

Ti(2p) core level XPS spectra from pristine and ion irradiated TiO2 are

presented in fig. 5.6. The spectrum from the pristine can be resolved into

2p3/2 and 2p1/2 spin orbit components, respectively, at the binding energies

of 458.6 and 464.3 eV due to the Ti4+ states [25]. After ion irradiation at

the fluence of 6× 1015 ions/cm2, both these features display another feature
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at the lower BE side (fig. 5.6(b)) reflecting the formation of Ti3+ oxygen

vacancy states [26]. This occurs due to the preferential sputtering of low

mass oxygen atoms from the TiO2 surface upon ion irradiation. During this

process, 2p-electrons from oxygen get transferred to the empty 3d orbitals

of the neighboring Ti atoms on the surface and lead to the formation of two

Ti3+ oxygen vacancy sites. These oxygen vacancy sites reveal metal rich,

Ti states, which become the nucleation sites during creation of nanostruc-

tures [2] observed in fig. 5.1. XPS technique is very surface sensitive and

the photo-electron intensity is primarily from top 1 nm of TiO2 surface [6].

Under this scenario, with 〈h〉 of NS being only 0.19 nm at this stage, XPS is

predominantly reflecting the results from NS and top surface. Similar situa-

tion is observed after the fluence of 1.8 × 1016 ions/cm2. However, another

lower BE feature related to Ti2+ oxygen vacancy state [6] is also observed

(fig. 5.6(c)). At the highest fluence of 1.5 × 1019 ions/cm2, NS are much

higher in size (〈h〉 = 2.45 nm) and XPS results show presence of Ti3+ oxygen

vacancy states from nanostructures, indicating them to be Ti rich.

5.4 Conclusion

In conclusion, the present chapter investigates the shape transformation of

nanostructures and scaling studies of low energy ion irradiated TiO2 surfaces.

The ion irradiation leads to the preferential sputtering of oxygen ions and

consequently creates Ti3+ vacancy sites on the surface. With this process, Ti-

rich zones develop on the surface promoting the formation of nanostructures.

These nanostructures demonstrate a shape transition from being more ellip-

tical at low fluence to becoming less elliptical at higher fluences. The scaling

properties of these surfaces have been investigated by Height -height correla-

tion functions (HHCF) as well as power spectral density (PSD) function and

they together reveal, via roughness exponent (H) and γ investigations, that
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with increasing fluence the surfaces are becoming less jagged at small length

scales due to the increased diffusion. Furthermore, regions with correlated

fluctuations are widening as demonstrated by increase in ξ . Both these ob-

servations can be attributed to the enlarging nanostructures.

This chapter discussed the chemical composition, scaling properties and

roughening behavior of the self assembled nanostructures created on ion ir-

radiated TiO2 surfaces. The interactions of DNA with ion irradiated and UV

beam modified TiO2 surfaces are presented in chapter 6.
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Chapter 6

Interaction of Branched DNA
with UV irradiated and Ion
beam patterned TiO2(110)
surfaces

6.1 Introduction

The Deoxyribonucleic acid popularly known as ”DNA” is the stiffest poly-

mer [1], and interestingly it is one of the longest biological molecule in nature.

This makes the DNA a flexible chain at large distance, but very stiff at short

scale [2]. In the living organisms the space available for the DNA in vivo

is much smaller in comparison to the space it would occupy in the case of

free diffusion. Thus to cope up with such high volume constraints, the DNA

has a characteristic property to pack itself in a very tiny volume through

manipulating the steric environment using the ions. DNA condensation is a

process of compacting DNA molecules in vitro or in vivo. Condensation of

DNA is one of the most lively areas of research, as it represents a process

by which genetic material is packed and protected. The process presents

intriguing problems of phase transition, liquid crystal behavior and polyelec-

trolytes. Condensed DNA structure have potential application in medicine
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and biotechnology for gene therapy and engineering of biosensors. DNA con-

densation and decondensation are involved in gene expression, chromosomal

changes during cell cycle and it also provides a promising means whereby

DNA containing genes of therapeutic interest can be prepared for transfer

from solution to target cells for gene therapy applications. As the DNA is

a highly charged polyelectrolyte, packing the DNA into small volumes re-

quires overcoming of enormous columbic barrier. The energetic barriers to

such tight packaging, the loss of configurational entropy of the long DNA

molecule, the tight bending of the stiff double helix, the electrostatic repul-

sion of the negatively charged DNA phosphates requires organisms to spend

considerable metabolic energy. This energy is required to accomplish task like

collapse or condensation of DNA in the test tube [3], or on surface [4] upon

addition of a low concentration of multivalent cation to low ionic strength

aqueous buffer.

DNA molecules condense in many different forms. Some of the commonly

observed forms are toroids [5], rods [6], flower like structure [4] and globular

structure [7]. The dimensions and morphology of condensed DNA particles

depend greatly on the size of the DNA and its steric conditions. Widom and

Baldwin [8] have discovered that DNA fragments that are shorter than about

400 base pairs will not condense into orderly, discrete globule or higher order

structures as the attractive interaction per base pair is very small. Hence

hundreds of base pairs must interact simultaneously for condensation.

DNA condensation is an example of a polymer’s coil to globule transi-

tion. The general features of the coil-globule transition like topology of the

condensed DNA states are mostly determined by the polymer and solution

properties, such as DNA length, concentration, solution temperature and
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pH, etc., and not by the DNA sequence. DNA sequence determines the lo-

cal interaction and recognition between the double helices in the condensed

DNA. Due to the stiffness of DNA polymer, the coil-globule transition is very

abrupt in nature. The high stiffness of the DNA double helix is due to sugar-

phosphate backbone with stacked base pairs and charged phosphates which

repel each other and resist DNA bending. The morphology of the condensed

DNA molecules is most commonly that of a compact, orderly toroid which

is strongly reminiscent structure of intraphage DNA lysed from virus capsid.

Grosberg and Zhestkov [9] explained the reason for DNA condensed forms

to be mostly of torioidal nature. The total free energy of DNA is the sum of

compressive (because of external osmotic pressure or poor solvent quality),

repulsive (due to the excluded volume of the DNA, and high asymmetry)

and elastic contributions (from bending and other conformational entropy

terms free energy). Importance of these free energy terms also depend on

polymer chain length. Phase diagram shows that short DNA molecules will

form toroids, while very long molecules will form spherical globules. Big-

ger compressive forces prefer spherical globules without an inner hole, while

greater stiffness and excluded volume will favor toroids. Rodlike particles are

sometimes also seen, but rarely in high proportion unless the solvent or the

condensing agent is nonpolar, as the nonpolar environment lowers the free

energy of exposed heterocyclic bases, favoring sharp local kinking.

DNA condensation formation has been shown to be a nucleation growth

phenomenon [3, 10].

1. The first step in toroid formation is the spontaneous formation of a

nucleation loop.

2. This loop acts as the nucleation site for condensation on which the

remainder of the DNA polymer condenses to form a proto-toroid.
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a b c

Figure 6.1: Toroid nucleation and growth with equal outward and inward
growth from the nucleation loop. The black circle on the proto-toroid (sec-
ond from right) and the fully grown toroid (right) illustrates the size of the
nucleation loop.

3. The proto-toroid grows equally inward and outward by the addition of

free DNA polymers from the solution. The black circle on the proto-

toroid (structure second from right) and the fully grown toroid (right-

most structure) illustrate the size of the nucleation loop

Condensation of DNA on various surfaces such as hydrophobic, hydrophilic,

moderately hydrophilic, in the presence of monovalent, divalent and triva-

lent cations have been studied for long [11–14]. Substrate surface energy

mediated DNA/DNA interaction leads to the formation of a variety of struc-

tures. It is observed that DNA could condense on hydrophobic surface, even

in the absence of multivalent cations. DNA forms larger condensates when

condensation occurs on the sample surface than when condensation occurs

in solution. For example, DNA on mica condenses into distinct toroids when

protamine is added [15]. When DNA and protamine are preincubated in a

test tube and deposited onto mica, a network of DNA, with a few thin toroids

in it, occurs. Similarly, mobile cationic silanes on a silicon surface condensate

DNA into distinct toroids whose size depends on the length of the DNA [16].

Interestingly when silanes in solution and DNA are preincubated in a test

tube, looped structures that include flower and sausage shapes form. As

noted by various studies, nanoparticle structures are formed with DNA, de-

pending on whether the condensation process is performed in solution or on

a solid surface [15,16]. Metal oxides have been used for a range of biological
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applications, such as for the detection of DNA [17]. Among the metal oxides,

TiO2 has been of great interest because it exhibits high stability over a wide

range of pH values and has good optical [18] and electrical properties, mak-

ing it of interest for applications in sensing and renewable energy. TiO2 is

also of importance as a naturally forming surface coating on Ti and Ti alloys

that are widely used as implantable prosthetic devices [19]. Bonding of short

biomolecules to the (oxidized) Ti surfaces can also be used to control how

cells such as osteoblasts interact with the surface. The biocompatible nature

of TiO2 makes it one of the most suitable materials for application of binding

of proteins, nucleic acids, antibodies and cell [20–24]. Studies describing the

direct adsorption of DNA on rutile TiO2 has been reported which highlights

the relevance of surface chemical properties for adsorption [25]. Controllable

changes in the surface properties such as topography, morphology and sur-

face chemistry of TiO2 play very important role in the interaction with bio

molecules, which could have application in enhancement of bio-sensing and

3D cellular scaffolding.

Out of the other procedures for modifications of oxide surfaces and clean-

ing, UV light exposure is used for sterilization of surfaces which could be

employed satisfactorily for photo-immobilization [26]. Irradiation of TiO2

surfaces with UV light promote certain chemical changes, which are impor-

tant for selective binding of molecules to the surface [27].

UV illumination of TiO2

The underlying mechanism of surface modification by UV illumination of

TiO2 is the generation of e- h+ pairs. When irradiated with light, of energy

(hν) equal or greater than band gap energy of TiO2, electrons in the valence

band can be excited to the conduction band and leave a positively charged

electron vacancy (hole) in the valence band. As a result, free eCB (elec-
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trons) and positively charged holes hV B, with strong reducing and oxidizing

potentials, are generated. The process can be summarized below:

T iO2 + hν −→ eCB + hV B (6.1)

These electron and hole generated through UV irradiation will then recom-

bine through releasing energy as heat. However if electrons and or holes

migrate to the surface of the crystal, they participate in various oxidation

or reduction reactions with molecules adsorbed to the surface, such as oxy-

gen, water organic species etc.. When interacting with water molecule, the

hydroxyl ions are formed or hydroxide ions are trapped in the holes.

H2O + h+
V B −→ ·OH +H+ (6.2)

OH + hV B −→ ·OH (6.3)

Ti4+ sites on the surface of TiO2 crystal trap the conduction band elec-

trons, which leads to the formation of reduced states of Ti3+. The oxygen

molecules adsorbed on the surface react with these Ti3+ sites and generate

superoxide radicals O−
2 .

T i4+ + eCB −→ T i3+ (6.4)

T i3+ +O2 −→ T i4+ +O−
2 (6.5)

2O−
2 + 2H+ −→ H2O2 +O2 (6.6)

·OH + ·OH −→ H2O2 (6.7)

O−
2 +H2O2 −→ ·OH + OH− +O2 (6.8)

O−
2 +H+ −→ ·OOH (6.9)

·OH , O−
2 and H2O2 are the key reactive oxygen species. It is known that the

atomic co-ordinations at the TiO2 surface differ from those in the bulk since
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Figure 6.2: Schematic diagram of UV irradiated TiO2 semiconductor.

the atom arrangements are truncated on the surface. The nanostructured

TiO2 generates five-coordinated Ti atoms and two-coordinated O atoms,

which are more energetically reactive than the six-coordinated Ti and three-

coordinated O atoms in the bulk. By UV illumination, oxygen vacancies are

most likely created at the two-coordinated bridging sites, resulting in the

conversion of the corresponding Ti4+sites to Ti3+ sites [28], which are favor-

able for dissociative water molecules adsorption [29] on the surface. These

defects influence the affinity to chemisorbed water of their surrounding to the

five-coordinated Ti sites and thus result in the formation of the hydrophilic

domains. Hydrophilicity originates from the polar surface chemical function-

alities i.e. Ti-OH, or because of under coordinated metal ions Ti3+at the

surface. The presence of such sites determines the bio-molecular adsorption.
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It is known that the binding of organic molecules to mineral surfaces occurs

via minimization of hydrophobic effects and optimization of covalent, ionic,

hydrogen bonding and van der Waals interactions. Zhu [30] reported that

DNA with P=O and C-O-P groups could be adsorbed onto the surface of

TiO2 by chemical adsorption. Oxygen based free radical such as superoxides

anion i.e. ·O−
2 and hydroxyl ions i.e. OH·, are the reactive oxygen species.

Modification of DNA via OH· includes single strand DNA break, base mod-

ification and conformal changes. Nitrogenous bases preferentially react with

OH· ions in comparison to the sugar moiety by 4-6 fold. The hydroxyl radical

reacts with the DNA backbone, when initiated by hydrogen abstraction from

deoxyribose carbon, this leads to the eventual denaturing or breakage and

base release. OH· radical reacts with the various hydrogen atom or deoxyri-

bose base in the following order 5̀H > 4̀H > 3̀H ∼ 2̀H ∼ 1̀H .

The hydroxyl radicals react with DNA bases by adding to the electron-rich, π

bonds. These π bonds in the bases are located between C5-C6 of pyrimidines

and N7-C8 in purines [31]. Upon addition of the hydroxyl radical, many sta-

ble products can be formed. Bases with exocyclic amino groups i.e. adenine

and cytosine, have several potential binding modes to maximize surface inter-

action. These potential points of protonation, including ring nitrogen atoms

and functional groups, can develop charges depending on the solution. These

compounds have inner- or outer-sphere interactions with surface functional

groups, ≡ T iOH+
2 ,≡ T iO−, TiOH, or surface-adsorbed water.

The interactions of Cytosine (C), Adenine (A) with the surface of TiO2 have

contributions from electrostatic, van der Waals and hydrogen bonding [32].

It is also known that the bases coordinate with metal ions through various

combinations of the ring nitrogen atoms and the exocyclic groups [33].
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The present chapter reports chemical as well as topographical changes

on surface of rutile TiO2 after UV illumination. Creation of reactive oxy-

gen species which leads to formation of surface hydroxyl state i.e. Ti-OH

and physically adsorbed water molecules are observed by AFM and XPS

techniques. The irradiation modified as well as pristine surfaces are inter-

acted with branched DNA, a DNA constructed in lab with the utilization

of four oligonucleotide. Condensed structures of this DNA are seen on the

pristine and irradiation modified surfaces. The interaction of surface states

of ≡ T iOH+
2 , ≡ T iO−, TiOH, or surface-adsorbed water with the nitrogens

bases of DNA resulting in base type stacking reaction, and also interaction of

phosphate backbone with the surface charges could be a possible mechanism

for condensation of the DNA. The interaction of the branched DNA with Ar

ion irradiated surfaces of TiO2 is also reported in the present chapter. How-

ever instead of toriod condensed structures as observed on the UV irradiated

surfaces, long elongated structures of DNA are observed on ion sputtered

TiO2.

6.2 Experiment

Single crystals of rutile TiO2 (110) (commercially bought from macteck) were

used as received, for all studies. A UV lamp (EiKO F15T8/BLB 18 inch,

15 watt tube, with a T-8 bulb and wavelength of 365 nm ) was used for

irradiation of the TiO2 surfaces for 2, 5 and 10 minutes.

To study the effect of ion irradiation, the single crystal of TiO2 were also

irradiated with 3 keV Ar+ at an incident angle of 15o, from surface normal,

at room temperature in a chamber with a base vacuum of 10−8 Torr at a

fluence of 6.0×1015ions/cm2. The pristine as well as irradiated surfaces were

interacted with the branched DNA. This branched DNA was synthesized by

self assembly method utilizing four oligonucleotide derived from the genomic
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sequences of Rattus Norvegicus. The sequence of each oligo used are as

follows:-

1. Oligo 1 -5′-AGG ACG ATT TTC AGC ACG CGT TCC TCC AGC

TTT TTG GAG TAA AGC T-3′, Molecular Weight (MW)-14,131.2,

Transition temperature (Tm)-69C.

2. Oligo 2 -5′-CGA TGA ACT TTA GCT GGA GGA ACG CGT GCT

GTT TGT AGA AGG CAA G-3′ MW-14,334.3, Tm-68.2C.

3. Oligo 3 -5′-CCT TCT ACT TTA CCA CGA GGG CCT GGC CAA

GTT TGT TCA TCG CTT G-3′ MW-14,034.1, Tm-69.2C.

4. Oligo 4 -5′-GCT ACT GTT TTC TTG GCC AGG CCC TCG TGG

TTT TCA TCT TCC GAT C-3′ MW-14,007.1, Tm-69.1C.

The self assembled fabrication of branched DNA has been discussed else-

where [34]. In short, hybridizing portion of each oligo was derived from

primers of different genes. Two sets of four oligos with 3′ or 5′ sticky ends

in the loop were designed to self assemble for rigid or flexible monomeric

structure. These consecutive oligos have nearly 50% complementary, hence

self assembly between two oligos either forms internal bubble or external

single stranded overhangs. 10 µg DNA were dissolved in 20µl stock buffer

composed of 40 mM Tris, 20mM acetic acid, 2 mM EDTA, and 12.5 mM mag-

nesium acetate at pH of 8, was diluted with ultra pure water to make the

final concentration of 1 ng/µl. Typically, 10 µl of this solution was dropped

on pristine as well as irradiation modified surfaces of TiO2 and was incubated

overnight. Post incubation and after DNA immobilization, the surfaces were

washed off with Milli-Q water for 20 secs and the process were repeated few

times to remove any residuals on the surface completely. The surface mor-

phology prior and post immobilization of DNA on irradiated surfaces has

been investigated using Scanning Probe Microscope (Bruker, Nanoscope V
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Multimode), in tapping mode under ambient conditions. The vertical res-

olution of the scanner used is 0.01 nm. X-ray Photoelectron spectroscopy

(XPS) measurements were performed using a VG microtek instrument with

Mg Kα radiation (1256.6eV) source. A standard shirley type background

was removed from all XPS spectra before analysis and C(1s) position (284.6

eV) has been utilized for charge correction.

6.3 Results and Discussions

Fig. 6.5(a) shows SPM image from pristine TiO2 surface. It shows several

steps, as expected [35], and has a rms roughness of 0.096 nm. Fig. 6.5(b,c,d)

display the modifications of TiO2 surfaces after their UV irradiation at 2, 5

and 10 min, respectively. Their rms roughness is shown in fig. 6.6. On the

UV irradiated surfaces, a few (white) domains are observed. These reflect the

adsorption of some water droplets on the surface. At the highest exposure

time (fig. 6.5(d)) a hazy morphology further suggests formation of a weak

water droplet layer.

Fig. 6.6 shows that UV illumination changes the rms roughness of the TiO2

surfaces. The roughness increases upto the UV exposure of 5 min, but de-

creases for 10 min. The decrease may be related to the formation of the

mild water layer at this stage. It has been shown earlier that once the water

coverage becomes larger then 0.5, surface roughness gradually decreases [36].
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Figure 6.5: AFM images are shown in left panel for (a) unirradiated surface
as well as after UV irradiation for (b) 2 mins (c) 5 mins (d) 10 mins. Right
panel shows AFM images of corresponding surfaces after they are interacted
with Branched DNA.

Creation of electron-hole pairs is a result of UV illumination of TiO2.

The process of photo-excitation competes with the process of recombination

between excited electron- hole pair. When an electron is photo-excited from

valence band to the conduction band it can diffuse to the surface leading to

charge transfer to an adsorbed species or get trapped within the electron trap

in the band gap [37]. If none of the processes occur within the excited elec-

tron’s lifespan, deactivation of electron hole pair will occur with the release

166



of either heat or photons. A variety of defects can be created by thermal

annealing at high temperature through electron bombardment. Oxygen va-

cancies are the primary defects states for the surface adsorption/desorption

reactions. These oxygen vacancies can be created at either the bridging oxy-

gen sites or at the planar oxygen sites. Bridging oxygen defects are created

more easily because of lower atomic coordination. An enhanced surface re-

activity is observed as a consequence of the oxygen vacancy defect formation.

The right panel of fig. 6.5 shows the corresponding surfaces after DNA

interaction. Toroids as well as rods structures of DNA are observed when

interacted with the pristine TiO2 surface as seen in fig. 6.5(e). However only

condensed toroidal structures of DNA are observed on the UV illuminated

surfaces (fig. 6.5(f,g,h)). The size of these toroids appear to decrease for 2

mins UV irradiated surface in comparison to the pristine surface. For 5 mins

illuminated surface the size of these toroids increases, however for the 10 mins

illuminated surface a further decrease in the size of the toroidal condensed

structure is observed. The size of toroidal structures increases on surfaces

irradiated upto 5 min, where surface roughness is highest, but decreases on

10 min irradiated surfaces. These results suggest that size of toroids may be

controlled by the surface roughness. The surface states on TiO2 created due

to UV irradiation induce globule like conformal transitions of DNA.

Fig. 6.6 shows the roughness plot of the pristine as well as UV irradiation

modified surfaces. For UV illuminated surfaces the roughness of the sur-

face initially increase for 2 and 5 mins of irradiation, however a decrease

in roughness is observed after UV illumination of 10 mins. The roughness

trend of these samples, post interaction, with branched DNA is also shown.
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Figure 6.6: Roughness of TiO2 surfaces for (a) unirradiated surface as well
as after UV irradiation for (b) 2 mins (c) 5 mins (d) 10 mins is shown with a
solid line, also the roughness of corresponding surfaces post interaction with
branched DNA is shown as dashed line.

The roughness of the pristine surface after interaction with DNA increases

to 0.619 nm. On interaction of DNA with UV illuminated surfaces the rms

roughness changes and is observed to be 0.442, 0.452, and 0.632 nm for the

2, 5, 10 mins UV illumination, respectively.

The left panel of fig. 6.7 shows the zoomed AFM images of the toroidal con-

densed nanostructures of DNA on pristine as well as UV irradiated surfaces.

The section analysis of the corresponding condensed structure is reported

in the right panel. The section analysis show two peaks for each structure

indicating that these structures are toroidal in nature. The peak to peak

measurements of the DNA toroidal structures show that the size of these

toroids is about 86 nm for the pristine surface. However the size of these

toroids is about 43, 525, 55 nm on 2, 5, 10 mins UV illuminated surfaces
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Figure 6.7: Zoomed AFM images of toroid DNA structures are shown in the
left panel for DNA interacted with (a) unirradiated surface as well as with
surfaces UV irradiated for (b) 2 mins (c) 5 mins (d) 10 mins. Right panel
shows the section analysis for corresponding toroids.

respectively.

Fig. 6.8 shows the high resolution O(1s) spectra for the pristine as well

as UV illuminated surfaces. Fitting for various states are also shown. The

Gaussian fitting of the pristine spectrum shows that the O1s peak is com-

posed of three subpeaks originating from lattice oxygen( O-Ti-O-) at 529.8

eV, Hydroxyl group (-Ti-OH) at 531.3 eV and adsorbed Oxygen (-Ti-O-C)

at 532.8 eV [38]. The spectra from UV illuminated surfaces also show same

subpeaks. However a shift towards lower binding energy is observed for O-Ti-

O feature. O-Ti-O peak for 5 mins and 10 mins UV illuminated surfaces are
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Figure 6.8: Before DNA interaction: XPS spectra of O (1s) region from (a)
unirradiated surface as well as after UV irradiation for (b) 5 mins (c) 10
mins. Fittings for various states are shown.

positioned at 529.1 and 528.9 eV, respectively. A decrease in binding energy

could be attributed to the creation of vacancy states due to UV illumination

of the surface. Also an enhancement in the Ti-OH peak is observed after

irradiation. UV illumination of TiO2 crystal generates surface defects, which

are accompanied by electronic charge transfer from oxygen to titanium. It

creates holes and electrons at definite sites on the crystal surface. The photo

generated holes produced in the bulk of the crystal, diffuse to the surface

and are trapped at the lattice oxygen sites. The hole created due to UV illu-

mination react with the adsorbed organics or water molecule to produce OH

radicals. These holes also react with TiO2 crystal, which leads to breaking

of bond between titanium and oxygen by coordination of water molecules

at the titanium sites. The coordinated water molecules release a photon for

170



charge compensation and then a new OH group forms, leading to increase in

the OH group at the surface.
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Figure 6.9: Before DNA interaction: XPS spectra of Ti (2p) region from (a)
unirradiated surface as well as after UV irradiation of (b) 5 mins (c) 10 mins.

The high resolution Ti 2p spectra show two peaks due to spin-orbital cou-

pling effect. Ti 2p3/2 at 458.8 eV and Ti 2p1/2 at 464.2 eV have been fitted

by one Gaussian peak each (fig. 6.9(a)). However a shift towards lower bind-

ing energy in the spectra is observed for the 5 and 10 mins UV illuminated

surfaces (fig. 6.9(b,c)), indicating creation of surface defects, which is ac-

companied by the electronic charge transfer from oxygen to titanium.

Fig. 6.10 shows the XPS spectra of O(1s) region from pristine as well as UV

irradiated surfaces after interaction with the DNA. XPS spectra of uninter-

acted surfaces are shown for reference. A shift towards higher binding energy
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Figure 6.10: After DNA interaction: XPS spectra of O(1s) region for DNA
interacted (red dashed lines) surfaces of (a) pristine and UV irradiated surface
for (b) 5 mins (c) 10 mins. For reference, XPS spectra from un-reacted
surfaces ( black line ) are also included.

in the spectra after interaction with DNA is observed for all the surfaces.

This indicates a strong interaction of the DNA with the Ti-OH and Ti-O-C

groups present on the surface of the TiO2 crystal. It has been observed in

earlier studies that the bases with exocyclic amino group i.e. A and C showed

greater binding affinity, because of several potential binding modes for surface

interaction. These compounds generally form the inner or outer sphere inter-

action with surface functional groups such as TiOH+
2 , TiO, TiOH or surface

adsorbed water. Such kind of surface binding could lead to stacking -type

interactions [39]. The phosphate at the DNA backbone is adsorbed on hy-

drated TiO2 surfaces through a condensation process that forms Ti-O-PO3H2

groups. H2PO−
4 , H2PO2−

4 can be adsorbed through an exchange reaction with
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the basic hydroxyl groups given as: T iOH +H2PO
−
4 = T iH2PO

+ + OH−.

Therefore, the bonding in these groups is of a transitional type between ionic

and covalent [40].

XPS spectra of Ti (2p) region from the pristine and UV illuminated surfaces

after interaction with DNA (red dashed lines) is presented in fig. 6.11. For

reference the spectra of uninteracted surfaces from fig. 6.9 are also shown.

The interaction of DNA with pristine TiO2 surface causes a slight shift of

Ti4+ feature towards lower binding energy, compared to the uninteracted

surface (black line) as seen in fig. 6.11(a). A possible reason for such shift

could be transfer of electrons from negatively charged phosphate backbone

of the DNA to the surface. After interaction of DNA with 5 mins UV illumi-

nated surface (fig. 6.11(b)), further shift towards lower binding energy in the

Ti4+ component is observed, suggesting more transfer of electrons from DNA

backbone to the surface. For UV illumination of 10 mins, after interaction

of DNA a shift towards higher binding energy for the Ti4+ feature is seen

(fig. 6.11(c)). A gain in electron by the surface from the DNA backbone can

make the surface more Ti4+ in nature thus saturating the effect of the defect

states created during UV irradiation. This could be a possible reason for the

Ti feature to shift towards higher binding energy after interaction with the

DNA.
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Figure 6.11: After DNA interaction: XPS spectra of Ti(2p) region for DNA
interacted (red dashed lines) surfaces of (a) pristine and UV irradiated surface
for (b) 5 mins (c) 10 mins. For reference, XPS spectra from un-reacted
surfaces ( black line ) are also included.

The N(1s) XPS spectra for post-DNA interacted TiO2 surfaces are pre-

sented in fig. 6.12. On pristine surface three features, representing amino

(-NH2), imine (-N=) and amine (-NH-) components, from DNA are noticed.

Similar features have also observed in earlier studies [41]. After interaction

of DNA with the UV irradiated surfaces no extra feature is observed. How-

ever, a shift towards higher binding energy for all the features of nitrogen is

seen, supporting a strong interaction of the nitrogen bases of DNA with the

surface states i.e.TiOH+
2 , TiO, TiOH. An enhancement in the peak intensity

of amino and amine group is seen after the DNA is interacted with the UV

illuminated surfaces. This suggests that the amino and amine groups of the
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Figure 6.12: After DNA interaction: XPS spectra of N(1s) region for DNA
interacted surfaces of (a) pristine and TiO2 surfaces UV irradiated for (b) 5
mins (c) 10 mins. Fittings for various states are shown.

DNA have higher affinity to interact with the surface states created after UV

irradiation.

175



(c)(a)

(d)(b)

0nm

0nm

0nm

5nm

0nm

20nm

125nm

1.25um

1.25um

4nm

2nm

250nm

Figure 6.13: AFM images are shown in left panel for (a) pristine surface
as well (b) surface sputtered at fluence of 6 × 1015 ions/cm2 Right panel
shows AFM images of corresponding surfaces after they are interacted with
Branched DNA.

Branched DNA have also been interacted with Ar+ irradiated TiO2 sur-

faces. The irradiation was carried out at a fluence of 6 × 1015 ions/cm2

by 3keV Ar+, under same conditions as discussed in chapter 3, 4 and 5

for nanopatterning of SiOx and TiO2 surfaces. AFM images of the pristine

and Ar+ irradiated TiO2 surfaces are shown in fig. 6.13. Ion irradiation of

TiO2 surfaces produces nanopatterns (fig. 6.13(b)). The morphology and

roughening behavior of these nanostructures have been discussed in details

in chapter 5. Spontaneous formation of self organized nanoscale patterns

by ion irradiation, on any surface is controlled by the competition between

the erosion of the surface and its smoothening by diffusion processes. Pref-
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erential sputtering of oxygen atoms due to its low mass also play a role in

the pattern formation. The pristine as well as ion irradiated surfaces were

interacted with branched DNA. The pristine surfaces exhibit formation of

rods and toroidal DNA structures as shown in fig. 6.13(c). These have been

also discussed earlier in fig. 6.5(e). Fig. 6.13(d) shows ion irradiated TiO2

surfaces after their interaction with branched DNA. Instead of toroidal con-

densed DNA structures as observed on the UV irradiated surfaces (fig. 6.5),

now elongated DNA structures are observed. Although the ion irradaited

surfaces (fig. 6.13(b)) has low rms roughness (0.130 nm), after DNA inter-

action it becomes 0.921 nm (fig. 6.13(d)).

Fig 6.14 shows the O(1s) XPS spectra for the pristine as well as ion ir-

radiated surfaces. For the pristine surface, three features related to O-Ti-O,

Ti-OH and Ti-O-C are observed (fig. 6.14(a)). After ion irradiation, the fea-

ture related to Ti-O-C is absent. The Ti-OH feature reduces in intensity, as

expected, whereas O-Ti-O feature shifts towards lower binding energy. This

shift is related to the formation of oxygen vacancies on the surface.
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Figure 6.14: Before DNA interaction: XPS spectra of O (1s) region
from (a)pristine TiO2 and TiO2 surface ion irradiated at fluence of (b)
6 × 1015 ions/cm2. Fittings for various states are shown.

Fig 6.15 presents the Ti 2p XPS spectra for the pristine as well as ion

irradiated surfaces. The pristine surface shows the Ti4+ feature from TiO2.

On the ion irradiated surfaces a broadening of Ti4+ feature and a shoulder

related to Ti3+ (456.6 eV) is observed. The formation of Ti3+ defects after

sputtering are related to the formation of oxygen vacancies on the TiO2 sur-

faces and have been discussed in details in chapter 5.
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Figure 6.15: Before DNA interaction: XPS spectra of Ti (2p) region
from (a) pristine TiO2 and TiO2 surface ion irradiated at fluence of (b)
6 × 1015 ions/cm2

Fig. 6.16 shows the XPS spectra for O(1s) from pristine and ion irradi-

ated TiO2 surfaces after their interaction with branched DNA (red dashed

line). For reference, the XPS spectra of uninteracted surfaces (from fig. 6.14)

are also shown (black line). For the irradiated surfaces, a large shift of XPS

spectra towards higher binding energy is observed (fig. 6.16). Presence of

oxygen vacancy state, on ion irradiated TiO2 surfaces (as seen in fig 6.15)

may be responsible for this.
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Figure 6.16: After DNA interaction: XPS spectra of O(1s) region for DNA
interacted ( red dashed lines) surfaces of (a) pristine TiO2 and TiO2 surface
ion irradiated at fluence of (b) 6×1015 ions/cm2. For reference, XPS spectra
from un-reacted surfaces (black line) are also included.

Fig 6.17 shows the XPS spectra for Ti (2p) feature for the pristine as well as

ion irradiated TiO2 surfaces after their interaction with the branched DNA.

A slight shift towards lower binding energy is observed, after DNA interac-

tion, for both the pristine as well as ion irradiated surfaces. This may be

related to the charge transfer from DNA backbone to the Ti4+ states of the

surface.

180



455 460 465
Binding Energy (eV)

In
te

ns
it

y 
(a

.u
)

(a)

(b)

Figure 6.17: After DNA interaction: XPS spectra of Ti(2p) region for DNA
interacted ( red dashed lines) surfaces of (a) pristine TiO2 and TiO2 surface
ion irradiated at fluence of (b) 6×1015 ions/cm2. For reference, XPS spectra
from un-reacted surfaces (black line) are also included.

N(1s) XPS region from the pristine and ion irradiated surfaces after their

interaction with branched DNA are presented in fig. 6.18. The pristine

surface indicates presence of amino(-NH2), imine (-N=) and amine (-NH- )

groups of DNA bases. These features have also been observed earlier [41]. All

these features show a systematic shift towards higher binding energies for the

ion irradiated surfaces due to the presence of oxygen vacancies. The amine

feature indicates a slightly higher intensity on the ion irradiated surfaces

suggesting the interaction with DNA to be promoted through this group. A

new feature related to O-Ti-N state [42] at 402.20 eV is surprisingly observed
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Figure 6.18: After DNA interaction: XPS spectra of N(1s) region for DNA
interacted surfaces of (a) pristine TiO2 and TiO2 surfaces ion irradiated at
fluence of (b) 6 × 1015 ions/cm2

here. This may be due to the formation of some DNA - metal complex. Such

complexes have been observed earlier [43]. Development of this new feature

indicates strong interaction of DNA with ion irradiated TiO2 surfaces.

6.4 Conclusion

This chapter discusses the interaction of branched DNA with UV irradiated

and ion irradiated TiO2 surfaces. The UV irradiated surfaces indicate the de-

velopment of oxygen vacancy and surface defect states. In addition, reactive

oxygen species are also created on the surface which promote the develop-

182



ment of surface hydroxyl states like Ti-OH as well as physically adsorbed

water molecules. Upon interaction with the pristine surface, branched DNA

forms rod and toroid like structures. However on UV irradiated surfaces

only toroidal structures are observed. The sizes of these toroidal structures

depend on the surface roughness of the UV-irradiated surfaces, increasing

up to the exposure of 5min but decreasing for higher exposures. The results

indicate a chemical interaction between the DNA moiety and the UV irradi-

ated surfaces through the oxygen vacancies and other defect states present on

the surface. The branched DNA has also been interacted with ion irradiated

TiO2 surfaces. Elongated DNA structures and network are observed on the

ion irradiated surfaces, rather than the toroidal structures. Strong chemical

interaction, as observed via the formation of O-Ti-N complex, may be re-

sponsible for this. The development of the complex appears to be related to

the conjugation of DNA bases with the defect sites on the irradiated TiO2

surfaces.

This chapter discussed the interactions of DNA with ion irradiated and UV

beam modified TiO2 surfaces. The polymeric materials have immense ap-

plications in biomedical devices. Chapter 7 discusses the modifications of

PDMS polymer through plasma treatment as well as its interaction with

cells. Cell viability and biocompatibility of PDMS has also been discussed.
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Chapter 7

Surface Modification of
poly(dimethylsiloxane) through
Oxygen and Nitrogen Plasma
Treatment to Improve its
Characteristics towards
Biomedical Applications

7.1 Introduction

During the past few decades, polymeric materials, due to the wide range of

physical properties and ease of processing to manufacture biomedical devices,

have been successfully applied in biomedical applications such as various im-

plants, biosensor and tissue engineering in the place of metals and ceramics.

Nevertheless, an essential issue, the poor surface properties of the materials

which may restrict their applications as biomaterials, should be addressed

before they are implanted in the body. There have been several studies

focusing on how surface properties of biomaterials influence the cellular ad-

hesion and motility [1–6]. PDMS is widely used in microfluidic devices and

biochip technology due to their desirable properties of optical transparency,
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chemical inertness, permeability to gases. However, the hydrophobic nature

of PDMS necessitates the tailoring of the surface properties to make the

surface suitable for biomedical application. There has been a great deal of

interest in designing PDMS with hydrophilic surface suitable for biomedical

applications. The surface properties of the biomaterials may be improved by

surface treatment to make it hydrophilic. There have been various researchers

focusing their attention on influence of surface properties on biocompatibil-

ity of the material [7–10]. The most important parameters influencing the

performance of a material in biomedical applications are surface energy, pres-

ence of functional groups, and surface roughness [11–15]. Among the various

surface modification techniques, plasma surface modification has many ad-

vantages such as modification to a limited depth of 50 Å to 10 µm without

affecting their bulk properties, eco-friendly, low temperature, dry and rapid

process. Oxygen and nitrogen plasma treatment of PDMS removes methyl

groups and replaces with polar groups and thus increases the hydrophilicity.

Formation of micro and nano scale wavy structures on PDMS surface by

means of appropriate plasma process conditions was reported [16, 17]. De-

spite the importance of surface properties in determining biocompatibility

very few researchers addressed surface energy, surface chemistry and sur-

face morphology of PDMS in the context of biomedical applications [18–21].

Consequently a detailed investigation on the effect of plasma treatment of

PDMS on its biocompatibility is required. Therefore in the present chapter,

the effects of oxygen and nitrogen plasma treatment of PDMS on its sur-

face morphology and chemistry and enhancement of biocompatibility were

studied. Plasma treated PDMS surfaces were characterized using contact

angle measurement, Fourier transform infrared spectroscopy (FTIR), X-ray

photoelectron spectroscopy (XPS), atomic force microscopy (AFM) for its

hydrophilicity, surface chemistry and morphology respectively. The influ-
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ence of plasma surface modification of PDMS on its biocompatibility was

analysed by cell adhesion and cell viability tests. An attempt was made to

quantify the cell adhesion area in untreated and oxygen and nitrogen plasma

treated PDMS using ImageJ analysis.

7.2 Experiment

7.2.1 Materials

PDMS with a specific gravity of 0.9 g/cm3 was supplied by GE silicones,

India. Oxygen and nitrogen gases used for plasma generation with 99.99%

purity were purchased from Tapaswi enterprise, Kharagpur, India. Deionized

water, formamide (99% purity, procured from M/s. Merck Specialities Pvt.

Ltd., Mumbai, India) and diiodomethane (98% purity, procured from M/s.

Spectrochem Pvt. Ltd., Mumbai, India) were used for the measurement of

contact angle.

7.3 Methods

7.3.1 Plasma treatment

The plasma treatment of PDMS was carried out in a plasma reactor (M-

PECVD-1A [S]) procured from M/s, Milman Thin Film Systems, Pune, In-

dia. The samples were placed on the substrate holder inside the reactor

chamber. The reactor was evacuated to 0.1 Pa during the roughing stage

and the desired process pressure was obtained through closed loop pressure

control during which the pressure was maintained by butterfly valve. Ca-

pacitively coupled RF discharge at the frequency of 13.56 MHz was created

by supplying 50 W power between the powered electrode and grounded elec-

trode by ionizing the process gas that was supplied to the reactor at the flow

rate of 10 sccm. The polymer samples were exposed to the plasma for the
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desired time (1 min/5 min) at the desired pressure of 20 Pa. After the treat-

ment, the reactor chamber was brought to the atmospheric condition. The

experiments were conducted using two different process gases namely oxy-

gen and nitrogen. The treated samples were characterized through various

surface characterization techniques.

7.3.2 Wettability studies

Static contact angle measurements were done on polymer surfaces before and

after plasma treatment to determine the changes in the surface wettability

by the sessile drop method using Rame-Hart 500-F1 advanced goniometer

(Rame-Hart Instrument Co., Netcong, NJ, USA) at ambient humidity and

temperature. Each contact angle reported in this work is the average of the

values obtained from at least five different positions of the polymer sam-

ple surface. The contact angle measurements of post treated samples were

carried out at an interval of 30 min till it reaches a plateau.

7.3.3 Estimation of surface energy

Contact angle measurements for surface energy estimation were performed

at 72 h post-treatment to take into account the effect of any molecular re-

orientation. In order to determine the surface energy of the polymer, static

contact angles of three liquids namely, deionized water, formamide and di-

iodomethane, with different surface free energies covering a wide range of

polar and dispersion components were measured on the material surface.

The surface free energies of the probe liquids with their polar and dispersion

components have been presented elsewhere [22]. The method by Owens and

Wendt was adopted here to calculate the surface energy of a solid (γs), using

their polar (γp
s ) and dispersion components (γd

s ), contact angle (θ), surface

free energy of probe liquid (γl) and its polar (γp
l ) and dispersion (γd

l ) com-
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ponents (equation 7.1). The surface polarity (P) was estimated as the ratio

of polar component to the total surface energy [23].

[(1 + cos(θ)/2][γl/(γ
d
l )

1/2] = (γp
s )

1/2(γp
l /γ

d
l )

1/2 + (γd
s )

1/2 (7.1)

Polar and dispersion components of PDMS surface were obtained from the

slope and intercept of the plot of the equation (7.1) respectively.

7.3.4 Surface chemistry

The effect of various plasma treatments on the surface chemistry of PDMS

was investigated from Fourier transform infrared (FTIR) spectra of untreated

and modified polymers obtained in attenuated total reflectance (ATR) mode

using a Thermo Nicolet Nexus 870 FTIR (Thermo Nicolet Corporation,

North America, Madison, WI) equipped with ZnSe crystal. They were

recorded for the range of 4000-600 cm−1 with a resolution of 4 cm−1. Sur-

face chemistry changes caused by the plasma treatment were also analyzed

by XPS measurements using an ESCA-2000 Multilab apparatus (VG Mi-

crotek) equipped with Mg-Al anode. The analysis was performed using Mg-

Kα (1253.6eV) excitation source at take off angle of 30o.

7.3.5 Surface morphology

The surface morphology of untreated and plasma treated polymers were ex-

amined with Jeol JSM-5800 scanning electron microscope (SEM) (JEOL,

Tokyo, Japan). SEM examination of polymers was conducted to provide

a qualitative assessment of surface roughness. Samples were coated with a

thin conductive layer of gold in vacuum conditions prior to analysis. The sur-

face topography of oxygen and nitrogen plasma treated PDMS at different

treatment time were also studied using atomic force microscopy (AFM). The

AFM analyses were performed in tapping mode with Veeco-CP2, (model:
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RTESPA-CP) using phosphorous doped Si tip. The images were taken for

an area of 10 µm x 10µm at the scan rate of 1 Hz. Root mean squared rough-

ness (Rrms) of the untreated and plasma treated polymers that quantifies the

effect of plasma etching were evaluated using the software WSxM 4.0.

7.4 Bio-Studies

7.4.1 Cell culture

The 3T3 fibroblasts cells preserved by freezing were thawed to room temper-

ature to prepare the fibroblast suspension. They were diluted with an appro-

priate amount of Dulbeccos Modified Eagle Medium (DMEM) supplemented

with 10% fetal bovine serum. The fibroblast suspension was centrifuged to

remove the supernatant at 300G for 10 min. After washing with DMEM, the

cells were seeded in the T-25 tissue culture flask and incubated in humidified

atmosphere of 5% CO2 in air at 37 oC. Confluent cells were trypsinized and

approximately 2.5 x 104 cells were seeded to each polymer sample. They

were inoculated for 4 h, 24 h for cell adhesion tests and 24 h for MTT test.

7.4.2 Cell morphology

Both untreated and plasma treated polymer samples seeded with 3T3 fi-

broblasts cells were examined through SEM to observe the morphology of

the cells. The adhered cells were washed with phosphate buffered saline

(PBS) and fixed with 2.5% glutaraldehyde. Series of graded alcohols were

used to dehydrate the cells and dried to critical point. Gold coated sam-

ples were examined for their morphology using secondary electrons in JEOL

JSM-5800 microscope.
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7.4.3 MTT Assay

To determine the cell viability, colorimetric MTT assay (3-(4,5-dimethylthiazol-

2-yl)-2,5-diphenyltetrazolium bromide) was used. In this method, mitochon-

dria of the living cells reduce the tetrazolium bromide salts to formazan.

Since the functional mitochondria becomes inactive within few minutes af-

ter cell death, reduction of tetrazolium bromide to formazan is used as a

measure of viable cells. Formation of the coloured formazan product dur-

ing incubation was analysed spectrophotometrically at 595 nm using ELISA

plate reader.

7.5 Results and Discussion

7.5.1 Surface energy

The contribution of the various components of surface energy to the total

surface free energy were determined through the contact angle measurements

using three liquids namely deionized water, formamide, and diiodomethane

on the untreated and plasma treated surfaces. The total surface energy,

including dispersion and polar components, along with the polarity for the

untreated and plasma surface modified PDMS are presented in table 7.1.

Table 7.1: Surface energy of untreated and plasma treated PDMS
sample Contact Angle (degree) Surface Energy (N/mm2) Polarity

DI FA DIM γp γd γ
Untreated 106 87 81 0.92 15.81 16.7 0.05
O2 -1 min 89 60 76 6.58 15.47 22.1 0.30
O2- 5 min 88 48 79 8.71 14.44 23.4 0.38
N2- 1 min 82 34 57 6.62 26.06 32.7 0.20
N2- 5 min 72 28 63 13.4 19.87 33.3 0.40

Untreated surfaces exhibited a hydrophobic nature that is characterized

by relatively lower surface energy. Plasma surface modification of PDMS

194



using oxygen and nitrogen caused significant enhancement on its wettability.

The total surface energy, including dispersion (γd) and polar (γp) compo-

nents, along with the polarity for the untreated and plasma surface modified

PDMS are presented in table 7.1. Both oxygen and nitrogen plasma treat-

ment led to increased hydrophilicity through increased polarity varying from

0.2-0.4 whereas untreated samples were found to be strongly hydrophobic

with low surface energy and a low polarity of 0.05. Wettability was par-

ticularly increased in the case of nitrogen plasma treatment for 5 min with

a surface energy of 33.3 N/mm2 (0.40 polarity). Surface energy is affected

by both chemical composition and microstructural topography. However po-

lar component is reported to be the most determinant of cellular adhesion

strength [24].

7.5.2 Ageing effect

PDMS wettability introduced by plasma treatment decreased as a function

of time. It was reported that ageing occurs mainly due to either of the two

principal mechanisms namely post-treatment chemical reactions or surface

relaxation [25]. It is known that hydrophobic recovery of PDMS surface is

mainly due to reorientation of surface molecule and migration of low molec-

ular weight species from the bulk. However the physical surface recovery of

silicone rubber due to its elastic nature also causes hydrophobic recovery [26].

In order to examine the effect of aging on wettability, the water contact an-

gle of plasma treated surface exposed to air was measured as a function of

time. Figure 7.1 illustrates the aging effect of different plasma treated PDMS

surfaces in terms of their wettability measured through water contact angle.

Significant hydrophobic recovery was observed in the first 30 min which is

indicated by the increased contact angle. After 90 min of ageing, stabil-

ity was reached for all the plasma treated conditions. Highest hydrophobic
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Figure 7.1: Ageing analysis of plasma treated PDMS

recovery was observed in the case of oxygen plasma treatment for 1 min

whereas the lowest recovery was in the case of nitrogen plasma treatment for

5 min. Hydrophobic recovery in nitrogen plasma treated PDMS was inferior

for oxygen plasma treated PDMS for both 1 min and 5 min treatment time.

Hydrophobic recovery is slightly delayed in case of shorter plasma treatment

time in both oxygen and nitrogen plasma treatment. It is reported that

oxygen plasma treatment causes the formation of a layer of silica like struc-

ture with free siloxanes. Removal of silica like groups causes reduction in

wettability [25].
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7.5.3 Surface Chemistry

The changes in the elemental composition of untreated and plasma treated

PDMS were assessed by XPS. The presence of methyl groups on the surface

is the reason for the hydrophobicity of PDMS. Since the chain exposes max-

imum number of methyl groups to outside they shield the main chain. Bond

dissociation energy of Si-O bond (809 kJ/mol) is higher than that of Si-C

bond (451 kJ/mol). For this reason Si-O bonds are difficult to be broken

compared to Si-C bonds. The changing elemental composition of PDMS as

a result of plasma treatment due to the interaction of the active species is

shown in table 7.2. As can be seen from table 7.2 carbon content is decreas-

ing after oxygen plasma treatment with increase in oxygen content. Increase

Table 7.2: Atomic composition of untreated and plasma treated PDMS by
XPS analysis
Sample Carbon% Oxygen% Silicon% O/C O/Si
Untreated 51.3 11.8 36.7 0.23 0.32
O21-min 44.8 14.9 41.8 0.33 0.36
O2-5 min 43.2 17.1 39.5 0.40 0.43
N2 1-min 65 15.1 19.6 0.23 0.78
N2 5-min 55 18 26 0.33 0.69

in the ratio of O/C indicates that oxygen containing groups are attached to

PDMS as a result of oxygen plasma treatment. Increased treatment time

results in higher O/C ratio. Atomic composition of silicon is found to be

higher than the theoretical value which decreases significantly with nitro-

gen plasma treatment but is not affected significantly during oxygen plasma

treatment. Decrease in silicon content is more pronounced compared to that

of carbon in the case of nitrogen plasma treatment. The XPS spectra of C1s

for PDMS samples are presented in figure 7.2 and are charge corrected con-

sidering 284.4 eV as the reference peak corresponding to SiCHx [27]. For the

untreated PDMS, the peaks are observed at 286.1, 284.4, 282.1 and 280.3 eV
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Figure 7.2: C1s peak of (a) untreated PDMS and oxygen plasma treated
PDMS for (b) 1 min, (c) 5 min and nitrogen plasma treated PDMS for (d)
1 min and (e) 5 min.

which are associated with C-O, -SiCHx, C-Six and C-Si bonds respectively.

The relative composition ratio of different C1s based on the peak areas is

presented in table 7.3.

Additional peaks are observed at 279.0 and 279.3 eV in the case of 1 min

and 5 min treatment with oxygen plasma treatment which are respectively

attributed to the -C-Si bonds. In the case of nitrogen plasma treatment of

PDMS, two new peaks are observed at 285.9, 288 eV after treatment for 1

min. These features correspond to C-N and N-C=O, respectively and confirm
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Table 7.3: Binding Energy in eV (%concentration) of C1s core level compo-
nent
Sample -C-Si- -C-Si- C-Six methyl groups C-N C-O N-C=O

on the PDMS chain

Untreated 280.3(10) 282.1(16) 284.4(59) 286.1(18)

O21-min 279.0(25) 280.4(28) 282.2(14) 284.4 (25) 286.2(8)

O2-5 min 279.3(19) 280.8(12) 282.7(8) 284.4(48) 286.3(13)

N2 1-min 280.5(12) 282.2(6) 284.4(53) 285.9)23) 288.0(6)

N2 5-min 280.6(14) 282.2(12) 284.4(46) 285.8(22) 287.5(6)

the incorporation of nitrogen containing groups in PDMS. The same peaks

were also observed in XPS of nitrogen plasma treated PDMS for 5 min.

They were centered at 285.8 and 287.5 eV. It can be noticed that plasma

treatment decreases the carbon content in the form of C-Six, hydrocarbon

and for carbon that is singly bonded to oxygen (C-O). The XPS spectra of

O1s and the relative composition of different O1s peak based on peak areas

are presented in figure 7.3 and table 7.4 respectively.

Table 7.4: Binding Energy in eV (%concentration) of O1s core level compo-
nent
Sample Surface OH O-Si CONH C-O O-NO2

Oxygen

Untreated 528.3(8) 530.3(13) 531.9(65) 533.8(14)

O21-min 524.1(8) 526.1(22) 528.4(16) 531.8(25) 533.2(19)

O2-5 min 523.7(9) 526.1(16) 528.3(11) 531.8(44) 533.7(26)

N2 1-min 528.1(4) 531.9(56) 532.9(29) 534.4(11)

N2 5-min 528.1(7) 532.1(37) 533.4(42) 534.7(15)

The peak observed at 531.9 eV corresponds to oxygen singly bonded to

Si which is a characteristic of Si-O in PDMS. Peak corresponding to C-O

was observed at 533.8 eV. After oxygen plasma treatment of PDMS for 1

min a surface oxygen features observed at 524.1 and 526.1 eV. For 5 min

oxygen plasma treatment also the same peaks were observed at 523.7 and

526.1 eV. The OH peak at 530.3 eV present in the untreated PDMS was not

detected after the plasma treatment. Nitrogen plasma treatment resulted in
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Figure 7.3: O1s peak of (a) untreated PDMS and oxygen plasma treated
PDMS for (b) 1 min, (c) 5 min and nitrogen plasma treated PDMS for (d)
1 min and (e) 5 min.

incorporation of CONH group which is evident from the new peaks observed

at 532.9 eV after 1 min of nitrogen plasma treatment time. This peak was

observed at 533.2 eV for the 5 min nitrogen plasma treated samples. C-O

peak present in the untreated as well as oxygen plasma treated samples is

not observed in the nitrogen plasma treated PDMS. A peak at 534.4 (for 1

min ) and 534.7 eV (for 5 min) corresponding to O-NO2 was detected for

nitrogen plasma treated samples.
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Figure 7.4: Si2p peak of (a) untreated PDMS, oxygen plasma treated PDMS
for (b) 1 min, (c) 5 min and nitrogen plasma treated PDMS for (d) 1 min
and (e) 5 min.

Table 7.5: Binding Energy in eV (%concentration) of Si 2p core level com-
ponent
Sample SiC4 SiOC3 SiO2C2 SiO3C SiO4

Untreated 99.6(6) 102.0(54) 103.5(31) 105.3(9)
O21-min 102.1(34) 103.4(40) 104.8(18) 106.3(18)
O2-5 min 101.6(28) 102.8(43) 103.9(21) 105.9(8)
N2 1-min 101.4(27) 102.8(46) 104.5(26) 106.4(7)
N2 5-min 101.6(17) 103.0(42) 104.5(29) 106.3(12)
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The detailed spectra of Si 2p for untreated and plasma treated PDMS

presented in figure 7.4 and table 7.5 exhibit the changes in the peaks and

formation of new peaks. Data evidenced the disappearance of SiC4 peak and

formation of SiO4 after oxygen and nitrogen plasma treatment.

The FTIR studies of untreated and plasma treated PDMS, presented in

Figure 7.5: FTIR spectra of untreated and treated PDMS

figure 7.5 and table 7.6, also explain the surface chemistry changes that

have occurred as a result of plasma treatment. Addition of polar groups

in O2 plasma treated PDMS were evidenced from the new peaks observed

at 1630 or 1628 cm−1 corresponding to C=O stretch and corresponding to

OH stretch at 3340 or 3330 cm−1 after 1 min and 5 min treatment with

oxygen plasma respectively. The characteristic amide peak of N2 plasma

treated PDMS at 1542 cm−1 was observed. The peaks corresponding to NH
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Table 7.6: FTIR peaks of untreated and plasma treated PDMS
Untreated O2 1 min O2 5 min N2-1min N2 -5min Peak Assignment

787 787 787 787 787 Si-(CH3)2
864 864 864 864 864 Si-C

1008 1008 1008 1008 1004 Si-O-Si asymmetric deform

1259 1259 1259 1259 1259 CH3 symmetric deform

1413 1413 1412 1412 CH3 asymmetric deform

1542 1542 Characteristic strong
adsorption peak for amide

1630 1628 1641 1631 CH2

2850 C=O stretch

2907 CH2 symmetric stretching
vibration of CH2-NH2

2916 2918 CH3asymmetric

2963 2963 2963 2963 2962 CH3 symmetric

3306 OH/NH stretch

3340 3330 3335 OH/NH stretch

stretching and C=O stretching were observed at 3355 or 3306 and 1641 or

1631 cm−1 with the treatment times of 1 min and 5 min respectively. In the

case of nitrogen plasma treatment for 5 min, a new peak was observed at 2850

cm−1 corresponding to CH2 symmetric stretching vibration of -CH2NH2.

7.5.4 Surface Morphology

Untreated PDMS exhibits a relatively smooth surface with few micro pores

on the surface as shown in figure 7.6(a). Both oxygen and nitrogen plasma

treated PDMS are found to be rough and porous as shown in figure 7.6 (b-

e). Oxygen plasma treated PDMS resulted in relatively increased surface

roughness compared to nitrogen plasma treated PDMS. Increased exposure

to oxygen plasma increases the pore size as shown in figure 7.6(b-c). For-

mation of nanosized periodic structure through controlled plasma process

parameters like electrode temperature and exposure dose was reported [17].

Formation of bumped structure was observed with nitrogen plasma as shown

in figure. 7.6(e). The representative AFM images of untreated and plasma
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Figure 7.6: SEM images of (a) untreated PDMS, oxygen plasma treated
PDMS for (b) 1 min (c) 5 min, nitrogen plasma treated for (d) 1 min (e) 5
min.

treated PDMS surfaces are depicted in figure 7.7.

As shown in figure 7.7(a-e), untreated PDMS exhibits a surface with few

micropits with the roughness of 78.8 nm. The right panel shows the partial

density function of height distributions on the surface and provides root

mean square roughness (RRMS), average roughness (Ra), average height (ha)

and surface skewness. The presence of micropits on its surface is indicated

by the negative value of the surface skewness which is a measure of the

average of the first derivative of the surface. The negative value of the surface

204



(a)

(b)

(c)

(d)

(e)

Figure 7.7: 10x10 µm2 AFM images of (a) untreated, oxygen plasma treated
for (b) 1 min, (c) 5 min, nitrogen plasma treated for (d) 1 min and (e) 5 min.
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skewness indicates the presence of valley structure. No significant change in

the surface roughness of PDMS was observed in the case of oxygen plasma

treated PDMS with treatment time of 1 min (roughness = 79.2 nm). Instead

of the valley structure the surface contains peaks and asperities as shown in

figure 7.7(b). However the prolonged exposure of PDMS surface to oxygen

plasma resulted in the formation of valley structure with increased micropit

size as shown in figure 7.7(c) which is evidenced from the negative value of

the surface skewness. This leads to increased surface roughness. Nitrogen

plasma treatment of PDMS for 1 min results in increased roughness due to

the etching effect of the active species in the plasma. Roughness further

increases when it was treated for 5 min. Increased roughness factor in the

case of nitrogen plasma treatment is mainly due to the peaks and asperities

as clearly seen from figure 7.7(d-e). Similar kinds of morphologies are also

observed in SEM.

7.5.5 Cell adhesion

Representative images of 3T3 fibroblast cells showing the quality of the cells

adhered to the surface are presented in Figure. 7.8(a-e) for 4 h and Figure.

7.8(f-j) for 24 h incubation. Compared to the cells on untreated PDMS sur-

face, cell elongation is observed in all the cases of cells attached to plasma

treated PDMS surface. Plasma etched surface provide the local density vari-

ation of cell adhesion substratum topography. The surface topography was

composed of micro-pits as a result of simultaneous etching effect of plasma

treatment apart from polarization. These micropits act as dynamic focal ad-

hesion sites where the cells are getting attached to. Cells are observed to be

more rounded on untreated surface even after 24 h of incubation. Elongated

and increased number of cells on the plasma treated surface indicate im-

proved cell adherence on the surface. Polarized morphology, with a distinct
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asymmetry indicating the front and rear ends clearly, is observed with the

cells attached to the plasma treated polymer surface. The adhered cells are

also well spread and protruded along the edges of the cell membrane. Forma-

tion of filopodia (microspike or slender cell projection) was observed in the

case of oxygen plasma treated PDMS while the SEM analysis revealed that in

addition to the filopodia, cells also formed flattened lamellipodia (projection

on the leading edge of the cell) in the case of nitrogen plasma treated PDMS

as shown in figure 7.8(g-j). The presence of nitrogen containing groups in

nitrogen plasma treated PDMS may help in cell polarization. Amide groups

incorporated onto PDMS surface may cause cross linking of actin filaments

which may lead to the formation of lamellipodia.
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(i)(h)(g)

(f)(e)

(b)(a)

(j)

(k) Tail

Front

100 um

Figure 7.8: Cell adhesion after 4 h and 24 h respectively on (a), (f) untreated
PDMS, (b), (g) oxygen plasma treated PDMS for 1 min, (c), (h) oxygen
plasma treated PDMS for 5 min, (d), (i) nitrogen plasma treated PDMS for
1 min, (e), (j) nitrogen plasma treated PDMS for 5 min (k) magnified image
showing front and tail end morphology of 3T3 fibroblast cell.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j)

Figure 7.9: Image analysis of 3T3 mouse fibroblast cell adhesion after 4 h
and 24 h respectively on (a), (f) untreated PDMS, (b), (g) oxygen plasma
treated PDMS for 1 min, (c), (h) oxygen plasma treated PDMS for 5 min,
(d), (i) nitrogen plasma treated PDMS for 1 min, (e), (j) nitrogen plasma
treated PDMS for 5 min.

The SEM images of cells adhered onto the surfaces were analysed by im-

ageJ software and are depicted in figure 7.9(a-e) for 4 hour incubation and

figure 7.9(f-j) for 24 hour incubation. Area covered by cells was quantified us-

ing the image analysis. When the cells were seeded on PDMS surface treated

with oxygen plasma no significant difference in cell spreading with incubation

period was observed as compared to that of nitrogen plasma treated PDMS.

In the case of 5 min treatment with nitrogen plasma the area covered by the
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cells shows the highest value as depicted in table 7.7. figure 7.10 shows that

the plasma treatment resulted in increased cell viability. Among the different

plasma treatment conditions, N2 plasma treatment for 5 min exhibited the

better biocompatibility in terms of cell viability as indicated by its higher

optical density (OD) value as a result of plasma treatment.

Figure 7.10: Cell viability after 24 h for untreated and plasma treated PDMS.

210



Table 7.7: Area covered by cell on untreated and plasma treated PDMS
surface
Sample Cell area after 4h incubation Cell area after 24h incubation
Untreated 3.046 3.08
O21-min 3.878 4.544
O2-5 min 4.615 5.594
N2 1-min 7.25 8.174
N2 5-min 2.545 13.028

7.6 Conclusion

Plasma surface modification of PDMS using oxygen and nitrogen gases were

performed for the treatment time of 1 min and 5 min. Polarity ranging be-

tween 0.2-0.4 for plasma treated PDMS was observed, which was increased

from 0.05 corresponding to untreated PDMS. Increase in surface energy rang-

ing between 22.1-33.3 N/mm2 was observed in oxygen and nitrogen plasma

treated PDMS. Nitrogen plasma treated PDMS for 5 min was exhibiting

highest polarity (0.4) and surface energy (33.3 N/mm2) due to the incorpo-

ration of oxygen and nitrogen containing groups compared to the untreated

and other plasma treated PDMS. Increased hydrophilicity and surface rough-

ness was found to increase the biocompatibility. This is evident from the

SEM analysis of cells adhered onto PDMS surfaces. Despite the fact that

both surface roughness and polar groups help in enhancing biocompatibil-

ity, moderate roughness only was observed to favor cell adhesion. Analysis

of SEM images using imageJ quantified the cells adhered onto the surface

which clearly evidenced that nitrogen plasma treatment for 5 min resulted

in the highest cell adhesion and spreading. Cell viability test also evidenced

more enhanced biocompatibility in the case of N2 plasma treatment for 5

min among the different treatment conditions.
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Chapter 8

Summary

Present thesis discusses the modification of SiOx, TiO2 and PDMS surfaces

through various techniques. Surfaces were ion beam irradiated (IBI) to cre-

ate self assembled nanostructures. The patterning of surfaces by IBI method

is a result of competition between surface erosion and diffusion mechanisms.

PDMS being a chemically inert and hydrophobic polymer, was oxygen and

nitrogen plasma etched to make it bio-compatible for cell adhesion. Sin-

gle crystals of TiO2 were UV illuminated, leading to chemical modification

of the surface, thus creating functional groups for site specific attachment

of molecules to these surfaces. The modified surfaces were interacted with

DNA and cell. The salient points of the studies presented in this thesis are

given here.

Chapter-1 presents basic concepts, theoretical description of nanostruc-

ture formation and nano-patterning of surfaces along with their importance

in current research. Effects of UV illumination and Plasma etching on sur-

faces are also discussed. The chapter also reports the interaction mechanism

of DNA with surfaces. Surfaces have been modified through several meth-

ods like ion irradiation, UV illumination and plasma etching. The synthesis

methods, characterization techniques utilized in the studies reported in this
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thesis, and the properties of materials are discussed in chapter-2.

In Chapter-3 low energy ion irradiation with 3 keV Ar+ ions at two flu-

ences, 6× 1015 and 1.8× 1016 ions/cm2, has been utilized to create nanopat-

terns on the SiOx surfaces. These surfaces display formation of nanostruc-

tures as well as ripple patterns. These morphologies have been induced via

competitive phenomenon of erosion and diffusion processes that take place

on the surface during ion irradiation. The nanostructures grow in size and

the ripple patterns become more distinct with fluence. The ripples show

alignment behavior, with their wave vector k oriented along the ion beam

direction. The results presented here show that the evolution of these SiOx

surfaces as well as their patterning, during irradiation, is primarily controlled

by bulk diffusion processes. These surfaces were also interacted with circular

plasmid DNA. With both DNA backbone and SiOx being negatively charged,

divalent (Mg2+) cations play an important role, by making bridging layers,

to induce DNA adsorption on the surface. Formation of nearly a single DNA

monolayer, constituting of many loose DNA circles and their crossovers, is

observed on the pristine (un-irradiated) surfaces. On the ion irradiated sur-

faces also, adsorption of a single DNA monolayer is observed. The diameter

of the loose DNA circles in the network, however, appears to decrease with

fluence. The Persistence length of the DNA, that defines its stiffness, is also

observed to reduce on ion irradiated surfaces. Decrease in the size (ξ) and

Persistence length (P) of DNA on the nanopatterned SiOx is an important

result indicating increased DNA flexibility which has enormous significance

in cell packaging and medicine. Surface morphology as well as interactions

with the surface, may be contributing to this flexibility. DNA adsorption

on SiOx surfaces indicates several types of chemical interactions as well as

charge transfer. In addition to amino (-NH2), imine (-N=) and amine(-NH-)
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components from DNA bases, formation of Si3N4 confirms chemical inter-

action of DNA with SiOx surfaces. Furthermore on ion irradiated surfaces,

unzipping or unpairing of DNA bases, and absence of H2PO−
4 at the highest

fluence, is also noticed. These results suggest severe modifications in the

DNA moiety upon adsorption. These results can be important in biosensor

related applications.

Chapter-4 investigates the roughening, wetting and scaling properties

of the nanopatterned SiOx surfaces. The nanopatterns were created using

the low energy ion irradiation technique and have been discussed in detail in

chapter 3. The nano patterns show formation of nanostructures and ripples

which evolve with fluence. The pristine SiOx surface has low rms roughness

which initially increases after low irradiation fluence, but then shows a sys-

tematic decrease at higher fluences. Scaling studies demonstrate an attrac-

tive framework for understanding the evolution of non-equilibrium growing

surfaces. Characteristic scaling parameter, roughness exponent or Hurst ex-

ponent (H) has been derived here by utilizing the height-height correlation

function technique. The results show that these ion irradiated SiOx surfaces

are self-affine in nature i.e. they show self similar behavior upon asymmet-

ric dilatation only. This self affine attribute reflects the fractal character

of the SiOx surfaces. The correlation lengths (ξ) increase on ion irradiated

surfaces indicating the presence of long ranged correlations, due to enlarg-

ing nanostructures. These nano-patterned SiOx surfaces show hydrophilic

behavior. This however degrades with increasing fluence. The scaling prop-

erties of SiOx surfaces have also been investigated after the adsorption of

Plasmid DNA. Formation of 2-dimensional DNA network is observed on all

the surfaces as discussed in chapter 3. Here, the height-height correlations

results show that, after DNA adsorption, surfaces do not exhibit self affine
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or fractal character anymore rather they now have 2- dimensional flat mor-

phology. The surface roughness with σ ≤ 2 further suggests that DNA form

a single monolayer of adhesive layer on SiOx. The fractal dimension of DNA

(Ddna) has also been measured here using box-counting method. This fractal

dimension is smallest on the pristine surface but increases on ion irradiated

surfaces, indicating compactification of DNA towards a smaller- flatter unit

on the nano-patterned surfaces.

The scaling properties of TiO2(110) surfaces, after irradiation with 3 keV

Ar ions, have been discussed in Chapter-5. Ion irradiation leads to the spon-

taneous formation of self-assembled Ti-rich nanostructures (NS) as well as

Ti3+ vacancy states. The NS thus formed are elliptical in shape and exhibit a

shape transformation to less elliptical nature at high fluences. Scaling studies

also reflect this transition. Scaling studies further reveal that the surfaces

are self-affine in nature and with increasing fluence the regions of correlated

structures, or fluctuations, spread and become bigger. This is connected to

the formation of bigger NS, causing long-ranged correlations on the surface.

On the other hand, at short length scales, the surfaces become less jagged as

reflected by the roughness exponent of irradiated surface.

Chapter 6 presents the modifications of the TiO2 surfaces upon UV

irradiation as well as their interaction with the branched DNA. The UV ir-

radiated TiO2 surfaces show modifications in surface morphology, with their

roughness increasing initially but then decreasing at the highest exposure.

UV irradiation produces reactive oxygen species on the surface which con-

tribute to the formation of surface hydroxyl states like Ti-OH as well as

physically adsorbed water molecules. These UV modified surfaces have been

interacted with branched DNA, which can be synthesized by self-assembly
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techniques. The pristine (un-irradiated) TiO2 displays formation of rod and

toroid like structure of DNA on the surface. On the UV irradiated surfaces,

however, only toroid like structures are observed. The sizes of toroids are

initially observed to increase for surfaces irradiated up to 5min, however it

decreases for higher exposure. This is related to the modifications of the

surface roughness, which also initially increases but decreases at higher ex-

posure. Role of interaction of DNA with the oxygen vacancies and surface

states, created on the TiO2 surface during UV irradiation, is also impor-

tant. Interaction of branched DNA with ion irradiated TiO2 surfaces has

also been investigated here. After ion irradiation nano-patterns are created

on the TiO2 surfaces. These surfaces now, however, show very different mor-

phology for DNA. Elongated networks of DNA rather than toroid structures

are observed. Interaction of DNA with the oxygen vacancy as well as defect

states present on the ion irradiated TiO2 is again observed. Interestingly, a

new state due to the formation of O-Ti-N complex is noticed. This suggests

strong interaction of nitrogen bases with surface states on ion irradiated TiO2.

Aim of Chapter-7 is to study the effect of oxygen and nitrogen plasma

treatment on physico-chemical properties of poly(dimethylsiloxane) (PDMS)

and enhancement in its bio compatibility. It reports changes in the wetta-

bility after plasma treatments and the effects of ageing on wettability by

contact angle measurement. Ageing studies presented in this chapter show

that the contact angle becomes stable after two hours. The effect of plasma

treatment on biocompatibility has been investigated through cell adhesion

and MTT using 3T3 fibroblast cells. The analysis of morphology of cells

on treated and untreated sample obtained through SEM with the utilization

of ImageJ software show, substantial enhancement in bio-compatibility for

nitrogen plasma treated surfaces. Nitrogen plasma treated PDMS for 5 min
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presents highest cell area from cell adhesion test and highest cell viability

observed from MTT test. This may be probably due to its highest polarity

(0.4) and surface energy (33.3 Nmm2) with a moderate surface roughness

(Rrms 100.24 nm) among the other treated and untreated samples.

In conclusion, this thesis discusses the modifications of SiOx, TiO2 and PDMS

surfaces as well as their interactions with DNA and the cell. Silicon is a widely

used substrate for the immobilization of DNA. It provides an opportunity for

integrating DNA with microelectronic technologies based on semiconductor

industry. A natively oxidized silicon surface exhibits non-covalent type in-

teractions with biological molecules. This promotes widespread development

of such surfaces for biomimetic materials useful in tissue engineering and bi-

ological cell integration. In the present thesis, natively oxidized silicon SiOx

surfaces have been modified using ion beam irradiation technique. Ion irradi-

ation leads to morphological as well as chemical compositional changes on the

surface. Ion irradiation is a single step, cost effective technique which leads to

the formation of self-assembled nanostructures on the surface, thus avoiding

the utilization of expensive lithographic techniques for site specific immobi-

lization of DNA. Ion beam irradiated SiOx surfaces here display formation of

ripple structures. Furthermore, these surfaces exhibit self-affine and fractal

nature. These SiOx nanostructured surfaces have been interacted with circu-

lar plasmid DNA and a 2-Dimensional DNA network is observed. The strong

interaction of DNA with SiOx surfaces is reflected by the unzipping of DNA

bases as well as by the formation of Si3N4 complexes. TiO2 is an immensely

important materials for biomedical and dental implants because of its com-

paratively high corrosion resistance, good biocompatibility, light weight and

high mechanical strength. In the present thesis TiO2 surfaces have been

modified through ion beam irradiation as well as by UV irradiation. Photo-
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irradiation of TiO2 surfaces with UV radiation promotes chemical changes of

the surface, which are important for site specific binding of molecules. Con-

trolled modifications in the chemistry as well as topography of surfaces play

an important role in interaction with biomolecules. These can have potential

applications in the enhancement of biosensing as well as 3D cellular scaffold-

ing. The ion and UV irradiated TiO2 surfaces have been interacted with

branched DNA. Branched DNA structures play an important role in many

applications in nanotechnology as they have been used for tailoring many im-

pressive 3-dimensional objects, periodic array and nano-mechanical devices.

In the present thesis, higher order condensed DNA structures, like toroids

and rods have been observed on the UV beam modified surfaces whereas

elongated network of DNA are observed on the ion irradiated surfaces. For-

mation of a new feature related to O-Ti-N further indicates strong interaction

of nitrogenous DNA bases with ion irradiated TiO2 surfaces. PDMS is a low

cost polymer material exhibiting many exciting properties like gas perme-

ability, optical transparency, low auto fluorescence and easy moldability. It

has achieved immense attention as a substrate in mechno-biological as well

as microfluidic applications. In the present thesis, PDMS surfaces have been

modified by plasma etching technique using nitrogen and oxygen plasma.

The energetic photons, electrons and ions present in the plasma break the

polymer surface resulting in many surface modifications. The wetting behav-

ior as well as the effect of aging on the wettability of PDMS surfaces have

been investigated here. Furthermore, biocompatibility tests on these surfaces

have been performed using cell adhesion and MTT for the fibroblast cells.

Since the fibroblast cells are immortalized cells which can grow indefinitely

in a culture, they present a cost effective route for monitoring the toxicity in

compounds and drugs. Results presented here show that the PDMS surfaces

irradiated by 5 mins of nitrogen plasma exhibit highest biocompatibility.
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The results presented in this thesis on the controlled surface modifications of

SiOx, TiO2 and PDMS surfaces, and their interaction with DNA and cell, can

be important in bio -devices, bio-sensors, surgical implants and microarray

related applications.
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