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Synopsis

Low dimensional materials exhibit many exceptional and fascinating properties which have

numerous technological applications [1–4]. Several top- down and bottom- up approaches have

been employed to develop wide variety of nanostructures for achieving desired functional prop-

erties [5–7]. Surface engineering by ion beam irradiation (IBI) has become a very promising

candidate for the top down production of self organized nanostructures. The evolution of these

nanostructures is a result of interplay between surface erosion which creates instability and surface

diffusion which acts as a stabilizing mechanism [8–10]. During this process, the host lattice also

undergoes structural modifications, which play pivotal role in the modification of several proper-

ties [5–7]. Implantation can also produce defects and damage in the lattice. Thus, it is immensely

important to investigate and understand the parameters influencing the surface evolution and gen-

eration of defects in the host material after ion beam irradiation [11]. Understanding the role of

residual damage and amorphicity is essential for producing desired surfaces. Further, it can also

impart insight into the factors responsible for these modifications [12].

In general, surfaces modified by IBI methods produce rough interfaces, with fluctuations that

display kinetic roughening [13] analogous to those seen during film growth [13, 14] or in more

general context of non-equilibrium interface growth phenomenon [15]. Dynamical scaling models,

based on the general idea that the width of an interface depends in a self affine fashion, on length

and time, have been also applied to surfaces eroded by IBI [16]. The formation of nanoscale pat-

terns during low energy ion sputtering is governed by non-equilibrium processes and is essentially

described by non-linear KS equation [17].

TiO2 is a wide wide bandgap semiconductor and is being very actively explored for many

remarkable properties such as photocatalysis, photovoltaics, bio-compatible nature, etc. [18]. It

shows paramagnetic behavior but with the incorporation of a material like Cobalt it is expected

to belong to the class of dilute magnetic semiconductor which exhibits room temperature ferro-

magnetism [19]. Tantalum is a metal and displays many exciting applications as thin film resistor

materials with low temperature coefficient of resistivity, oxygen sensors, high dielectric material

xi



in metal-oxide semiconductor devices, etc. [20–23]. Both these materials, in nanostructure form,

exhibit many enhanced fascinating and modified properties making them important candidates for

advanced materials in frontier research [20, 24].

The present thesis discusses the fabrication of nanostructures on rutile TiO2 single crystals and

Tantalum surfaces via ion beam irradiation. TiO2 (110) have been implanted with 200 keV Co ions

and Tantalum has been irradiated with 3 keV Ar ions. Both the surfaces have been investigated

by scaling studies which provide crucial scaling exponents necessary for understanding the uni-

versal behavior of the surfaces. The nano-patterned TiO2 (110) surfaces have been investigated for

modification in photo- absorption and magnetic properties. The bandgap modification, generation

of vacancy states and formation of Ti- rich nanostructures, after irradiation, produce the enhanced

photo-absorption behavior observed here. These TiO2 (110) single crystals also exhibit unexpected

super-paramagnetic behavior which is anisotropic along the two crystallographic axes of the crys-

tal. The Rutherford backscattering/ channeling (RBS/C) technique has been utilized to extract the

depth distribution of damage in the lattice after IBI. Kinetic Monte Carlo (KMC) simulations in

1+1 dimension have been developed here for understanding the nano-pattern formation, after IBI,

on Tantalum surfaces. A non-linearity in the Hamiltonian has been shown to play an essential role

in the generation of nano-patterns after ion beam irradiation.

The first part of the thesis investigates of the morphological modifications, photo absorption

properties, magnetic response and lattice disorder of rutile TiO2 after implantation with 200 keV

cobalt ions. The morphological evolution of the surface takes place due to the interplay of various

processes, like roughening, smoothening, material transport through diffusion, etc. These pro-

cesses also become responsible for the generation of vacancies, interstitial atoms and other type of

lattice disorder in the TiO2 lattice. Modifications due to the ion beam irradiation have been inves-

tigated here using several techniques, like Atomic force Microscopy (AFM), X-ray Photoelectron

Spectroscopy (XPS), X-ray Diffraction (XRD), UV-Vis Spectroscopy, Raman Spectroscopy and

Rutherford backscattering/Channeling (RBS/C). Ion implantation of oxides such as TiO2 produces

preferential sputtering of oxygen atoms where the associated 2p electrons get transferred to the

empty 3d orbitals of the neighboring Ti atoms on the surface leading to the development of two
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Ti3+ oxygen vacancy states. Presence of oxygen vacancies also leads to the formation of Ti rich

zones which become the nucleation centers for the nanostructure formation. Development of sec-

ondary phases of cobalt, such as Ti1−xCoxO2 and CoTiO3, have been observed by XPS, XRD

and Raman Spectroscopy techniques [25, 26]. The results show an enhanced photo- absorption in

the visible as well as in UV ranges along with a reduction in the bandgap, with increasing fluence.

Formation of cobalt clusters, development of Ti rich zones and creation of oxygen vacancy states,

during implantation, are crucial for these observations. The enhanced absorption is caused by the

sp-d exchange interactions between the band electrons and the localized d electrons of Co2+ ions.

These results can have potential applications in photocatalysis.

The magnetic response of rutile TiO2 has been investigated here at several fluences after im-

plantation with 200 keV cobalt ions. These studies have been performed at various temperatures

and fields by utilizing a Superconducting Quantum Interference Device (SQUID). The results sur-

prisingly display a super paramagnetic (SPM) behavior instead of a room temperature ferromag-

netism [27]. This SPM behavior is caused by the development of cobalt nano-clusters in the system

after implantation. The magnetic moment has been observed to increase with the ion fluence in-

dicating an increase in the size of these nano-clusters. Scaling studies have been undertaken and

display an anisotropic nature of SPM above blocking temperature. Such an anisotropy is very

unexpected and the results presented here show that for field along [110] direction (H ∥ H⊥), mag-

netic moments are easily rotatable whereas for field applied along [001] (H ∥ H∥) considerable

fraction of spins remain blocked. The cobalt nanoclusters, thus, display an easy and hard axis of

magnetization coupled with the magnetocrystalline anisotropy of Ti1−xCoxO2. In addition, at T=

2K, surprisingly a crossover in the magnetization for two field direction has also been observed.

The origin of this crossover is the anisotropic paramagnetism arising from the +2 ionic state of

cobalt [27]. Role of dipole-dipole interaction and inter-cluster exchange interactions have also

been explored. The results observed here can have potential applications in spintronic devices.

Ion implantation can also produce lattice disorder due to the interactions of the energetic ions

with the atoms of the host lattice. This can in turn generate defects, vacancies, interstitials, etc.

which affect the intrinsic properties of the host lattice. RBS/C technique is a powerful technique
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to understand the disorder and depth dependent damage in the lattice. This thesis discusses the

surface to deep layer modifications in TiO2 after implantation with Co ions, as a function of ion

fluence [28]. The depth dependent damage profiles have been derived here using the RBS/C spectra

[28] by applying multiple scattering formalism developed by Feldman and Rodgers [29]. Results

display that ion beam induced dynamical annealing, that increases with fluence, plays a pivotal

role in reducing the damage in deep layers. Grazing incidence XRD data also confirm this. In the

surface region, an increase in damage with fluence is observed. This is related to several factors

including nanostructure formation and presence of vacancies.

The second part of the thesis discusses the nanopatterns generated by IBI and their scaling

studies. Scaling theories have proven to be a powerful tool for understanding non-equilibrium

growth processes. These have been applied here on TiO2 as well as Tantalum surfaces to under-

stand the mechanisms controlling the pattern formation after IBI as well as the universal nature

of the surfaces. The TiO2 surface displays formation of nanostructures which initially nucleate

on the steps. After a critical fluence, a large density of nanostructures are observed to be aligned

along the [001] crystallographic direction of the lattice. These nanostructures have been generated

at various fluence ranging from 1 × 1016 to 1 × 1017 ions/cm2 and have been investigated by

Atomic Force Microscopy (AFM). The average diameter and height of these nanostructures varies

from 25 to 40 nm and 1.0 to 1.6 nm, respectively. The surfaces display an increase in smaller

sized nanostructures as a function of fluence. This is attributed to the systematic fragmentation

of nanostructures, created at lower fluences, along with predominant fabrication of smaller nanos-

tructures at later stages. To understand the nature of the surface modifications and to compare

the results with the existing theoretical models, roughness exponent (α), growth exponent (β),

dynamic exponent (z) and structure factor constant (γ) have been measured for these nanopat-

terned surfaces using height-height correlation (HHC) and structure factor techniques [30]. The

observed scaling exponents suggest that the surface evolution is diffusion dominated and comes

under Edward-Wilkinson (EW) class.

Tantalum surfaces exhibit formation of ripple patterns after Ion beam irradiation with 3 keV

Ar+. To understand the underlying mechanisms behind the ripple formation on this surface, 1+1
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dimensional Kinetic Monte Carlo (KMC) simulations are presented here. The earlier work by

Cuerno et.al [31] was based on a linear Hamiltonian which cannot explain the ripple- pattern for-

mation on a metallic Tantalum. The line profiles, in AFM images here, display a groove like

structures for these surfaces that indicate the presence of Schwoebel effect during pattern forma-

tion. The earlier discussed models, for ion irradiated surfaces, did not take this effect in account.

Hence, in the model presented in this thesis, the effect of this Schwoebel barrier has been mod-

eled by proposing a nonlinear term in the Hamiltonian [32]. The simulation results produce the

surface morphology and scaling exponents that are consistent with our experimental observations.

Moreover, the results show that the non-linearity term, related to the diffusing atoms after ion ir-

radiation, is weak on Tantalum surfaces. The scaling exponents indicate that the morphology of

ion irradiated Tantalum surfaces may belong to a universality class other than Edward- Wilkinson

(EW) and Kardar- Parisi- Zhang (KPZ).

Thus, the present thesis discusses the generation of nano-patterns on single crystal semicon-

ducting rutile TiO2 surfaces and metallic Tantalum surfaces via the technique of ion irradiation.

In both the cases the nanostructures are generated through the competition between the erosion

and diffusion processes. The scaling studies on these non-equilibrium surfaces as well as the scal-

ing exponents show that these surfaces belong to different universal classes. Results presented

here further show that the inclusion of Schwoebel barrier in the metallic tantalum is important

for understanding pattern formation. On the TiO2(110) surface, preferential sputtering of oxygen

atoms leads to the formation of Ti rich zones that become the nucleation sites for the development

of nanostructures. The results show an enhanced photoabsorption from these nano-patterned sur-

faces. Development of nanostructures on the surface and creation of vacancy sites along with the

formation of Ti1−xCoxO2, CoTiO3 and Co nanoclusters, upon ion irradiation, promote the high

photoabsorption and the reduced band gaps observed here. Formation of the cobalt nanoclusters,

after implantation, also manifests in unusual superparamagnetic properties in this system. The ob-

served SPM is in-equivalent along the two crystallographic axes of the TiO2 lattice as demonstrated

by the behavior of magnetic moments, above and below the blocking temperature. Scaling studies

above blocking temperature also display this anisotropy. Presence of nanoclusters, with dipole-
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dipole interactions and inter-cluster exchange interactions, produce these anisotropies. RBS/C

results also display presence of these Cobalt-clusters along with an increase in depth dependent

damage below the surface. Multiple scattering formalism has been applied to obtain the depth

dependent damage profiles which indicate dynamical annealing of defects at the End-of-range.

Scaling studies of TiO2 surfaces, based on the non-equilibrium growth models, indicate that these

surfaces after irradiation belong to the EW class. In the nanopatterns created on the metallic Tan-

talum surfaces, Schwoebel barrier plays an important role as has been demonstrated here through

1+1 dimensional KMC simulations. The Schwoebel effect has been incorporated here via a weak

non linearity in the Hamiltonian. Comparison of simulations with experimental results show that

the morphology of ion irradiated Tantalum surfaces belongs to a universality class other than EW

and KPZ.
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Chapter 1

Introduction

Nano- dimensional materials are the foundation of frontier research in many advanced systems and

in numerous applications. Characterized by dimensions of few atoms, materials in low dimension

exhibit many unique and interesting properties [1,2], not observed in their bulk counterpart. Signif-

icance of these observations are at the forefront of enormous technological applications in the fields

of nano-optics, nano-electronics, nano-devices, nano-photonics, spintronics, photo-catalysis, solar

cells, optoelectronics, gas sensing etc. [2]. Fabrication of nanostructures, with well-defined prop-

erties and sizes, is the first crucial step in this direction. Top down and bottom up are two widely

used approaches for the fabrication of nano-dimensional structures. With control at the nanoscale

during material synthesis process, these methods offer the possibility of designing structures with

desirable characteristics and improved performances [3, 4].

Top down approach refers to slicing or successive cutting of bulk materials to get a nanosized

particle while bottom up refers to the build up of a material from atom by atom, molecule by

molecule or cluster by cluster. Both approaches play very important role in modern technology. In

top down approach any material is engineered by scaling down a complex entity into its component,

such as creating a small nano crystals from a bulk material via variety of processes [2–7]. By

contrast, the bottom up approach assembles materials from nanoscale molecules and atoms, to form

larger structures. Examples of bottom up approach include self assembly of molecular patterning

[8, 9]. The top down approach often uses the traditional fabrication methods such as lithography

where extremely controllable tools are used to shape the materials . Formation of self organized
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nanostructures on large areas using ion beam irradiation is also an example of top down approach.

Transition metal oxide semiconductors are one of the most versatile class of semiconducting

materials due to their diverse properties and functionalities [10–17]. Metal oxide nanostructures

exhibit unique properties which can be used in variety of applications for the fabrication of efficient

devices. Therefore, rapid research is being undertaken in the field of metal oxide nanostructures in

terms of their growth and applications. TiO2 has attracted a great deal of interest due to the impor-

tance of size and shape dependent properties in electronics and optoelectronics, photo catalysis,

water splitting, photo voltaic cells, self cleaning surfaces, dye sensitized solar cells, etc [17–24].

Nanostructured Tantalum, however, have been extensively investigated due to their large techno-

logical application in thin film resistor materials with low temperature co-efficient of resistivity,

oxygen sensors, erosion and corrosion resistance coatings [25–28]. Superfine and pliable tantalum

powders can also be utilized to improve the quality and reduce the package size of capacitors in

many devices [29–31].

Ion irradiation of solids generally give rise to well ordered nanostructures whose properties

depend on several ion beam parameters such as substrate temperature, flux, energy, mass and in-

cident angle wrt. surface normal [32–40]. These patterns may align either in the direction of ion

beam or along the crystallographic direction of the surface. Non metallic surfaces result in an

interlocking grids of hillocks and depression when the direction of incident ion beam is normal to

the surface [38]. However, for off normal incidence, it gives rise to the formation of quasi peri-

odic ripple patterns. On the contrary, ripple patterns are observed at normal incidence on metallic

substrates [40]. These self organized nanopatterns are a result of competition between curvature

dependent erosive process that roughens the surface and creates instability, and the diffusive pro-

cess which reduces the instability via surface relaxation mechanism [38]. Sample rotation may also

change the qualitative and quantitative characteristics of quasi periodic ripple patterns. Fig. 1.1(a)

displays the ripple pattern formation on rutile TiO2 (110) single crystals using 60 keV Ar+ ion

irradiation when it is being irradiated at 60◦ wrt. surface normal. However, evolution of nano dots

have been observed on Muscovite mica (see fig. 1.1(b)), after it has been irradiated with 3 keV Ar+

ion at incidence angle of 15◦ wrt. surface normal.
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Figure 1.1: Self-organized (a) ripple pattern on TiO2(110) after irradiation with 60 eV Ar+ ion
beam at an incident angle of 60◦, measured from surface normal [41] while (b) nano dots on
Muscovite mica surface after irradiation with 3 keV Ar+ ion at an incident angle of 15◦ wrt.
surface normal.

The present work discusses the fabrication of TiO2 and Tantalum nanostructures using ion

beam irradiation technique. These nanostructured surfaces have tremendous applications in photo

catalysis, photo voltaics, spintronics, memory devices, etc. As oxide nanostructures have been used

for optical as well as magnetic application, their photo absorption response along with magnetic

behavior, post ion irradiation, have been investigated. By controlling the compositional properties,

oxidation states, vacancy states and dopant concentration, etc., at nanoscale during the synthesis

process, it is possible to design high quality devices with improved predefined performances.

This chapter is organized as follows. Section 1.1 discuses ion implantation while Section 1.2

discuses basics of ion-solid interaction and energy losses. The damage distribution due to the in-

teraction of the energetic ions with the host lattice has been discussed in Section 1.3. In Section

1.4, we discuss about the sputtering process along with the theoretical aspects of pattern formation

due to the ion beam sputtering. Section 1.5 discusses the scaling theory to determine the universal-

ity class of patterned surfaces. Importance of Photo absorption response and magnetic behavior,

in current research, and their utilization for technological application is discussed in Section 1.6

and 1.7, respectively. The modeling of patterned surfaces via of Kinetic Monte Carlo (KMC)
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simulation has been explored in Section 1.8.

1.1 Implantation

Ion implantation is an excellent method for modifying surface properties of materials since it of-

fers precise control of dopant composition and structural modification at any selected tempera-

ture [40, 42–44]. Modern semiconductor industry has also embraced the ion implantation process

as a key element in chip production [45,46]. The incident ions of energy few hundred keV, lead to

a penetration depth of few microns. Hence, only top surface layers, up to ion range, exhibit change

in properties. The high rate of energy transfer of the ions to the target during implantation results

in the displacement of atoms from their lattice sites. The displaced atom further collide with other

atoms, thereby creating a collision cascade within the solid. This generates vacancies, interstitial

atoms and other type of lattice disorder in the region around the ion track. Increasing ion fluence

causes generation of an amorphous layer at the surface due to the overlapping of individual dis-

ordered region. The total amount of damage and its depth distribution depend on the implanted

species, energy and flux of the incident ion, substrate temperature, and the channeling effects.

1.2 Basics of Ion-Solid Interaction

Ion irradiation of metals and semiconductors have shown numerous technological application [47].

The ability to improve the physical and chemical properties of the host lattice depends on the nature

of ion-solid interaction. Fig. 1.2 displays the schematic diagram illustrating some of the possible

ion beam interactions that result from ion bombardment of solid. Irradiation causes change in the

chemical composition of host matrix which can be tailored using implantation dose. The spatial

distribution of the implanted ions depends on the energy of the incident ions and the stopping

processes. When a target atom gets knocked-off from its position, it can contribute to the collision

cascade, as shown in fig. 1.2(b), within the solid under ion irradiation. This can cause sputtering

if sufficient momentum and kinetic energy is transferred from the collision cascade to the surface

or to near surface atoms. The main parameter that governs the conservation laws are the energy,
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Figure 1.2: Schematic diagram to represent (a) ion implantation (b) collision cascade and atomic
displacements which finally leads to (c) surface erosion (from ref [48]).

atomic masses and numbers, respectively, for both target and incident atoms. Depending on the

energy of the incident ion, a collision cascade can be divided into three regimes. Regime I is

called the single knock-off regime, and occurs at very low incident ion energy and M1 << M2,

where M1, and M2 are the mass of the incident ion and target atoms, respectively. In this regime,
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Figure 1.3: Variation of Nuclear Sn, and Electronic Se energy losses, respectively, as a function of
ions kinetic energy via SRIM simulation code [49], for cobalt ions in TiO2 target.

the recoil atom does not receive enough energy to generate a cascade and sputtering is minimal.

This is the region where only nuclear loss dominates. Regime II is a linear cascade region where

M1 ≈ M2 and the incident ion energy lies within few hundreds of keV. Here, the recoil atom

receives enough energy to generate a cascade but the density of moving atoms are dilute enough

to disregard both multiple collisions and collisions between moving atoms. Here, the loss is a

combination of electronic as well as nuclear, but the contribution of electronic energy loss can be

neglected. Regime III is called the spike regime, where M1 >> M2 and the incident ion energy

is also very large. This results in majority of the target atoms within the spike volume to diffuse

during the collision cascade. The loss in this regime is perfectly electronic.
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1.2.1 Nuclear Energy Loss

It involves discrete energy transfer along with significant angular deflection of ions from their ini-

tial trajectory. These energetic ions in turn produce lattice disorder by the displacement of atoms

from their equilibrium position due to collision with the target atom. These displaced atoms some-

times have significant energy to disturb the nearby atoms and form collision cascade. When the

concentration of displaced atom per unit volume approaches the atomic density of the semiconduc-

tors, the material becomes amorphous. The process of nuclear stopping can also be visualized as

a binary collision approximation which considers a series of elastic collision between the incident

ion with energy E0 and mass M1 with a target atom which is initially at rest. The energy transfer

(T) from the incident ion to the target atom can be derived as a function of scattering angle θ, using

laws of conservation of energy and momentum, respectively [49, 50].

T = Tmax Sin
2

(
θ

2

)
(1.1)

where

Tmax =
4M1M2

(M1 +M2)2
E0 (1.2)

is the maximum energy transferred during collision. The nuclear scattering cross section can also

be written as [51, 52]

dσ(E, T ) = Cm E−m T−1−m dT (1.3)

where

Cm =
π

2
λmu

2

(
M1

M2

)m (
2Z0Z1e

2

u

)2m

(1.4)

Here,

u = 0.885 a0(Z
2/3
0 + Z

2/3
1 )−1/2 (1.5)

where, a0 is the Bohr radius, Z0 and Z1 is the atomic number of the projectile and target atoms,

respectively and λm is a function that depends on m. For higher energy, m approaches unity while

for lower energy, m, vanishes. Thus, the nuclear stopping power can be defined as the mean ionic
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energy loss due to elastic collision per unit length.(
dE

dX

)
n

=

∫
T d σ (1.6)

using Eqn-1.3 (
dE

dX

)
n

=
1

1−m
Cm γ1−m E1−2m (1.7)

where

Tmax = γ E (1.8)

and

γ =
4M1M2

(M1 +M2)2
(1.9)

is the reduced mass.

1.2.2 Electronic Energy Loss

The electronic energy loss is due to the resistance that the projectile encounters when it passes

through the electron cloud of the target atoms. This causes an inelastic scattering due to the com-

plex nature of energy loss process which results in the ejection of atomic electrons. As the mass

of the electron is much less compared to the mass of incident ion, electronic collisions involve

negligible energy loss per collision as well as small lattice disorder. During the motion of the pro-

jectile inside the target atom, in addition to stopping, the electronic interaction results in a change

in the charge state of these ions in matter which is determined by a balance between electronic

loss and electron attachment. In the limit of very low energy, the projectile becomes neutral and

its electrons interact with the electrons of the target. At higher energy, v ≥ v0 Z
2/3
0 , where v is

the velocity of heavy ions and v0 is the Bohr’s velocity, the projectile loses all its electrons. At

this velocity, the projectile can be considered as a positive point particle with effective charge,

Zeff = Z0, moving with velocity greater than the mean orbital velocity of the atomic electrons

in the target. The influence of these incident ions can be considered as a small perturbation due

to their very high energy. Thus, using Bohr theory of stopping power, the effective charge of the
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incident ion can be approximated as [50]

Zeff
0 = Z0

[
1− exp

(
− v

v0
Z

−2/3
0

)]
(1.10)

where the upper limit of velocity can be considered as Zeff = Z0. When the velocity of the

incident ion v < v0 Z
2/3
0 , the electronic stopping power can be calculated using Lindhard and

Scharff approximation [53, 54](
dE

dx

)
e

=
3.83 Z

7/6
0 Z1

(Z
2/3
0 + Z

2/3
1 )3/2

(
E

M1

)1/2

= KL E
1/2 (1.11)

or (
dE

dx

)
e

∝ vion (1.12)

Here, stopping power is directly related to the incident projectile velocity. For incident ion ener-

gies v ≥ v0 Z
2/3
0 , the electronic stopping cross section can be estimated using Bethe and Bloch

approximation in non-relativistic regime [55,56]. The electronic energy loss in this regime is given

by (
dE

dx

)
e

=
2 Z2

0 e
4

E
N Z1

(
M1

me

)
ln

(
2me v

2
ion

I

)
(1.13)

where me is the mass of the electrons.

In the present work, 200 keV cobalt ions have been implanted in rutile TiO2 and 3 keV Ar+

ions have been utilized for the irradiation of Tantalum foils. For 3 keV Ar irradiation on Ta foil,

the nuclear and electronic energy losses are calculated to be

(
dE
dx

)
e

= 9.122 eV/A◦ and

(
dE
dx

)
n

= 43.73 eV/A◦, respectively. For 200 keV Co ion implantation of TiO2, the values are

(
dE
dx

)
e

=

36.89 eV/A◦ and

(
dE
dx

)
n

= 131.1 eV/A◦, respectively. So, here at this energy range nuclear loss

is dominant, hence electronic loss has been neglected.
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Figure 1.4: Schematic illustration to represent ion beam parameters which is being used to charac-
terize the ion implanted distributions.

1.2.3 Ion Range

It can be defined as the integrated distance that an ion travels while moving in a solid and is

inversely related to its stopping power. This can be written as

RT =

∫ E0

0

(
dE

dx

)−1

dE (1.14)

where, E0, is the incident ion energy and dE
dx

is the energy loss (nuclear and electronic) of the

projectile at depth x.

The above equation describes the projected range for single projectile ion, but ion irradiation

process requires the collective effect of large number of ions. The probability function describing

the implantation depth is a Gaussian for low implantation dose, in the absence of crystallographic

channeling effects. The mean of this distribution is the projected range, Rp, and the standard

deviation is the straggling ∆Rp. For high implantation doses or crystallographic orientation effect,

these distributions do deviate from Gaussian profile. Ion channeling causes the depth distribution

to be skewed because penetration depth of channeled ions are several times greater than Rp.
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1.3 Damage Distribution

When an energetic ion strikes the target atom during implantation, it can provide enough energy

to displace an atom, thereby creating a collision cascade which leads to creation of vacancies,

interstitials and several other lattice disorders. An accurate information of damage distribution

created by ion implantation helps in the detailed investigation of the changes in the surface layer,

post irradiation. The knowledge of depth dependent lattice disorder provides information about

the substitution fraction of the incident ion in the host lattice which plays a crucial role in device

fabrication [57,58]. In addition, the implantation induced annealing, which depends on nature and

density of damage leads to defect annihilation, thus modifying the properties of the substrate.

1.3.1 Dechanneling due to lattice disorder

Channeling of incident beam using Rutherford Backscattering Spectrometry (RBS) technique is

a useful technique to extract information about ion induced lattice disorder in the solid. RBS/C

spectrum contains full information about the lattice disorder as a function of depth of host lattice.

During Channeling measurements, the He ion beam encounters different zones inside the host

lattice. In a defect free zone, these probing particles undergo very small scattering events with

electrons. The angle with which the channeled particles cross the center of the channel slowly

increases because of multiple scattering and thus an increasing number of particles come closer

to the rows and planes. Such particles can then collide with lattice atoms displaced out from

their static rest positions because of thermal vibrations. The combination of multiple scattering by

electrons and thermally displaced atoms at the channel walls leads to an increase in the number

of non channeled particles as a function of depth. For disordered zone, the probing particle not

only gets deflected from the normal lattice sites but also backscatters from the defects within the

host lattice. The interaction of probing ion beam with defects results in small angle scattering that

deflect particle out of channel and gradually increase the dechanneling component. The disordered

region in the host lattice, however, provides large angle scattering events due to random position

of the atoms. Thus in a crystal with defects, an increase in scattering yield over defect free crystal

can occur due to [47] :
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• Direct scattering of the incident beam with interstitial ions (defects) along their path.

• The gradual increase with depth in the non-channeled component of the beam due to defect

channeling mechanism.

Thus, depth dependent damage density can be evaluated using the dechanneling contribution of

incident ion beam due to lattice disorder from RBS/C spectra. The formalism is given below.

(A.) Energy to Depth Conversion

During RBS/C measurements, the stopping power is different for channeled and random beam

respectively. The energy scales of both random and aligned spectra taken using RBS/C can be

converted into depth scale on the basis of one to one relationship [59]. The energy dependence of

stopping power must be taken into account during depth scale conversion. This can be calculated

as follows

∆xi =
(K Ei(in) − Ei(out))

[S]
(1.15)

where, ∆xi = width of each channel in the spectrum and

[S] = α K
dE

dx

∣∣∣∣
E Ci(in)

+
1

Cosθ

dE

dx

∣∣∣∣
Ei(out)

(1.16)

E Ci(in) = E Ci−1(in) −∆ xi α
dE

dx

∣∣∣∣
E Ci−1(in)

(1.17)

E Ri(in) = E Ri−1(in) −∆ xi
dE

dx

∣∣∣∣
E Ri−1(in)

(1.18)

Ei(out) = Ei−1(out) +∆ xi
1

Cosθ

dE

dx

∣∣∣∣
Ei−1(out)

(1.19)

Cori =

(
E Ci(in)

E Ri(in)

)2

(1.20)

Here, K is the kinematic factor and α is the stopping power ratio of the incident ion during chan-

neling and random direction. In this thesis channeling studies and damage distributions have been

investigated in cobalt implanted TiO2, a stopping power of 0.7 has been considered [59]. For a thin

strip of width ∆xi, E Ci(in) is the channeled He+ ion energy before scattering whereas, Ei(out) is
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the energy of backscattered ions after penetration. The stopping power dE
dx

can be extracted from

TRIM simulation code [60]. E Ri(in) is the energy of the random particle just before ∆xi. The

difference between E Ri(in) and E Ci(in) is termed as the energy spreading which gets larger wrt.

penetration depth. The influence of energy spreading on scattering cross section must be taken into

account as the scattering cross section is inversely proportional to the energy [61]. The yield of the

RBS/C spectra can be written as [62]

Y (E1) = Q σ(E)Ω
∆E

[ϵ(E)]

ϵ(K E)

ϵ(E1)
(1.21)

where Q is the total incident ions hitting the target, σ is the scattering cross section, Ω is the solid

angle of the solid state detector, ϵ is the stopping cross section and ∆ E is the width of each

channeled spectrum. E is the energy of the incident ion beam while E1 is the scattered beam

energy. So, using Eqn-1.21, the channeled yield Y (E Ci(in)) can be corrected as Y ′(E Ci(in)),

by considering the influence of energy spreading which provides one to one mapping for depth

conversion wrt. energy spectra.

Y ′(E Ci(in)) = Y (E Ci(in))× Cori
[ϵ(E Ri(in))]

[ϵ(E Ci(in))]

ϵ(K E Ci(in))

ϵ(K E Ri(in))
(1.22)

Therefore, one to one mapping can be done for depth conversion wrt. energy spectra.

(B.) Dechanneling Analysis

χ r

χ r

Channeled Fraction (1−     )

Random Fraction 

Ion Beam

Figure 1.5: Schematic illustration of channeled (1-χr) and random (χr) fractions, respectively of
He+ beam inside the crystal.

For dechanneling, the interaction of incident beam can be composed of two components, the

channeled fraction or the interaction with the defect-free region and the random fraction from
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defect region. The random fraction χr is the component of beam that is interacting with disordered

or randomly located atoms in the host lattice. The random component at a depth x consists of those

particles that are initially non channeled and those that are initially channeled but are dechanneled

due to damage.

The lattice disorder, Nd(x) can increase the RBS/C yield due to random arrangement χr of

atoms. Using this, we compared the back scattering yield during channeling direction as a function

of depth wrt. a perfect crystal (pristine), whose random fraction can be denoted as χv(x). The χv(0)

= χmin, where χv(x) includes the fraction that was initially not channeled. χmin is relatively small

fraction of dechanneled component due to finite scattering interactions in the unirradiated crystal.

The quantity χv(x) can be taken from experimental RBS/C spectra for unirradiated crystal.

This is also called as normalized yield which is the ratio of the aligned yield wrt. the random yield

at a fixed depth. The channeling yield at the same depth for disordered crystals can be denoted

as χd(x) and is also taken from experimental data. Thus the relationship between χd(x) and the

random fraction of the beam χr(x) can be written as

χd(x) = χr(x) + [1− χr(x)]

(
Nd(x)

N

)
(1.23)

where Nd and N are the number density of the displaced and host atoms, respectively, at position

x. It can be clearly seen from Eqn-1.23, that the normalized yield of ion irradiated crystal is the

sum of the contribution from scattering of the random component χr(x) with all atoms and the

scattering due to channeled components (1 − χr(x)), with defects within the host lattice. Nd(x)

can be easily calculated from the above equation if χr(x) is known. However, χr(x) is not a

directly measurable quantity. This can be evaluated by considering single and multiple scattering

events during dechanneling. For single scattering [63]

χr(x) = 1− [1− χv(x)]exp
−γ(x) (1.24)

and

γ(x) =
π Z2

1Z
2
2e

4

E2ψ2
c (x)

∫ x

0

Nd(x) dx (1.25)
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Here Z1 and Z2 are the atomic numbers of the incident and target atoms, respectively, e is

the electronic charge and E is the energy of the incident ion beam. ψc(x) is the critical angle for

channeling at depth x and can be written as [47]

ψc(x) =

(
2 Z1Z2e

2

dE(x)

)1/2[
1

2
ln

(
C a

ρ

)2

+ 1

]1/2
(1.26)

Here, a is the Thomas-Fermi distance given by, a = 0.8854 a0(Z
2/3
1 + Z

2/3
2 )−1/2, a0 being

Bohr radius. ρ is the thermal vibration amplitude in TiO2 (=0.081 A◦) [64] and C is a constant (=

1.732) [65]. E(x) is the incident energy at depth x, d is the lattice spacing for TiO2 along (110)

direction (=4.594 A◦) [66].

Studies however, suggests that multiple scattering is dominant over most of the range of de-

fect densities where the dechanneling is important. Hence, we have used Feldman and Rodgers

approximation for multiple scattering in our analysis [65]. According to this :

χr(x) = χv(x) + (1− χv(x))exp

(
−ψ2

c

Ω2(x)

)
(1.27)

where

Ω2(x) =
π

2

(
2 Z1 Z2 e

2

dE(x)

)2

d2 ln

(
1.29 a E(x)

Z1 Z2 e2
M2

M1 +M2

) ∫ x

0

Nd(x) dx (1.28)

where, M1 and M2 are the atomic masses while Z1, Z2 are atomic numbers for projectile and host

atoms, respectively.

Thus, the defect density Nd(x) as a function of depth can be estimated using an iterative proce-

dure. Assuming, at surface, Ω2(0) = 0, and Nd(0) is defect density at the surface, gives

Nd(0)

N
=

[χd(0)− χv(0)]

[1− χv(0)]
(1.29)

The quantity Nd(x)
N

is calculated for each subsequent depth interval. The critical angle ψc can be

tailored to make damage density zero at deep layers. Using the above formalism, the damage

distributions after 200 keV Cobalt ion implantation in rutile TiO2 (110) have been investigated

using RBS/C data.
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1.4 Ion Beam Sputtering

Sputtering is the removal of surface atoms by energetic ions and is caused by collisions between the

incoming particles with the atoms at or near surface layers of a solid [67]. If the energy transferred

is greater than the binding energy of the lattice site, a primary recoil atom is created. This primary

recoil atom will collide with another target atom to distribute the energy via collision cascade. A

surface atom is then knocked-off if the energy transferred to its component normal to the surface

is larger than the surface binding energy. Sputtering is measured by the sputtering yield, Y, defined

as the mean number of atoms removed per incident particle. The incident particles may be ions,

neutral atoms, neutrons, electrons or energetic photons. Mostly sputtering mechanisms have been

investigated on mono atomic targets [68, 69]. For crystalline materials, the sputtering yield are

influenced by various parameters like lattice structure, crystallographic orientation, etc. [70, 71]

1.4.1 Self Organized Pattern formation by Ion Beam Sputtering

The removal of atoms, due to elastic collision between the incident ion and target atom, can lead to

the development of wide variety of patterns on surfaces. Navez et.al [72] for the first time in 1956,

have observed the formation of ripple patterns on SiO2 substrates. The pattern formation due to ion

beam sputtering arises due to the competition between erosive process and the surface relaxation

by various diffusive mechanisms. The angle of incidence of ion beam also plays a crucial role in

obtaining wide variety of nanostructures [38]. For normal incidence, one observes isotropic nano-

dots on the surface, whose sizes can be tailored by varying ion energy and fluence. For off normal

incidence, formation of quasi periodic ripple patterns have been observed. The ripple wave vector

is, however, aligned along the direction of ion beam if the angle is less than the critical angle

(θc). Anisotropic surface diffusion and Ehrlich-Schwoebel barrier also play key role in pattern

formation [40, 73, 74].

Several researchers have contributed, both theoretically and experimentally, to understand the

complexity behind the pattern formation on various surfaces like metals, insulators or semiconduc-

tors [33–35, 37–40, 69]. The first theoretical explanation had been given by Sigmund who studied

the surface erosion rate for different surface topographies and addressed the existence of surface
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instability during ion beam sputtering [75]. Bradley and Harper, however, considered the effect

of surface curvature on sputtering yield. B-H model also incorporated surface relaxation due to

surface diffusion in their model, and it is the most successful theoretical approach for explaining

ripple patterns on surfaces. Makeev, Cuerno and Barabasi [48] have included non linear terms to

predict the behavior of surface evolution of ion sputtered surfaces in long time scale. The brief

description about their work has been discussed below.

Sigmund Sputtering Approach

Incident Ion

µ

σ

a

θ

P

O

h(x, y)

z

x

z
x

γ

Figure 1.6: Schematic diagram of energy distribution process during ion beam sputtering. θ and γ
are global and local angle of incidence, respectively.

The Ion Beam Sputtering (IBS) on various surfaces leads to the generation of patterns. Incident

ions can be implanted and reflected from the host lattice or they can result in the emission of

electrons, atoms or photons due to recoiling. Moreover, an ion penetrating into solid undergoes

multiple collisions by transferring kinetic energy and momentum during each collision and forms

collision cascade [76–78]. If we assume that the collision density is isotropically distributed for

small number of atoms in motion, this process can be termed as linear collision cascade which

can be described in terms of binary collision between moving ions and stationary atoms. Due to
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the momentum reversal, target atoms traveling towards the surface by gaining enough energy, can

overcome the surface binding energy and be emitted in vacuum. This process will lead to material

erosion and development of lattice defects like vacancies and interstitials.

Incident ions can loose their energy in both elastic and inelastic processes via nuclear and

electronic collisions, respectively. However, for low energy incident ions, the energy loss is mainly

due to the nuclear collision phenomenon. The amount of energy deposited by incident ion during

IBS depends upon intrinsic material properties, ion mass and energy. Prolonged irradiation may

lead to additional defects in the crystalline structure which can produce surface amorphization via

overlapping of large lattice disordered areas. The erosion rate of the material can be determined by

sputtering yield (Y), defined as the average number of ions removed from the surface per incident

ion [75, 77, 79]. The scattering phenomenon between target atom and incident ion forms collision

cascade and takes place within a certain layer of average depth d, called the penetration depth of

the incident ion. A well established formulation of ion beam sputtering has been developed by

Sigmund [75, 79].

For amorphous targets, a set of transport equations describing the energy transfer during the

sputtering, have been formulated. In Sigmund theory, the rate of sputtering from a surface to any

arbitrary point z(x,y) is proportional to the energy deposited there by incident ions. The average

energy deposited at point r in the target lattice by the incident ion which travels along z-axis has

the following Gaussian distribution

E(r) =
ϵ

(2π)3/2 σ µ2
exp

[
− (z − h(0, 0) + a)2

2σ2
− x2 + y2

2µ2

]
(1.30)

where ϵ is the energy of the incident ion. The terms σ and µ in Eqn-1.30 represent the width of

the Gaussian distribution in the direction parallel and perpendicular to the incoming ion beam,

respectively. A schematic diagram has been shown in fig. 1.6.

Several theoretical works have predicted that the energy distribution during ion beam irradia-

tion process can be well approximated by a Gaussian distribution function [50]. Thus, the mean

energy deposition depth of the incident ion traveling inside the host lattice is usually comparable
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to the penetration depth, and is proportional to the ion energy, according to the relation

a(ϵ) =
1−m

2m
γm−1 ϵ2m

N Cm

(1.31)

where N is the atomic density of the target and

γ =
4M1M2

(M1 +M2)2
(1.32)

is the reduced mass, where, M1 and M2 are being the mass of the incident ion and target atom,

respectively. Cm is a constant which depends upon the inter atomic potential and m = m(ϵ),

varies between 0 and 1 for very low and high energy, respectively. For intermediate energies (10-

100 keV), m ∼ 1/2 and the penetration depth becomes directly proportional to energy.

Eqn-1.30 describes the event for single ion hitting on the target, but the sample is being irra-

diated with a uniform flux f of incident ions, which penetrates the host lattice at different points

simultaneously. Therefore, the rate of erosion at an arbitrary point O depends on the energy de-

position of all the ions entering within the range of distribution. The normal erosion velocity at a

point O is calculated as [79]

v(O) = Λ

∫
Q

Φ(r) E(r) dr (1.33)

The integral is taken over whole range in which the deposited energy contributes to the erosion.

Φ(r) is a local correction to the uniform flux f due to the curvature dependent sputtering, and Λ is a

constant which depends on the material properties according to the binding energy and scattering

cross section and can be written as

Λ =
3

4π2

1

N U0 C0

(1.34)

Here, U0 is the surface binding energy and C0 is a constant proportional to the square of the ef-

fective radius of the inter atomic potential. Shadowing effects and material re-deposition were

not taken into account during Sigmund formalism. Sigmund theory provides a better insightful

description about ion bombardment but is unable to provide direct information about the morphol-

ogy of the ion irradiated surfaces. The equation in the prescribed form can not be used to provide

information about surface evolution of ion irradiated surfaces.
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Figure 1.7: Schematic diagram of the physical origin of instability during ion beam sputtering
phenomenon displays (a) convex geometry is eroded faster than concave surfaces (b) due to the
larger energy deposition at A than at A′.

Bradley Harper Model

In 1988, Bradley and Harper [38] proposed a theory to explain the surface evolution due to ion

irradiation. In contrary to Sigmund theory, they proposed a curvature dependent sputtering yield

which induces a instability on the ion sputtered surfaces. This instability plays a major role in

the formation of quasi periodic ripple like pattern on the sputtered surfaces. To determine the

curvature dependent sputtering yield, they have calculated the normal component of the surface

velocity v(ϕ,R), using Eqn-1.33, at point O, by taking uniform flux f of incoming ions at an angle

ϕ.

The direction of incoming ion beam has been chosen as z-axis, while x and y axis are chosen

parallel and perpendicular to the projection of ion beam, respectively. Moreover, they also assumed

that the surface height h(x) varies slowly enough so that R, the radius of curvature at point O, is
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much larger than the penetration depth. Thus, the normal velocity component has the form

v(ϕ,R) ≈ Λϵ f a√
2πσµ

B
−1/2
1 exp

(
− a2

2σ2
+

A2

2B1

)[
Cosϕ+ Γ1(ϕ)

a

R

]
(1.35)

where, Λ is a constant which is related to the energy deposited at point O and the coefficients A,

B1, B2 and C depend on σ, µ and ϕ [38]. Γ1(ϕ) can be described as :

Γ1(ϕ) =
A

B1

Sinϕ− B2

2B1

(
1 +

A2

B1

)
Cosϕ− A C

B2
1

(
3 +

A2

B1

)
Cosϕ (1.36)

This equation contains the information about curvature dependent sputtering of ion irradiated sur-

faces. For ϕ=0, the coefficient Γ1(ϕ) will be negative. This means that when the incident beam is

perpendicular to the target, the trough will be eroded more than the crest. This is due to the radius

of curvature, R, which is negative at the valley, This results in the enhancement of sputtering in that

region, thus leading to instability and roughening of the surface. This process is well described in

fig. 1.7.

For a flat surface, i.e., R= ∞ and Y0(ϕ) = N v(ϕ,R = ∞)/f Cosϕ, the sputtering yield can

be estimated as

Y0(ϕ) ≈
Λϵ N a√
2πσµ

B
−1/2
1 (ϕ)exp

(
− a2

2σ2
+

A2(ϕ)

2B1(ϕ)

)
(1.37)

where

B−1
1 (ϕ) =

(
σ

a

)2[
1 +

[(
σ

µ

)2

− 1

]
Cos2ϕ

]−1

(1.38)

where, σ > µ and N is the atomic density in amorphous region. This equation reveals the angular

dependence of sputtering yield, which increases with increase in ϕ. For grazing incidence, the

above equation is not valid anymore. The energy deposited at point A will be same as A’. But the

average energy deposited at A by the incoming ions will be larger than at A’, which leads to higher

rate of sputtering at A. Now considering smoothening mechanism due to thermally activated sur-

face diffusion along with the erosion, Bradley and Harper formulated a linear equation to describe

the surface evolution of ion sputtered surfaces [38].

∂h

∂t
= −v0(ϕ) + v′0(ϕ)∂xh+ Sx(ϕ)∂

2
xh+ Sy(ϕ)∂

2
yh−K▽4h (1.39)
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Here, K is thermally activated surface diffusion and Sx, Sy are the coefficients which depend on

experimental condition. This equation describes the surface evolution of ion sputtered surface

h(x,y,t), due to competition between erosion and diffusion at an incident angle ϕ wrt. surface nor-

mal. The first term on the right hand side represents the angle dependent erosion velocity of a

flat surface while the second term is due to the lateral movement of the structures on the surface.

These terms do not have any effect on the characteristic properties like wavelength and amplitude

of quasi periodic pattern. The third and fourth term of Eqn-1.39,contribute to the curvature depen-

dent erosion while the last term contributes to the surface relaxation due to material transport on

the surface. The two coefficients Sx, and Sy depends on ion energy, incidence angle and material

properties.

Sx,y =
f a

N
Y0(ϕ)Γ1,2(ϕ) (1.40)

The two coefficients Γ1(ϕ) and Γ2(ϕ) is responsible for the local variations of sputtering yield and

are given by [50]

Γ1(ϕ) =
A

B1

Sinϕ− B2

2B1

(
1 +

A2

B1

)
Cosϕ− A C

B2
1

(
3 +

A2

B1

)
Cosϕ (1.41)

Γ2(ϕ) = −µ
2

a2

(
1

2
B2 +

A C

B1

)
Cosϕ (1.42)

The coefficient K accounts for the thermally activated surface diffusion on the surface.

K =
DsγΩ

2N

KBT
exp

(
− ∆E

KBT

)
(1.43)

Here, Ds is the surface diffusion constant, γ is the surface energy per unit area, Ω is the atomic

density of the target and N is the number density of the surface atoms. ∆E accounts for activation

energy barrier for surface diffusion, KB is the Boltzmann constant and T is the surface temperature.

So, the incorporation of diffusion term was really necessary to obtain periodic structures on ion

irradiated surfaces. Only roughening term alone will not produce quasi periodic structures. For

investigating the periodic solutions for ripple patterns, it is useful to take a Fourier transform of

Eqn-1.39 with q = (qx, qy) as a wave vector. The Eqn-1.39 can be rewritten in fourier space as

∂h(qx, qy)

∂t
= [−Sx q

2
x − Sy q

2
y −K(q4x + q4x)] h(qx, qy, t) (1.44)
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The solution of the above equation can be described as

h(qx, qy, t) = h(qx, qy, 0) exp[r(q) t] (1.45)

where h(qx, qy, 0) is the initial amplitude of the surface height with growth factor

r(qx, qy) = −Sx q
2
x − Sy q

2
y −K(q4x + q4y) (1.46)

Eqn-1.45 describes the time evolution of the amplitude of the Fourier component and it increases

or decreases experimentally with the nature of r(q). The nature of r(q) plays a crucial role in rough-

ening or smoothening of the surface. The function r(q) has a maximum at q∗ =

(
max|Sx,y |

2K

)1/2

,

where |Sx,y| is the largest absolute value between -Sx and -Sy. The amplitude with wave number q∗

will grows faster than the others, resulting in a periodicity with wave numbers q∗ which will dom-

inate the surface topography. Thus, the wavelength of the quasi periodic pattern can be estimated

using

λ =
2π

q∗
= 2π

(
2K

max|Sx,y|

)1/2

(1.47)

The direction of ripple wave vector will depend on the value of Sx and Sy. The model can actually

predict the dependence of wavelength λx, λy on the ion incidence angle.

B-H model does not take any possible diffusion mechanism except thermally activated diffu-

sion mechanism. This mechanism is highly active only at high temperature. For low temperature

ion irradiation experiments, it is necessary to include other smoothening effects. Makeev et.al [80],

have introduced Effective Surface Diffusion (ESD) as the main relaxation mechanism at low tem-

perature. The diffusion here does not imply a real mass transport along the surface, but occurs

due to local variation of erosion of the target during ion beam irradiation. Thus, Eqn-1.39 can be

modified as

∂t(h) = −v0 + v0∂xh+ Sx ∂
2
xh+ Sy ∂

2
yh−Dxx ∂

4
xh−Dyy ∂

4
yh−Dxy ∂

2
x∂

2
yh (1.48)

The term with coefficientsDxx,Dyy,Dxy is proportional to the fourth derivative of height function,

thus leading to additional anisotropic smoothening on the surface. However, it is important to
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note that ESD results from preferential sputtering during ion irradiation process which appears as

reorganization of the surface and does not involve any mass transport on the surface. If ESD is

considered as relaxation mechanism, the ripple wavelength can be rewritten as

λx,y =
2π

q∗
= 2π

(
2Dxx,yy

max|Sx,y|

)1/2

(1.49)

In this case the wavelength of ripple pattern is independent of ion flux and fluence but increases

with increase in ion energy.

Anisotropic Kuramoto Sivashinsky Equation

The B-H model was indeed a very successful one to explain the formation of quasi periodic ripple

wave patterns on various surfaces. But it was unable to explain the long time behavior of the surface

evolution or the stochastic nature of the sputtering process [81]. According to linear theory, the

amplitude of the ripple pattern, during ion beam irradiation, increases exponentially with time,

but experimentally one always observes a saturation of the amplitude of these ripple patterns [82].

The addition of non linear terms, which depend on higher order derivatives of surface height, play

vital role in the long term behavior of surface evolution. Cuerno et.al [83, 84], have incorporated

the non-linear term in B-H model to include higher order perturbation. Using normal velocity of

erosion at any point O on the surface, the equation of motion of height profile can be written as

∂th(x, y, t) ≊ −v(ϕ,Rx, Ry)
√
1 + (▽h)2 (1.50)

where ϕ is the angle of ion beam wrt. the local normal to the surface h(x,y) and Rx, Ry are

the radius of curvature at point O. A Gaussian white noise η(x,y,t) has to be incorporated to take

account of the stochastic arrival of ions on the surface. Thus by expanding Eqn-1.50, we obtain a

anisotropic noisy K-S equation.

∂t(h) = −v0 + v′0∂xh+ Sx ∂
2
xh+ Sy ∂

2
yh+

lx
2
(∂xh)

2 +
ly
2
(∂yh)

2 −D▽4 h+ η(x, y, t) (1.51)

The coefficients lx and ly depend on the ion beam parameters and energy distribution parameters a,

σ and µ. Unlike linear model, Eqn-1.51 is not possible to be solved analytically [85]. It has been
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shown that for very small irradiation time, the effect of non linear contribution is negligible and

hence surface evolution can be well described by linear stability mechanism [85]. However, after

a cross over time, which depends on the coefficients of Eqn-1.51, the morphological evolution is

completely dominated by non linear terms. The cross over time τ can be written as

τ ⋍ D

S2
max

ln

(
Smax

lmax

)
(1.52)

lmax will be along the direction of Smax for crossover time τ . The amplitude during crossover time

can be proportional to the ratio Smax

lmax
[85]. Depending on the sign of lx and ly, two cases may be

distinguished. For lx × ly > 0, the non linear term destroys the ripple morphology and leads to

kinetic roughening. In case of lx × ly < 0, ripple pattern formation is followed by a long transient

rough regime which ends in the new morphology due to rotation of ripple wave vectors. The ripple

wavelength and orientation are also correctly described by the linear theory. Beyond the crossover

time the non linear terms become effective and surface width saturates [85].

1.5 Scaling Theory

The formation of surfaces and interfaces due to ion irradiation is influenced by competition be-

tween roughening, diffusion and material transport [86]. Scaling theory presents a unique frame-

work to characterize the non-equilibrium pattern formation [87–89]. In many cases, the surface

morphology is found to exhibit spatial and temporal fluctuations which obey scaling laws similar

to that of several others non-equilibrium critical phenomenon [87–89]. As in the case of these phe-

nomenon, scaling exponents can be determined which characterize the fluctuations of the surface

and do not depend upon the microscopic details of the system under investigation. Based on these

scaling exponents, a particular growing surface can be assigned to a certain universality class and,

therefore, to a certain continuum model which can describe the evolution of the system. Consider

a two dimensional surface which is characterized by the height function h(i, j). To describe the

growth qualitatively we introduce following functions
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• The mean height of the surface, h, can be defined as

h(t) =
1

L2
Σ[h(i, j, t)] (1.53)

where h(i, j) is the height of each column i for a fixed row j, at time t and i ̸= j. If the

erosion rate is uniform, the mean height increases linearly with time.

h(t) ∼ t (1.54)

• The interface width provides the information about the surface roughness and is defined by

rms fluctuations in the height :

σ(L, t) =

√
1

L2
Σ[h(i, j, t)− h(t)]2 (1.55)

The width of the interface can be evaluated as a function of time to monitor the roughening

process. Generally for measuring surface roughness over the whole sample size L× L, one

chooses a window size of l × l where, l < L and measures the local width σ(l). A typical

plot, as shown in fig. 1.8, of time evolution of the surface width has two regions separated

by crossover time tx.

(a) Initially the width increase as a power of time [88].

σ(L, t) ∼ tβ[t≪ tx] (1.56)

The exponent β is termed as growth exponent which characterizes the time dependent dy-

namics of roughening process.

(b) The power law increases and gets saturated for t ≫ tx. As L increases, the saturation

width σsat, increases as well, and the dependence also follows the power law

σsat(L) ∼ Lα (1.57)

The exponent α is termed as roughness exponent and is a second critical exponent that char-

acterizes the roughness of the saturated interface.
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Figure 1.8: Variation in rms roughness with ion fluence

(c) The crossover time tx at which the interface crosses over from the behavior of Eqn-1.56

to Eq-1.57, depends upon the system size.

tx ∼ Lz (1.58)

where z is called the dynamic exponent.

Thus the exponents α, β and z describe the universality class of the surface evolution of

surfaces and are independent of the many microscopic details of the system [87–90]. The

ion beam irradiated surfaces, in general display rough interfaces, with height fluctuations

displaying kinetic roughening behavior similar to those observed during film growth [87].

All the interfaces have a common frame work defined by non equilibrium growth models

[88]. Dynamical scaling models, discussed above have been utilized to investigate the ion

beam irradiated systems [89]. The beauty and importance of scaling theories lies in the fact

that though the phenomenon producing the interfaces may be widely different, e.g, fronts
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created by fire, film grown by MBE, wave pattern on sand dune etc., but their underlying

formation can be described by theories which belong to a few specific “classes” only and

do not depend on the microscopic details of the system. In this thesis, pattern formation,

after ion beam irradiation, have been investigated in detail both on TiO2 and Ta surfaces

using scaling studies. Although TiO2 is a semiconductor and Tantalum is metallic, yet both

the surfaces display self affine scaling with the widths of the interface following the relation

Eqn-1.56 to 1.58. These studies and the derived exponents have been utilized in determining

the general ”classes” to which these patterned surfaces belong.

1.6 Photo absorption Response

In a semiconductor, excitation of electrons from the valence band to conduction band is accom-

plished by absorption of photon of energy equal to or higher than the band gap of semiconductor.

This light induced generation of electron hole pair is a prerequisite step in all semiconductor medi-

ated photo catalytic processes. Photo generated species tend to recombine and dissipate energy as

heat. This is because the kinetic barrier for the electron hole recombination process is low. How-

ever, conduction band electrons and valence band holes can be separated efficiently via generation

of oxygen vacancies on semiconductor surfaces [6, 7]. These oxygen vacancies play a pivotal role

by becoming the potential centers for the capture of photo induced electrons which effectively in-

hibit the recombination of photo induced charge carriers hence, promoting photo catalysis as well

as photo absorbance [6, 7]. Photo catalysis can be defined as a process in which light is used to

activate a substance, to modify the rate of chemical reaction without being involved itself in the

chemical transformation. Photo catalytic reactions may occur homogeneously or heterogeneously,

but heterogeneous photo catalysts have been far more intensively studied in recent years because

of their potential use in a variety of environmental and energy related applications [57, 58]. Het-

erogeneous photo catalysis is mainly used in cases where a light absorbing semiconductor photo

catalyst is utilized, which in contact with either liquid or gas, performs a photo catalytic activity.

Nanostructured metal oxide semiconductors have shown potential applications in the field of

photo voltaics and photo catalysis [91]. TiO2, a part of this family, has also been extensively studied
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for its unique physical and chemical properties which have useful applications in photo catalysis,

solar cells, gas sensors, environmental remediation and self cleaning. However, due to its wide

band gap, it has been nearly ineffective for visible light photo catalysis. Thus tuning the optical

property of TiO2 is an active area of research. Numerous techniques such as dye sensitization,

synthesis as thin films, formation of nano crystals, incorporation of dopants by chemical methods

have been employed to increase the visible light absorption. In this direction, several dopnats like

N [92], C [93], S [91], Ni [94], Pt [95], Cu [96], Ag [97], etc., have been used in TiO2 thin films to

shift the optical absorption of TiO2 towards visible wavelength.

1.7 Magnetic Behavior

Dilute magnetic semiconductors are a class of magnetic semiconductors in which a fraction of the

cations are substitutionally replaced by magnetic ions. The search for novel DMS candidates has

been driven by two major requirements : a material system with well developed growth technology

and a high curie temperature. Therefore, with focus for achieving high curie temperature, several

compounds have been investigated. At initial stage, the work was mainly concentrated on transi-

tion metal doped Group II-VI compound semiconductors whereas later it was also on group III-V

etc. [98–107]. Ferromagnetism is observed but curie temperature lies way below the room tem-

perature which shows only limited technological applications [103]. The theoretical prediction by

Deith et.al [104] with possibility of achieving high curie temperature ferromagnetism in wide band

gap semiconductors has led to many efforts to prepare oxide based DMS by doping a variety of

transition metal or rare earth ions. Several experimental reports on ZnO doped with Ni [108, 109],

V [110], Mn [109, 111, 112], Cr [109], Fe [113] and also Co [109, 114], discuss the existence of

room temperature ferromagnetism. Since the discovery of room temperature ferromagnetism in

Co doped TiO2 thin films [115], much effort has been devoted to explain the mechanism behind

the nature of ferromagnetism. In fact, different controversial magnetic properties such as param-

agnetism, ferromagnetism, anti ferromagnetism, superparamagnetism and also spin glass behavior

have been observed [116–119]. Several mechanisms have been proposed to explain the source

of magnetism in these materials but a unique model is still not available for understanding and
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explaining the theoretical and experimental observations.

Magnetic properties of TM-doped oxides are found to largely depend on the sample preparation

conditions and, thus, the reproducibility of measurements becomes very difficult. There are reports

which initially reported room temperature ferromagnetism but later, only paramagnetism due to

substituted transition metal ions by x-ray magnetic circular dichroism (XMCD) studies [120,121].

This indicates that transition metal 3d electrons may not be responsible for the origin of ferromag-

netism in such oxides. In most of the cases, small amount of TM impurity as secondary phases or

defects may lead to the origin of observed ferromagnetism [122]. Therefore, in order to overcome

the existing controversies on oxide DMS, a systematic study accompanied by careful identification

of the phases and micro structures is very essential.

1.8 Kinetic Monte Carlo Simulation

Theoretically pattern formation via ion beam irradiation has been studied using atomistic simula-

tions, kinetic theory, kinetic monte carlo, continuum theory, etc., at various time, energy and length

scales. In Kinetic Monte Carlo (KMC), one uses a simple functional form of the average energy

deposited by a collision cascade for single ion impact to determine the erosion probability of sur-

face atoms. Diffusion process can be added easily in this approach. In KMC approach, surface

evolution can be modeled by first assigning rates to different processes like erosion, surface diffu-

sion due to defects and then executing these events on the surface with a probability proportional

to their relative rates. The surface is modeled as a 1-d lattice and uses a Solid on Solid (SOS)

model [123] so that there is only one surface site associated with each lattice site (no overhangs are

allowed). The surface processes that are generally included are based on the physical mechanisms

that have been previously proposed in the continuum theory of ripple formation, i.e., ion induced

sputtering and surface diffusion of surface defects [38, 83]. Several groups have modeled the ion

sputtered surface via KMC approach which are based on the results form the kinetic theory of

roughening by taking erosion and surface relaxation processes [83,84,124–126]. In the following,

we describe some details of the model that was developed by Cuerno et.al [84], and has been mod-

ified in the present thesis to include Schwoebel barrier effects in order to tailor the morphology
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and other scaling properties of metallic Tantalum after ion beam irradiation.

Consider a system of 1 dimensional lattice of length L, with a periodic boundary condition.

Each lattice point consists of a inter valued time dependent height function h(x,t) which is initially

flat, i.e. h(x,0)=0. A random site i, is then selected at the interface, where i= 1,...,L. The chosen site

is subjected to erode with probability p or diffuse to its nearest neighboring sites with probability

1-p. The details of erosion and diffusion trials is as follows.

• Erosion : The rule for erosion incorporates the unstable behavior due to higher rate of

protrusion of trough than crests. This also considers the phenomenological dependence of

sputtering yield Y on the angle of incident ion beam wrt. the local surface normal. The

particle at i is eroded with probability PeYi [84]. The quantity Pe is computed as 1
7

times the

number of occupied sites in a box of size 3 × 3 centered at the chosen site. The definition

of Pe accounts for the unstable erosion mechanism which exists in the physical systems due

to the finite penetration depth of the bombarding ions into the eroded substrate [79,83]. The

efficiency of the sputtering process is measured by the following sputtering yield [77].

Yi = Y (ϕi) = y0 + y1ϕ
2
i + y2ϕ

4
i (1.59)

where, the local slope ϕi is

ϕi = tan−1

[
hi+1 − hi−1

2 a

]
(1.60)

where a is the lattice constant. The parameters y0, y1, y2 can be chosen such that yi(0) = 0.5

and yi(
π
2
) = 0. In general, one would merely require that y0 > 0, y1 > 0, y2 < 0.

• Surface Diffusion : For surface diffusion we have used a thermal diffusion model which is

based on Hamiltonian H, which controls the thermal roughening of the facets [87, 88, 123].

A diffusive move of particle i, to its nearest neighbor is accepted with probability (pi−→f )

P (i −→ f) =
1[

1 + exp

(
∆H
KB T

)] (1.61)
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where ∆H is the change in the Hamiltonian due to hopping. The following Hamiltonian has

been utilized to study the diffusion phenomenon [123] in an MBE system. The non- linearity

term (second term) was included to incorporate diffusion related to Schwoebel barrier.

H =
J

2

∑
⟨i,j⟩

|hi − hj|2 + ϵ|hi − hj|4. (1.62)

Here 0 < ϵ < 1 is a non linearity parameter which controls the intensity of Schwoebel effect.

This thesis has been collocated as follows. A brief discussion about ion-solid interaction,

characteristics and application of keV ion implantation in semiconductors etc. have been discussed

in Chapter 1. Chapter 2 discusses the different experimental techniques that have been employed

in present thesis. Chapter 3 discusses with the effect of Cobalt ion implantation on the surface

evolution, structural modification, electronic properties and optical properties of rutile TiO2 (110).

Magnetic properties of TiO2 after cobalt implantation have been investigated in Chapter 4. Chapter

5 presents the range parameters and damage distribution, investigated using RBS/C, in rutile TiO2

due to 200 keV Co implantation. In Chapter 6, scaling behavior of implanted TiO2 surfaces has

been investigated to extract several scaling exponents which can provide insightful description

regarding pattern formation. We have also developed a KMC simulation model to investigate the

mechanism behind pattern formation on metallic Tantalum surfaces, and has been discussed in

Chapter 7. The summary and the conclusion of the present work have been described in Chapter 8.
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Chapter 2

Experimental Techniques

This chapter discusses the experimental techniques that have been used here to fabricate nanos-

tructures as well as the facilities that have been used in their characterization. TiO2 is a wide band

gap (3.0 eV for Rutile and 3.2 eV for Anatase), n- type metal oxide semiconductor. Tantalum is a

rare, hard, lustrous transition metal that is highly corrosion resistant. Formation of nanostructures

on these surfaces display many exciting properties which can have numerous technological ap-

plications. The nanostructures, in this work, were prepared using ion beam irradiation technique.

Several characterization techniques like Scanning Probe Microscopy, X-ray Photo electron Spec-

troscopy (XPS), UV-Vis Spectroscopy (UV-Vis), Raman Spectroscopy, Superconducting Quantum

Interference Device (SQUID), Rutherford Back scattering Spectrometry (RBS), Channeling, X-ray

Diffraction (XRD), etc., have been used for TiO2. For Tantalum, Kinetic Monte Carlo (KMC) sim-

ulations have been performed to study the dominant mechanism for evolution of the surfaces upon

ion irradiation. In this chapter, we discuss the experimental techniques that have been used to

develop and characterize nanostructures on both the surfaces.

In Section 2.1, we discuss about the technique of ion irradiation that has been used here to

develop nanostructures on surfaces. In Section 2.2, several characterization techniques have been

discussed in detail. In Section 2.3, crystal structures of TiO2 and Ta have been discussed.
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2.1 Techniques for Fabrication of Nanostructures

Variety of techniques have been utilized for fabricating low dimensional structures through top

down or bottom up approaches. These nanostructures show tremendous technological applications

in solar cells, photo catalysis, photo voltaic, etc. Bottom up approach such as electrochemical

process, continuous reaction, sol gel method, etc. have been extensively used to produce low

dimensional materials. These methods are however limited due to various complicated steps in-

volved during nanostructures fabrication. Though defects are present in these nanostructures, yet

these methods provide no control over introducing defects. Ion irradiation is a widely used tech-

nique to introduce dopants in a very controlled manner. This is a top down approach which creates

self organized nanostructures on various surfaces in a single technological step. In this thesis, the

technique of ion irradiation has been utilized to fabricate nanostructures.

2.1.1 200 keV Co Ion Implantation

In the present thesis TiO2 nanostructures have been fabricated at Room temperature using Negative

Ion Implanter at Inter University Accelerator Center (IUAC), New Delhi. In the following, some

beam line components are discussed.

Fig. 2.1 displays the schematic diagram of negative ion implanter facility with a new modified

MC-SNICS ion Source at IUAC, New Delhi. This facility contains a sputter negative ion source

called MC-SNICS (multi cathode source of negative ion by Cesium sputtering). These negative

ions can be accelerated to required kinetic energy with applied voltage difference between the high

voltage deck and the ground. Electrostatic Quadrupole Triplets and Electrostatic Steerers are the

most vital parts of ion implanter. The former is used for focusing charged particles beam by using

either a magnetic or electrostatic field while the later contains two orthogonal pairs of longitu-

dinally separated plates for accurate, low power electrostatic steering of charged particle beams.

These also accommodate Faraday cups for variety of applications involving the accurate monitor-

ing of ion beam currents, beam profile monitors which provide a continuous scope display of the

shape and position of the beam cross section in both x and y co-ordinates. Various controllers,

42



1)   Electronics for MC−SNICS Ion Source
2)   MC−SNICS
3)   Einzel Lens
4)   Vacuum Gauge
5)   Mannual Gate Valve
6)   G. P. Tube
7)   Bellow
8)   Electrostatic Quadrupole Triplet
9)   Electrostatic Steerer
10) Beam Profile Monitor 
11) Double Slit
12) Faraday Cup
13) Gate Valve
14) Vacuum Pumping System
15) Single Slit
16) Pirani Gauge
17) Electrostatic Scanner
18) Experimental Chamber

Figure 2.1: Schematic diagram of negative ion implanter facility at IUAC, New Delhi. [with
permission]

such as Faraday cup controllers, Beam Line Valve (BLV) controllers, Mixer stage for electrostatic

Quadrupole triplets and electrostatic steerers were also a part of this system to achieve a well col-

limated beam on the sample surface. The control system used for its operation is indigenously

developed and named as Indigenous Measurement And Control System (IMACS).

The Negative ion implantation facility, shown in fig. 2.2, has been utilized for implantation

on single crystal rutile TiO2 with 200 keV Co− ions (flux = 1.6× 1013 ions/cm2.sec). Irradiations

were done for various ion fluences ranging from 1×1016 to 1×1017 ions/cm2 at room temperature.
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Figure 2.2: Negative Ion Implantation facility at IUAC, New Delhi. [with permission]

2.1.2 3 keV Ar Ion Beam Irradiation

Low energy ion beam irradiation has been performed using Argon ion gun facility in our laboratory.

The Ar+ ion gun is a variable energy source with a maximum energy of 3 keV. High purity Argon

gas (99.99%) is introduced into the source region of the gun through an auxiliary gas inlet. A

source current is run through a refractory oxide filament to produce electrons for impact ionization

of the neutral gas. The source region is connected through a tube to achieve better vacuum. The

ions are extracted from the source using electrostatic lenses to focus the beam on the target.

In this work, Tantalum foils were irradiated with Ar+ ions at 3 keV energy. Irradiation was

performed at room temperature and the incident angle was kept at 15◦ with respect to surface

normal. The flux of the ion gun was 6× 1013 ions/cm2sec. The Tantalum surface were irradiated

for 80 minutes to obtain well resolved quasi periodic ripple patterns. During the experiment the

beam current was kept at 20µA and was scanned over a circular area of 1.0 cm diameter on the

sample surface. The base pressure in the system is maintained at 1 × 10−8 mbar and during ion

irradiation it is 4× 10−6 mbar.
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2.2 Characterization Techniques :

2.2.1 X-ray Photoelectron Spectroscopy (XPS)

X-ray Photoelectron Spectroscopy (XPS) is a powerful research tool for the study of chemical and

physical phenomenon occurring at the surfaces of a wide range of materials. It was developed by

Kai Siegban at the University of Uppsala, Sweden in the 1950-60, for which he was awarded Nobel

prize in 1981 [1, 2]. It works on the principle of photoelectric effect [3] in which soft X-rays (Mg

and Al K x-ray) are used as the exciting photon source. The schematic diagram of XPS process

is shown in fig 2.3. The emitted photo electrons have a kinetic energy distribution consisting of

discrete peaks related to the binding energies of the photo ionized atom and provide information

on the electronic structure of the surface and its chemical composition.

Conduction Band

Valence Band

Incident X−ray

1s

2s

2p

Ejected Photoelectron (E  )K

Vacuum Level (E  )

Fermi Level (E  )

v

F

Figure 2.3: Block diagram of core level X-ray photo electron emission process.
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Principle of XPS

The principle of the XPS technique is the emission of electrons from atoms by absorption of

photons. The sample under investigation is irradiated with mono energetic x-rays, using Mg-Kα

(1253.6 eV) or Al-Kα (1486.6 eV). Photoelectron emission occurs when a photon transfers its

energy to an electron. A photo electron can be emitted only when the photon energy is larger than

the binding energy of the electron. The X-ray photons whose absorption is very fast (∼ 10−10 sec),

eject electrons from inner shell orbitals of the atoms of the surface material. The kinetic energy of

the emitted photo electron is

EB = hν − Ek (2.1)

Where, Ek is the kinetic energy of the emitted photo electron while EB is the binding energy of the

inner shell emitted electron. The term hν is the incident photon energy from an X-ray source.

As, the binding energy is dependent on the chemical environment of the atoms, hence XPS

is a very useful technique to identify the oxidation states and ligands of an atom. Since, the

binding energy of the energy levels are measured wrt. the Fermi level of the solid rather than the

vacuum level, a small correction to the Einstein’s photoelectric equation, i.e., work function of the

spectrometer (as shown in fig 2.4) is required. So, Eq-2.1 becomes

EB = hν − Ek − Φ (2.2)

where, Φ is the spectrometer’s work function. As the energy of the photons and the spectrometer

work function are known quantities, the electron binding energies can be obtained by measuring

the kinetic energies of the photo electrons.

XPS Spectral Features

XPS is a very surface sensitive analyzing method. This is due to the relatively short inelastic mean

free paths of the photo electrons and the Auger electrons. Hence, the transportation of emitted

electrons, generated in the solid, to the surface can only occur from a few atomic layers. Using

XPS it is possible to detect all elements except for H and He. XPS spectrum shows the number

of photo electrons as a function of binding energy. The spectrum will be a superposition of photo
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Figure 2.4: (a) Process of the photo electron emission via X-ray-surface interaction and its detec-
tion by channeltron, and (b) schematic diagram to evaluate the kinetic energy, EK , of the electron
inside the atom.

electron and Auger lines with accompanying satellites, loss peaks and a background due to inelas-

tic scattering in the substrate. Some of the above mentioned features are discussed below.

i). Chemical Shift : The main advantage of using the XPS-technique lies in the fact that the

binding energy of a photo electron is sensitive to the chemical surrounding of the atom. Thus a shift

in binding energy is generally observed when there is some change in the chemical environment of

the material. These shifts are very important since they provide a tool to identify individual chemi-

cal states of an element. Unfortunately, it is not always straightforward to interpret these chemical

shifts because they depend both on initial and final state effects. In general, the chemical shift

increases with increasing positive charge of the element of interest, e.g. the C-1s binding energy

is observed to increase monotonically as the number of oxygen atoms bonded to carbon increases

(Eb(C −C) < Eb(C −O) < Eb(C = O) < Eb(O−C = O) < Eb(O− (C = O)−O)). Thus a

proper binding energy correction is extremely crucial for interpreting observed chemical shifts.

ii). Multiplet Splitting : The total angular momentum (j) of an electron is found by summing

the individual electron orbital (l) and spin (s) angular momenta, j=l+s. For the Au (4f) orbital, the

principle quantum number n equals 4 and the angular momentum quantum number l equals 3. The
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electron spin quantum number can be +1/2 or -1/2, depending upon whether the spins of the two

electrons are parallel or anti parallel. Therefore, j can be either 7/2 or 5/2. In this way, the Au (4f)

orbital splits as two different energy states 4f7/2 and 4f5/2. The separation between the two energy

states is about 3.7 eV. In some cases, the separation of the energy states can be so small that the

doublet peaks are not resolved if separation energy is less than the binding energy resolution of

the system. The intensity of the doublets is determined by the occupation probability of the two

different energy states, which can also be expressed as the multiplicity, M=2j+1. Therefore the

intensity ratio of 4f7/2 to 4f5/2 can be calculated as 4/3.

iii). Shake up satellites : Shake up satellites are the extra peaks which result from interaction

between photo electron and valance electrons. A photo electron can excite a valence electron to

a higher energy level which results in the loss of kinetic energy of photo electrons by a few keV.

This will create a peak associated with core level peaks of photo electrons at higher binding en-

ergy. For certain transitions and rare earth metals with unpaired electrons in a 3d and 4f shells,

the shake up satellite produces strong peaks. Organic materials with aromatic systems also show

shake up satellites with intensity approximately 10% of the core level. Thus, shake up transitions

are extremely useful for studying aromatic or unsaturated structures or paramagnetic species.

iv). Plasmon Loss : Plasmon loss refers to the energy loss of a photo electron due to the

collective vibration of conduction electrons in a metal. These vibrations are characteristics for

various elements and cause generation of satellite peaks at higher binding energy with respect to

the main peak. Plasmon loss peaks can be seen in XPS spectra of clean metal surfaces.

Quantitative Analysis :

The XPS spectrum of a material contains peaks of various elements present on the surface. The

area under these peaks, or the intensities of these peaks, are related to the amount of each element

present [4]. So the concentration of each detected element can be determined by measuring the
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intensity of the peaks. The equation to measure the intensity of peaks is

Iij = KT (E)Lij(γ)σij

∫ d

0

ni(z)exp(
−z

λij(E)cosθ
)dz (2.3)

where Iij is the area of peak j from element i, K is an instrumental constant, T(E) is the transmission

function of the analyzer, Lij(γ) is the angular asymmetry factor for orbital j of element i, σij is

the photo ionization cross-section of peak j of element i , ni(z) is the concentration of element i at

a distance z below the surface, λij(E) is the inelastic mean free path length of the photo electron

emitted from the orbital j of element i with a certain kinetic energy, and θ is the take off angle of

the photo electrons measured with respect to. the surface normal.

If we assume that the elemental concentrations are homogeneous within the XPS sampling

depth (from 0 to d), which means the distance z has no effect on the concentration ni, the Eq-2.3

can be integrated to obtain :

Iij = K T (E) Lij(γ) σij ni λij(E) cosθ

[
1− exp

(
−d

λij(E) cosθ

)]
(2.4)

XPS measurements are normally performed with a zero degree take off angle, thus cosθ term can

be neglected. The XPS sampling depth d is generally ∼10 nm, which is usually 3 to 5 times bigger

than the λ of most photo electrons with a kinetic energy in the range from 10 to 1000 eV, therefore,

the value of exp(-d/λ) is very small and can be neglected. Thus Eq-2.4 can be further simplified as

Iij = KT (E)Lij(γ)σijniλij(E) (2.5)

Typically, either elemental ratios or atomic percentages are calculated. Thus, it is only necessary

to determine the relative relationships, not the absolute values of the quantities as mentioned in

Eq-2.5.

The instrumental constant K is assumed not to vary over the time period and under conditions

used to acquire the XPS spectra. It cancels when either elemental ratios or atomic percentages are

calculated. The angular asymmetry factor Lij(γ) accounts for the type of orbital the photo electron

is emitted from and γ is the angle between the incident X-rays and the emitted photo electrons.

If only s orbitals are used for relative quantification, Lij(γ) will be the same and therefore cancel.
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This makes the calculation much easier, especially for the organic polymeric samples. Even for

samples where different types of orbitals are used for quantification, the variation of Lij(γ) is very

small and is usually neglected. Thus, the atomic percentage can be calculated as [5]

%ni = 100

(
ni

Σni

)
(2.6)

where %ni is the atomic percent of element i.

Depth Profiling :

While XPS is a surface sensitive technique, a depth profile of the sample in terms of XPS quantities

is helpful in compositional analysis. It can be obtained by using either destructive or non destruc-

tive technique. Angle Resolved XPS is a method to study the compositional variation in the top

few layers of the solid by assuming a possible model of depth profiling using Lambert-Beer’s law.

By tilting the specimen away or towards the analyzer, the signal can be sensitive to the outermost

layers.

Lambert-Beer’s law is an empirical relationship between the adsorption of electromagnetic

radiation and the properties of the material through which the radiation is traveling. It is usually

expressed as follows

Ii = I◦i × exp(−ϵcd) (2.7)

where Ii is the intensity of the radiation after transmission through the material and I◦i is the inten-

sity of the radiation before the transmission. ϵ is the adsorption constant, c is the concentration,

and d is the thickness of the material.

If a thin film is deposited on a substrate, the thickness of the thin film d can be calculated by the

attenuation of the signal from the substrate caused by the over layer. In this case, Lambert-Beer’s

law can also be applied and expressed as

Ii = I◦i × exp[−d/λ(E)cosθ] (2.8)

The signal intensity Ii is obtained from the substrate with a thin film deposited on its surface. The

signal intensity I◦i is obtained from the substrate without any over layer. d is the thickness of the
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over layer, λ(E) is the inelastic mean free path. To calculate the thickness of the thin film d, Eq-2.8

can be transformed as

d = λ× cosθ × ln

(
I◦i
Ii

)
(2.9)

For the calculation of film thickness, XPS measurements are performed with zero degree take off

angle.
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Figure 2.5: XPS system at IOP

In the present thesis, XPS system from VG microteck has been used. The XPS setup is shown

in fig. 2.5. This system operates under UHV at base pressure of 1×10−11 mbar. The load lock

chamber is maintained at a base pressure of 1×10−8 mbar and is equipped with an Ar ion gun. For

maintaining UHV, system is equipped with an ion pump, turbo molecular pump and rotary pump.
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The XPS system consists of a dual anode gun, Mg-Kα (1253.6 eV) and Al-Kα (1486.6 eV), a hemi-

spherical analyzer, and a channeltron unit. For any unknown sample, survey scan from 0-1200 eV

(depending upon the x-ray source used) is first acquired by operating the analyzer with pass energy

of ∼200 eV. High resolution scans with ∼20 eV pass energy are obtained for quantitative analysis

of XPS spectrum. The resolution of the system is 0.9 eV. Shirley background correction has been

used to subtract the background from XPS spectrum. Binding energy referencing have been taken

care of using C-1s peak position. For analysis and peak fitting of XPS spectrum, VGX900 software

has been used.

2.2.2 Scanning Probe Microscopy

Scanning probe microscopy is one of the powerful modern research technique that allows us to in-

vestigate the morphology and the local properties of the solid surface with high spatial resolution.

During last 10 years scanning probe microscopy has turned from an exotic technique accessible

only to a limited number of research groups, to a widespread research tool for investigating sur-

face properties. Scanning probe microscopy has also formed a basis for the development of new

methods in nanotechnology, e.g. the technology of the creation of structures at nanometric scales.

The Scanning Tunneling Microscope (STM), was the first member of Scanning probe microscopy

family, invented in 1981 by the Swiss scientists Gerd Binning and Heinrich Rohrer [6, 7]. As the

tunneling probability was found to be exponentially dependent on the potential barrier width, the

experimental observation of tunneling events is measurable only for barriers with small width. In

their works they have shown, that this is a quite simple and rather effective way to study a surface

with spatial resolution down to single atom. Their technique was fully acknowledged after visual-

ization of the atomic structure of the surface of some materials and, particularly, the reconstructed

surface of silicon. In 1986, G.Binning and H.Rohrer were awarded the Nobel Prize for their con-

tribution in physics. STM and may techniques like Atomic Force Microscope (AFM), Magnetic

Force Microscope (MFM), Electric Force Microscope (EFM), Scanning Near-field Optical Micro-

scope (SNOM) and many other techniques having similar working principles form the technique of
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scanning probe microscopy. Now the probe microscopy is a rapidly developing area of technology

and applied scientific research.

Working Principle of Scanning Probe Microscope

The analysis of surface structures and their local properties is performed by scanning probe micro-

scopes using specially prepared tips in the form of needles. The size of the working part of such

tips (the apex) is less than five nanometers. The usual tip- surface distance in probe microscopes is

about 0.1 to 10 nanometers. The interaction of the tip with the surface varies in different types of

probe microscopes. For example the tunnel microscope is based on the phenomenon of a tunneling

current between a metallic needle and a conducting sample whereas various types of interactive

force govern the working mechanism of atomic force, magnetic force and electric force micro-

scopes. We will consider the common features inherent to various probe microscopes. Let the

interaction of a tip with a surface be characterized by some parameter P. If there is a sharp enough

and unique (single valued) dependence P = P (z) of that parameter on the tip-sample distance, then

P can be used in the feedback system (FS) that control the distance between the tip and the sample.

A block-diagram of the feedback system in scanning probe microscope is shown in fig 2.6.

The feedback system tries to maintain a constant value of the parameter P (equal to the value

Po , set by the operator). During the measurement tip sample distance changes which will change

the value of P. The feedback system then tries to amplify the differential signal which goes into the

piezo transducer (PT) and try to control the tip sample interaction. Thus it is possible to control

the tip- sample distance with high accuracy. In existing probe microscopes the accuracy in the

tip- surface distance control reaches the value of ∼0.01A◦. During tip movement along the sample

surface the sample topography induces changes in the interaction parameter P. The feedback system

restores the preset value of the tip- sample distance (i.e. of the interaction parameter Po) in real

time, so that when the tip is moved to a point x,y over the sample, the signal V(x,y) fed to the

transducer is proportional to the local departure of the sample surface from the ideal plane X, Y(z

= 0). This makes possible to use the values V(x,y) to map the surface topography, and to obtain

an image. During scanning the tip first moves above the sample along a certain line (line scan),
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Figure 2.6: Feedback system of Scanning Probe Microscope [8]

thus the value of the signal fed to the transducer, proportional to the height value in the surface

topography, is recorded in the computer memory. Then the tip comes back to the initial point and

steps to the next scanning line (frame scan), and the process repeats again. The feedback signal

recorded during scanning is processed by the computer, and then the surface topographic image Z

= f(x,y) is plotted by means of computer graphics. In addition to the investigation of the sample

topography, probe microscopes allow to study various properties of a surface: mechanical, electric,

magnetic, optical and many others.

Atomic Force Microscope(AFM)

AFM is an amazing technique that allows us to view and measure surface structure with unprece-

dented resolution and accuracy. Very small images less than 5 nm in size showing only very few

individual atoms, can be collected to measure the surface structure of materials. An AFM is rather
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different from other microscopes, because it does not form an image by focusing light or electrons

onto a surface, like an optical or electron microscope. An AFM physically feels the sample surface

with a sharp probe, building up a map of the height of the sample surface. This is very different

from the imaging microscopes, which measure two dimensional projection of the sample surface.

Such a two dimensional object does not have any height information in it. With a traditional micro-

scope, we must infer such information from the image by doing a very complex analysis. Atomic

force microscope (AFM) was invented in 1986 by Gerd Binning, Calvin F. Quate and Christopher

Herber [9]. The AFM working principle is the measurement of the interactive forces between a tip

and the sample surface using special probes made by an elastic cantilever with a sharp tip at the

end (as shown in fig 2.6). The force applied to the tip by the surface, results in bending of the can-

tilever. Measurement of the cantilever deflection allows the evaluation of the tip surface interactive

forces. The interactive forces measured by AFM can be qualitatively explained by considering,

for example, the Van-der Waals forces [Ref]. The Van-der Waals potential energy of two atoms,

located at a distance r from each other, is approximated by Lennard-Jones potential :

U = U0

{
− 2

(
r0
r

6

)
+

(
r0
r

12

)}
(2.10)

The first term here describes the long-range attraction caused, basically, by a dipole-dipole

interaction and the second term takes into account the short range repulsion due to the Pauli exclu-

sion principle. The parameter r0 signifies the equilibrium position between two atoms where the

potential energy is minimum.

AFM Modes

The initial method of AFM imaging relied on the constant force mode where a constant force was

applied between the tip and the moving substrate. Though, this method produces quality images,

recent investigations have opened up several other modes to produce high resolution images. Some

of the modes are described below.

i. Contact mode operation :

Contact mode AFM was the first mode developed for AFM. It is capable of obtaining very high res-
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olution images. It is also the fastest of all the topographic modes, as the deflection of the cantilever

leads directly to the topography of the sample, so no summing of oscillation measurements is re-

quired which can slow the imaging process. Contact mode AFM always works in repulsive force

regime of Force-distance curve (as shown in fig 2.7), i.e, the tip of the probe is always touching the

sample. The implication of the probe touching the sample surface are as follows :

• As a result of the repulsive force between the tip and the sample, the sample may be damaged

or otherwise changed by scanning process. Conversely, the tip can also get damaged or

change by scanning process.

• As the tip and sample are constantly in contact with each other when the tip is moving across

the sample, in addition to the normal force they apply to each other, lateral forces are also

experienced by both probe and the sample.

• Due to the contact between the tip and the sample, the nature of the sample surface may

affect the result obtained. This means that this technique is sensitive to the nature of the

sample.

Application of Contact mode AFM :

• The best reason to use contact mode is to obtain high resolution images.

• In case of weakly adsorbed samples, or soft samples, this can lead to sample damage. Be-

cause of this it has been suggested that contact mode AFM is not suitable for soft samples.

• Imaging in liquid environment is a strong point of contact mode AFM.

• Contact mode also works well in high speed AFM measurements.

ii. Non-contact mode operation :

One of the great advantages of oscillating modes in AFM is that they can decrease the size of tip

sample forces, while maintaining high sensitivity to the sample topography. To achieve non contact

AFM, the tip must be close enough to the sample surface to achieve the high sensitivity, without
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Figure 2.7: Force Displacement curve (F-r) for two atoms

passing into the repulsive regime used for contact mode AFM. Non contact AFM is therefore

carried out in attractive regime and in amplitude modulation mode (fig 2.7). The error signal in

the non contact mode can be either the amplitude or phase oscillation of the tip. To avoid the

possibility of slipping into repulsive regime which will likely damage the tip, a high frequency

cantilever is typically used.

Application of Non-Contact mode AFM :

• The best reason to use non contact mode AFM is to do imaging on soft samples. As the tip

is not in contact with the sample surface, there will be no change on the sample properties.

• Non-Contact mode also works well in high speed AFM but the image resolution is poor as

compared to contact AFM.
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iii. Tapping mode operation :

Tapping mode is a key advancement in AFM. This potential technique allows high resolution to-

pographic imaging of sample surfaces that are easily damaged, loosely hold to their substrate,

or difficult to image by other AFM techniques. Tapping mode overcomes problems associated

with friction, adhesion, electrostatic forces, and other difficulties that conventional AFM scanning

methods lags. Tapping mode imaging is implemented in ambient air by oscillating the cantilever

assembly at or near the cantilever’s resonant frequency using a piezoelectric crystal. The piezo

motion causes the cantilever to oscillate with a high amplitude, when the tip is not in contact with

the surface. The oscillating tip is then moved toward the surface until it begins to lightly touch, or

tap the surface. During scanning, the vertically oscillating tip alternately contacts the surface and

lifts off, generally at a frequency of 50,000 to 500,000 cycles per second. As the oscillating can-

tilever begins to intermittently contact the surface, the cantilever oscillation is necessarily reduced

due to energy loss caused by the tip contacting the surface. The reduction in oscillation amplitude

is used to identify and measure surface features. During tapping mode operation, the cantilever os-

cillation amplitude is maintained constant by a feedback loop. Selection of the optimal oscillation

frequency is software-assisted and the force on the sample is automatically set and maintained at

the lowest possible level. When the tip passes over a bump in the surface, the cantilever has less

room to oscillate and the amplitude of oscillation decreases. Conversely, when the tip passes over

a depression, the cantilever has more room to oscillate and the amplitude increases (approaching

the maximum free air amplitude). The oscillation amplitude of the tip is measured by the detector

and input to the AFM electronics. The digital feedback loop then adjusts the tip-sample separation

to maintain a constant amplitude and force on the sample. When the tip contacts the surface, the

high frequency (50k - 500k Hz) makes the surfaces stiff (viscoelastic), and the tip-sample adhesion

forces is greatly reduced. Tapping Mode inherently prevents the tip from sticking to the surface

and prevent damage during scanning.

Application of Tapping mode AFM :

• Unlike contact and non-contact modes, when the tip contacts the surface, Tapping mode has

sufficient oscillation amplitude to overcome the tip-sample adhesion forces.
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• The surface material is not pulled sideways by shear forces since the applied force is always

vertical.

• Another advantage of the tapping mode technique is its large, linear operating range. This

makes the vertical feedback system highly stable, allowing routine reproducible sample mea-

surements.

In the present work, the morphological evolution of the cobalt implanted rutile TiO2 sur-

faces have been investigated using multimode AFM (fig 2.8), with Nanoscope V controllers, from

Bruker. All the topographic images have been acquired in tapping mode AFM. Analysis have been

carried out using Nanoscope software.

2.2.3 UV-VIS Spectroscopy :

UV-vis spectroscopy is one of the more ubiquitous analytical and characterization technique in

science. It measures the attenuation of a beam of light after it passes through a sample or after

reflection from the sample surface. These measurements can be at single wavelength or over an

extended range. These UV and visible energy photons are energetic enough to promote electrons

to higher energy states in molecules and materials. Therefore, UV-Vis spectroscopy is useful for

the exploration of the electronic properties of materials and materials precursors in basic research

as well as in the development of applied materials. Materials that can be characterized by UV-Vis

spectroscopy include semiconductors for electronics, lasers, and detectors; transparent or partially

transparent optical components; solid state laser hosts; optical fibers, wave guides, and amplifiers

for communications; and materials for solar energy conversion.

When an electromagnetic radiation interacts with matter, diverse processes like scattering, re-

flection, transmission, etc., can takes place. Interaction of matter with UV-vis radiation provides

important information about various properties of materials, especially, the wide band gap materi-

als which exhibit many interesting properties. The total energy possess by a molecule consists of

electronic energy, vibrational energy and rotational energy. While interaction with infrared light

causes molecules to undergo vibrational transition, high energy radiation in the UV and visible
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Figure 2.9: Generalized molecular orbital energy level diagram and different possible transitions.

range of the electromagnetic spectrum causes many organic molecules to undergo electronic tran-

sition. When the energy from UV or visible light is absorbed by a molecule, electrons from lower

energy levels are excited to higher energy levels. The molecular orbital picture for any molecule

consists of bonding σ molecular orbital, and a higher energy anti bonding molecular orbital (σ∗).

When the molecule is in ground state, both electrons are paired in the lower energy bonding or-

bitals, which is the Highest Occupied Molecular Orbital (HOMO). The anti bonding σ∗ orbital, in

turn, is the Lowest Unoccupied Molecular Orbital (LUMO). Different types of allowed transitions,

as shown in fig 2.9, can occur between bonding and anti-bonding orbitals :

• σ to σ∗ Transition: If the molecule is exposed to light of a wavelength with energy equal to

∆E, the HOMO-LUMO energy gap, the wavelength will be absorbed and the energy used to jump

one of the electrons from HOMO to LUMO or in other words, from σ to the σ∗ orbital. This is
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referred to as σ− > σ∗ transition.

• π to π∗ Transition: When a double bonded molecule such as ethene absorbs light, it under-

goes a π− > π transition. π− > π transition energy gaps are narrower than σ− > σ gaps.

• n to π∗ Transition: This is due to the transition of a non-bonding (lone pair electrons) to the π∗

anti bonding molecular orbital. The non bonding molecular orbitals are higher in energy than the

highest bonding orbitals, so the energy gap for an n− > π∗ transition and thus the n− > π∗ peak

is at a longer wavelength. In general, n− > π∗ transition are weaker than these due to π− > π∗

transition.

The UV-Vis spectra helps us to determine the electronic property of the material. There is a

linear relationship between absorbance and absorber concentration, which makes this technique

extremely attractive for quantitative measurements. This linear relationship is known as the Beer-

Lambert Law [10] and allows accurate concentration measurements of absorbing species in a sam-

ple. The general Beer-Lambert law is usually written as

A = a× b× c (2.11)

where A is the measured absorbance, a is a wavelength dependent absorptivity constant, b is the

path length, and c is the analyte concentration. When concentration is in units of molarity, the

Beer-Lambert law can be modified as

A = ϵ× b× c (2.12)

where, ϵ is the wavelength dependent molar absorptivity coefficient with units of reciprocal molar-

ity per centimeter and b has a units of centimeters.

The linear relationship of the Beer-Lambert law depends on several conditions. The incident

radiation must be monochromatic and collimated through a sample. Samples, including calibration

standards, must be homogeneous without irreproducible losses due to reflection or scattering. For

analytes in a matrix, such as a solution or a glass, the absorber concentration must be low enough
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Figure 2.10: A typical UV-Vis absorbance spectra for Single crystal rutile TiO2 with Eg= 3.25 eV.

so that absorbing species do not interact. Interactions between absorbing species can lead to de-

viations in the absorptivity coefficient as a function of concentration. The relationship between

absorbance A and the experimentally measured transmittance T is

A = −logT = −log

(
P

P0

)
(2.13)

where T and A both are dimensionless. The parameter P can de defined as radiant power (radiant

energy on unit area in unit time) after is passes through the sample and P0 is the inital radiant

power. Absorption data and spectra will often be presented using A versus wavelength, which is

used to extract band gap of various semiconducting materials.

In a semiconductor, the term “Band Gap” refers to the energy difference between the top of

the valence band and the bottom of the conduction band. The transition of electrons from valence

band to conduction band requires specific amount of energy, called as the band gap energy. The
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band gap is important as it determines the portion of the solar spectrum which a photo voltaic cell

absorbs. Much of the solar radiation reaching earth is comprised of wavelengths whose energies

are greater than the band gap of silicon, used extensively in solar cell applications. These higher

energies will be absorbed by the solar cell, but the difference in energy is converted into heat rather

than into usable electrical energy. Consequently, unless the band gap is controlled, the efficiency

of the solar cell will be poor.

Fig 2.10 displays an absorbance spectrum for single crystal rutile TiO2, which has a band gap

of 3.25 eV. The band gap, thus can be evaluated from the absorbance data using Tauc equation :

αhν = A(hν − Eg)
n
2 (2.14)

where, α and A are related to the absorbance of the material while hν is the incident photon energy.

The term n, in exponent refers to the nature of the transition. The n can take following values

• n=1 for direct allowed transition

• n=3 for direct forbidden transition

• n=4 for indirect allowed transition

• n=6 for indirect forbidden transition

A Tauc plot is the most effective way to extract the band gap of semiconducting materials using

Absorbance versus wavelength spectrum [11]. To extract the Tauc plot for direct band gap, the y

axis gets modified to (Ahν)2 instead of Absorbance and x-axis gets converted to energy. Then the

band gap is calculated by taking the slope of the band edge.

Shimadzu UV-vis spectrophotometer has been used in this thesis to investigate the photo ab-

sorbance properties of single crystal rutile TiO2, before and after cobalt ion implantation. The

schematic diagram for this system has been shown in fig 2.11. This system contains a double

beam splitter which splits the incident radiation coming from the monochromator. These dual

beams then passes simultaneously through the reference and the unknown sample. The detector

then detects the difference in the signal from the reference and the unknown sample, at all the
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wavelengths. System also contains two light sources to produce photons of different energies.

Deuterium arc discharge lamp can generate high intensity radiation in the 190-380nm range while

tungsten halogen lamp emits radiation in the range from 320-900nm. The photon source gets auto-

matically changed by the system during the measurement. The wavelengths of the incident source

then gets dispersed by a silicon dioxide coated reflecting optical system with holographic grating

monochromator. The spectral band bass can be tuned using monochromator slit width or by the

array element width in array detector spectrometers. These systems are designed to reject all the

stray light coming from the outer environment which can affect the absorbance measurements. The

detector used to measure the absorbance of the sample consists of a photo multiplier tube detector.

The resolution of the system is 0.1nm.

2.2.4 X-ray Diffraction(XRD)

θ= 2d sinλ

λλ

θ

Sample

D
etector

θ

X−ray

2θθd

Bragg’s Law

(a) (b)
k k

Q

Figure 2.12: (a) Bragg’s reflection in single crystal and (b) X-ray diffractometer setup.

When x-rays interact with materials, phenomenon like scattering or absorption of x-rays may

occur. The first process is related to the elastic scattering which is used in diffraction measurements

and the second process is related to a resonant process [12]. The incident x-ray is an electromag-

netic wave with its electric and magnetic field vectors changing sinusoidally with time and space.
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This electromagnetic wave exerts a force on electrons in atoms, causing them to vibrate with the

same frequency of the x-ray. The re-oscillation of the electrons generates x-ray radiation in all

directions again.

Diffraction is due to the constructive phase relation between scattered x-rays from matter. x-

rays scattered from a periodic structure interfere constructively to form enhanced signals in certain

directions, illustrated in fig 2.12. If all the x-rays originating from the oscillating electrons are

summed, the distribution function f(Q) is simply same as a Fourier transformation of the electron

density ρ(r), as given in equation:

f(Q) =

∫
ρ(r)eiQ.rdr (2.15)

where,

Q.r = 2πN (2.16)

and,

nλ = 2dsinθ (2.17)

where Q is the momentum transfer, d is the inter planar distance, λ is the wavelength of the X-

ray, θ is the incident angle, N and n are integers. The constructive condition applied to the fourier

transformation is known as the Laue condition, given in Eq-2.16 (the momentum transfer should be

a multiple of a reciprocal lattice vector), which is identical to the Bragg condition in Eq-2.17 (the

path difference should be a multiple of the x-ray wavelength). The latter is mostly used by material

scientists to represent the conditions for constructive interference in a simple view. Therefore, the

scattered electric field (or magnetic field) is the reciprocal space representation of electron density

in terms of the wave. The magnetic field is usually neglected since its contribution is much smaller

by a factor of approximately 10−4 than the electric field [13].

The Bragg peak position is directly related to the atomic spacing, employed for the identifi-

cation of compounds, or chemical phases. The peak width is related to the coherent volume of a

scattering object, which is simply calculated from a fourier transformation, and used to calculate

the size of the object (e.g. the grain size for poly crystalline samples). The Scherrer formula can

be written as :
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W (2θ) =
0.94λ

LCosθ
(2.18)

where, W(2θ) is the full width half maximum of the Bragg peak, λ is the wave length of the

x-ray, and L is the size of the object.

In this thesis, X-ray diffraction studies have been pursued using a X-ray diffractometer from

Bruker. This system mainly consists of three parts: An X-ray source, a goniometer and a detector.

The x-ray source produces a Cu Kα radiation (λ = 1.5406A◦) which was used for the structure

and phase characterization. We have performed XRD measurements in two scan directions:

i). Normal Incidence X-ray Diffraction : In X-ray diffraction, Bragg reflections are of in-

terest because the positions, shapes, and intensities of the measured peaks are related to the micro

structure of the material. An instrument which is often used to measure Bragg reflections of a thin

film is the θ-2θ diffractometer. Because the scattered intensity depends on the distance from the

sample to the detection system, the distance has to be kept constant during the measurement. The

movement of the detector is therefore restricted to a sphere of constant radius with the sample po-

sitioned in the center of it. Since the wave vectors k and k′, and the surface normal form a common

plane, called scattering plane, the geometry is said to be co planar [14].

The symmetric θ-2θ scan is the commonly used technique to acquire diffracted signal. The

X-rays impinge the sample at an angle θ while the detector monitors the scattered radiation at the

same angle. The angle between elongation of the incoming beam and the exiting beam is thus 2θ.

During the scan, the angle is varied to measure intensities from an angle 2θ but the incident and

exit angle are kept equal. Therefore, the scattering vector will always be parallel to the surface

normal, and Bragg reflections occur only from the planes (hkl) which are parallel to the surface

plane of the sample. Because of the finite divergence of the beam, the scattering vector is, however,

somewhat tilted from the surface normal for the beams which deviate from the central beam. This

causes reflections also from the planes which are not quite parallel to the surface plane [14]. The

measurement geometry of the symmetric θ-2θ scan is shown in fig 2.12(b).

2. Grazing Incidence X-ray Diffraction :

In Normal X-ray diffraction, the penetration depth of the x-rays is very high. This causes a large
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fraction of the signal to reflect from very deep (bulk) rather than from a very few layers, when θ-

2θ scan is utilized. The path travelled by X-ray in the sample can be significantly increased by

utilizing small incident angles. This technique is known as the grazing incidence X-ray diffraction

(GIXRD), and makes it possible to obtain depth-resolved structural information by probing the

sample under different angles of incidence [14]. The schematic has been shown in fig 2.13. The

incident angle, denoted by αi, is usually only few degrees or even less. During the measurement,

it is kept constant while the detector is moved along the 2θ circle so that the angle between the

sample surface and outgoing beam is (2θ - αi). This distinguishes GIXRD from the symmetric

θ-2θ configuration but both are co planar configurations. The intensity is gathered from the angle

2θ and Bragg peaks are found at comparable positions [14]. The difference in the measurement

geometry of symmetric and asymmetric scan has a clear impact on the orientation of the scattering

vector. In grazing incidence configuration, the orientation of the scattering vector changes in the

course of the measurement, and it is not parallel to the surface normal. Since the orientation of

the scattering vector is constantly changed, the measurement probes planes which are tilted with

respect to the sample surface and which are not parallel to each other. The change in the orientation
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of the scattering vector with respect to the surface normal is

Ω = αi −
2θ

2
(2.19)

where αi is the incident angle and 2θ is the angle between elongation of the incident beam and the

exit beam [14]. The measurement geometry of GIXRD method is shown in fig 2.13.

2.2.5 Raman Spectroscopy :

Raman scattering is a spectroscopic technique that is used to study vibrational modes of molecules,

much like the commonly used infrared (IR) absorption spectroscopy. Raman scattering gets its

name from Sir C. V. Raman, who discovered the process in 1928, and subsequently won the Nobel

Prize in Physics for his discovery in 1930. Unlike IR spectroscopy, which measures the absorption

of infrared light used to directly excite molecular vibrations, Raman spectroscopy irradiates a sam-

ple with visible light to indirectly excite vibrations via virtual electronic excitations. The energy

difference between the incident and resulting scattered light corresponds to the vibrational excita-

tion. The fundamental differences between these two vibrational excitations give rise to different

selection rules. Thus, IR and Raman spectroscopy are often used together to give complementary

information about a molecule.

When a molecule is irradiated with intense light from a laser, it can be excited from its ground

electronic state to a virtual state that is lower in energy than the first excited state. The majority of

the time, this light is elastically scattered and the molecule returns to its initial state. This effect is

known as Rayleigh scattering. Some light can be inelastically scattered, however, and the molecule

can end up in a vibrational state that is different from where it originated. The light that is scattered

from the sample after this process will be shifted in frequency by an amount equal to the energy

spacing between the vibrational states. Transitions to a higher vibrational state (∆ν = +1) give rise

to Stokes scattering, while (∆ν = -1) transitions to lower states result in anti-Stokes scattering, as

shown in fig 2.14. Since the vibrational ground state is generally more populated than the excited

states, which is expected by the Maxwell-Boltzmann distribution, Stokes scattering intensities are

generally higher than those of anti-Stokes.
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Figure 2.14: Diagram of vibrational transitions giving rise to three types of scattering possible
during Raman spectroscopy,i.e., Rayleigh, Stokes and Anti-Stokes scattering.

The selection rules for Raman scattering can by found by considering the electric field (E) of

the laser light used to excite the sample. The electric field varies with time (t) as shown by the

equation [15]

E = E0Cos2πν0t (2.20)

where E0 is the amplitude and ν0 is the frequency of the incident light.

For a molecule vibrating at a frequency of νm, the nuclear displacement (q) can be written as

q = q0Cos2πνmt (2.21)

where q0 is the amplitude of the vibration of the molecule.

When this molecule is placed within the electric field of the laser, an electric dipole moment

(P) is induced, given by the equation

P = αE (2.22)

where α is the polarizability of the molecule, or the measure of the response of the electronic

charge distribution to the electric field (E). The polarizability (P) can be written as a Taylor series
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expansion, as follows:

α = α0 +

(
∂α

∂ q 0

)
q + ... (2.23)

In this expression, α0 is the polarizability at the equilibrium position, and ∂α/∂q0 is the rate of

change of α with respect to q, evaluated at equilibrium. For small amplitude vibrations α can

be considered to be a linear function of the displacement, so only the linear term needs to be

considered.

Combining Eq-2.20-2.23, gives the following expression for the induced dipole moment:

P = α0E0Cos2πν0t+

(
∂α

∂q 0

)
q0E0Cos2πν0tCos2πνmt (2.24)

The cosine terms can be combined to better reveal the physics of Raman scattering:

P = α0E0Cos2πν0t+
1

2

(
∂α

∂q 0

)
q0E0[Cos2π(ν0 − νm)t+ Cos2π(ν0 + νm)t] (2.25)

The first term corresponds to Rayleigh scattered light, while the second represents both Stokes

(ν0 − νm) and anti-Stokes (ν0 + νm) scattering. From here it can be seen that if the polarizability

does not change with the displacement then the second term is zero, and that particular vibration is

Raman inactive. Although usually the energy of the exciting laser is below that of any electronic

excited states, it can also be tuned to be resonant with a particular electronic transition in the

sample.

In this work, micro raman scattering studies were carried out in back scattering geometry with

Horiba Jobin Yvon T64000 triple monochromator system with a liquid nitrogen cooled Charged

Coupled Device (CCD) detector, as shown in fig 2.15. 100x objective was used to acquire raman

spectra which provides ∼ 1µm2 laser spot on the sample surface. A Green line (514 nm) from

Argon ion laser was used with very low power to avoid any damage to the sample due to laser

heating.
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Figure 2.15: Micro Raman setup at CMPF Lab, IOP.

2.2.6 Superconducting quantum interference device (SQUID) :

The Superconducting Quantum Interference Device (SQUID) is the most sensitive magnetometer

to investigate the magnetic properties . In many cases, SQUID instrumentation offers the ability to

make measurements where no other methodology is possible. Generally, SQUID has a supercon-

ducting loops containing one or more Josephson junction. Superconductor, invented in 1911, is an

element that loses its electrical resistance below a Curie temperature Tc. In superconductors, the

current is not carried by single electrons but by pairs of electrons with opposite spins called cooper

pairs. Their binding energy is large compared to the thermal scattering and as a result cooper

pairs propagate through the material without any resistance. Cooper paired electrons have lower

energy than fermi energy. If two superconducting regions are kept isolated from each other by a

very thin non-superconducting material, there will be a tunneling across the gap. The tunneling of

73



the electron-pairs across the gap carrying a superconducting current was predicted by ’Josephson

Junction’ [16].

Figure 2.16: Schematic diagram for Josephson junction.

SQUID uses Josephson effect to measure extremely small variations in magnetic flux. The

schematics of Josephson junction is shown in fig 2.16. The Josephson junction contains two weakly

coupled superconductors which are separated by a thin layer of insulator. The electron-pairs in

superconductors can tunnel across the insulating barrier at zero voltage bias. The tunneling current

i relates to the phase difference (∆ϕj) between electron-pair wave in each superconductor as :

i = icsin∆ϕj (2.26)

where ic is the critical current of a Josephson junction.

A simple SQUID consists of a closed loop of superconductors with two Josephson junctions.

When a magnetic field (B) is applied perpendicular to the plane of the loop, a phase difference
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∆ϕB=4πΦh
e
, is produced in the electron-pair wave in the superconducting regime, where Φ is the

flux across the loop, h is the Planck’s constant and e is the electronic charge. A small current i is

also induced to flow around the loop, producing a phase difference (∆ϕ(j)) across each Josephson

junction. Thereby, the total phase difference is :

∆ϕtot = ∆ϕB + 2∆ϕ(j) (2.27)

The total phase difference must be equal to 2nπ. Integrating this equation, gives

i = icsin∆ϕj = icsin

(
∆ϕtot −∆ϕB

2

)
= icsin

(
2π
h

e

)
= icsin(πΦ/Φ0) (2.28)

where Φ0=2e
h

=2.07×10−15. Thus, the current has a periodic dependence on the magnitude of

magnetic fluc Φ.

For the direct current (DC) magnetization measurements performed in this thesis, SQUID sen-

sor has been used to measure the global magnetic moment of the sample. The sample is magnetized

by an external magnetic field and this magnetized sample with a magnetization of M can generate

magnetic flux Φ through the SQUID coils and hence causes an electrical output (i). The magne-

tization (M) of a sample is computed by this electrical output. Since the period of variation Φ0 is

very small, SQUID sensor can detect very weak magnetic moment of a sample (as low as ∼10−8

emu). The schematics of SQUID detection has been shown in fig 2.17. In this setup the sample

could be cooled down to below 2K using liquid Helium. The upper temperature limit was about

400K. The Helium cooled magnet could operate in the range of -90 to 90kOe.

All ferromagnetic materials exhibit magnetic hysteresis, when subjected to an external mag-

netic field. Fig 2.18 shows the typical hysteresis loop for a ferromagnet. As the external field is

increased, the magnetization of the sample also increases till its magnetization reaches a saturation

value, given by Ms. Thereafter, even if the field is completely removed, the sample still retains

some of its magnetization, known as remanence or MR. If the external field is now reversed, the

magnetization slowly drops, until it is completely demagnetized, at a value for the external field

corresponding to the coercive field HC . Thus, the sample absorbs energy from an external applied

magnetic field.
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Figure 2.17: Example of SQUID detection diagram [17].

The shape of the hysteresis curve is also indicative of whether the sample is magnetized along

its easy or hard axis. The difference between these two axes is that the magnetization of a sample

can be saturated along its easy axis with a much lower external applied field, than required to

saturate the sample along its hard axis. The anisotropy of a sample is the energy required to flip its

magnetization from the easy to the hard axis. The reason for anisotropy is the coupling between

the spin magnetic moment and the crystal lattice. Anisotropy can also be caused due to various

other reasons such as shape of the sample, or crystalline orientation, stress etc.

In this thesis, the magnetic measurements have been carried out using SQUID system from

Quantum design [17] at IGCAR, Kalpakkam. A non-magnetic plastic straw provided by Quantum

Design was used for the sample holder. The instrument was operated between 2K to 300K at a low
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Figure 2.18: Example magnetization loop for ferromagnetic material.

field for ZFC-FC measurements. During isothermal measurements, field of the order of 1 Tesla

was used. The sensitivity of the instrument was 10−8 emu.

2.2.7 Rutherford Back scattering Spectrometry (RBS) :

RBS is a widely used nuclear method for depth dependent elemental identification in solids. The

discovery of this technique dates back to 1911 by Rutherford, when he used the back scattering

of alpha particles from a gold film to determine the fine structure of the atoms which resulted in

the discovery of the nucleus. RBS as a method for material analysis was first described in 1957

by Rubin et.al [18]. A target is bombarded with ions at an energy in the MeV range (typically

0.5-4 MeV). The energy of the back scattered projectile is recorded with an energy sensitive de-

tector, typically a solid state detector. The schematic diagram for RBS has been shown in fig 2.19.

It allows a quantitative determination of the composition of material as well as depth dependent

quantitative information on elements. RBS is a quantitative technique with a good depth resolution

of the order of several nm with a very good sensitivity for heavier elements of the order of ppm
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Figure 2.19: Example of RBS/C measurement technique [19].

levels. It is a non destructive technique, not requiring any reference samples. The analysis depth

is typically about 2µm for incident He ions and about 20µm for incident protons. The drawback

of RBS is low sensitivity for light elements, which often requires the combination of other nu-

clear based methods like Nuclear Reaction Analysis (NRA) or Elastic Recoil Detection Analysis

(ERDA).

When a sample is irradiated with energetic ions, the interaction between ions and the target

atoms can be modeled accurately as an elastic collision using classical mechanics. The main

process that needs to be addressed to study the dynamics of these collision process is as follows [19]

i. Kinematic Factor

For scattering at the sample surface, the only energy loss mechanism is the momentum transfer to

the target atom. The ratio of the projectile energy after a collision to the projectile energy before a

collision is defined as the kinematic factor.
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Figure 2.20: Schematic diagram for elastic collision between a projectile and a target atom having
masses M1 and M2, respectively. E0 is the initial energy of the projectile atom while the target is
at rest.

Let us assume a particle of mass M1 moving with constant velocity undergoes an elastic col-

lision with a stationary particle of mass M2. Thus, the total energy will be transferred from the

moving object to the stationary particle. In RBS measurement, with M1 being the mass of the

projectile and M2 being the mass of the target atom, the following two necessary conditions need

to be fulfilled :

• The incident energy of the projectile ion (E0) must be larger than the binding energy of the

atoms in the target atoms. Generally, it should be larger than 10 eV as the energy of the

chemical bonds is generally of that order.

• Nuclear reactions and resonances must be forbidden which enforce an upper limit to the

projectile energy. The upper limit depends on choice of the projectile and the target atoms.

For example, If we choose H+ beam as a projectile, nuclear effects can appear even below

1 MeV while for He+, they begin to appear at 2 to 3 MeV.

So, the problem of elastic collision of two masses M1 and M2 can be solved by applying law

of conservation of energy and momentum. Assume, v0 and E0 are the velocity and the energy

of a projectile atom of mass M1 before the collision, while the target atom M2 is at rest. After

the collision, let v1 and v2 be the velocities and E1 and E2 be the energies of projectile and target
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atoms, respectively. So, the kinematic factor, K, for a target mass, M2, can be written as

K =
E1

E0

(2.29)

By applying the energy and the momentum conservation, using lab co-ordinates, the kinematical

factor can be obtained as [19]

K =

{
[1− (M1/M2)

2Sin2θ]1/2 + (M1/M2)Cosθ

1 + (M1/M2)

}2

(2.30)

where θ is the scattering angle of the projectile atoms in the lab reference frame. In the Center of

mass frame, the above equation can be simplified as follows

K = 1−

{
2M1M2

(M1 +M2)2

}
(1− Cosθc) (2.31)

where, θc is the scattering angle in the center of mass reference frame.

During RBS measurements, angle near 180◦ is of great interest. To analyze the behavior of

kinematic factor, near this angle, we introduce a term, δ as

δ = π − θ (2.32)

where, δ measures the deviation of θ from π in units of arc. The kinematic factor can be estimated

by taking first order expansion in δ [19]

K =

{
1− x

1 + x

}2

(1 + xδ2) (2.33)

where, x is the ratio of the mass of the projectile and the target atom.

If the target atom has two type of atoms that differ in their masses by a very small amount ∆M,

the difference ∆E in the energy of the projectile after collision is given by [19]

∆E = E0

(
dK

dM

)
∆M (2.34)

For special case, i.e., θ = 180◦ and M2 ≫ M1, which is most often the case, this reduces further

to

∆E = E0(4− δ2)(M1/M
2
2 )∆M (2.35)
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Detectors used in the experiments generally have a finite resolution. If ∆E falls below this limit,

the distinction between two masses is lost. So, to achieve a good mass resolution, the coefficient

of ∆M should be as large as possible. This can be attained through

• Increasing the incident energy of the projectile ions.

• Using heavier projectile (however, the mass of the projectile must be smaller than the target

atom, otherwise back scattering signal will not produce.)

• Measuring the incident particles at a very large scattering angle (i.e. small δ).

ii. Scattering Cross Section (σ) :

In RBS measurements, the particles get scattered by an angle θ, and are collected by a solid state

detector having a small solid angle (less than 10−2 sr). The number of projectiles hitting the

detector after scattering is

Y = QNt
dσ

dΩ
Ω (2.36)

where Q is the number of projectile striking the target, N is the volume density of the target atoms,

t is the thickness of the sample and dσ
dΩ

is the differential scattering cross section for scattering into

a solid angle Ω at a scattering angle θ. For a very small detector angles Ω, σ → dσ
dΩ

. This is the

value that is generally used in back scattering geometry. Thus, the yield can be written as

Y = QNtσΩ (2.37)

If the number of projectile striking the target and the detector is known, then the number of atoms

per unit area of the target (Nt), can be determined from RBS measurements. If we consider an

elastic collision between two atoms which have coulombic interaction between them, the differ-

ential scattering cross section for these two atoms in laboratory frame of reference, can be written

as [19]
dσ

dΩ
=

(
Z1Z2e

2

4E

)2
4

Sin4θ

([1− ((M1/M2)Sinθ)
2]1/2 + Cosθ)2

(1− ((M1/M2)Sinθ)2)1/2
(2.38)

where E is the energy of the projectile just before the scattering and Z1 and Z2 are the atomic

numbers of the projectile and target atoms respectively.
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• For M1 << M2, the above expression can be written in a very simplified form as :

dσ

dΩ
=

(
Z1Z2e

2

4E

)2
1

Sin4( θ
2
)

(2.39)

The magnitude of differential scattering cross section is strongly influence by the term

(
Z1Z2e2

4E

)2

.

Thus the scattering cross section is highly sensitive for heavier elements. For example, for a beam

of 1 MeV He+ and scattering angle (θ)= 170◦, the scattering cross section (σ) for Si is 1 barn

while the same for Au is 32.8 barn. It can also be seen from the above equation that the scattering

cross section is inversely proportional to the square of the projectile energy.

The Rutherford scattering cross section assumes coulomb interaction potential V(r), between

the projectile and the target atoms with atomic numbers Z1 and Z2, respectively. It also assumes

that the energy of the projectile is high enough to penetrate the deep levels of the target atoms.

Thus, the scattering is due to the repulsion between two positively charged nuclei of the projectile

and the target atoms. Assuming coulomb interaction to be valid for back scattering, the impact

parameter (distance of closest approach, d) is given by

d =
Z1Z2e

2

E
(2.40)

where e is the electronic charge. For 2MeV He+ ions, the impact parameter will be 6.8×10−4A◦,

which is smaller than the Bohr’s radius (a0 = 0.53 A◦) and the K shell radius of silver atom

( 10−2A◦). Thus, the ion penetrates the K shell. Therefore, the use of unscreened coulomb potential

for the calculation of cross section is justified.

During small angle scattering of projectile atoms, the differential scattering cross section devi-

ates from the Rutherford’s formula. In this case, the projectile does not completely penetrate the

electron shells of the target atoms and hence the innermost electrons screen the charge of the atom.

In this scenario, the electrostatic interaction is absent between the two particles. For the coulomb

potential to be valid for back scattering, the impact parameter must be smaller than the K-shell

electron radius. Thus, this requirement sets the lower limit on the energy of the analysis beam, i.e.

E >
Z1Z2e

2

a0
(2.41)
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Given this relation, for RBS with helium ions, the value of E required will be 10keV for Si and

340keV for Au. However, the deviations from the Rutherford cross section occurs at high energies,

greater than the screening limit estimate given above, since a part of the trajectory is always outside

the electron cloud.

For RBS analysis of solids, the influence of screening can be incorporated by using screened

coulomb cross section, σsc. This can be obtained by multiplying the scattering cross section σ(θ)

by a correction factor F

σsc = σ(θ)F (2.42)

where F = (1- 0.049Z1Z
4/3
2 /E). For most of the target elements this correction factor corresponds

to a very small value. Hence it can be neglected. At lower analysis energies or with heavier

projectiles, however, screening effects can play a vital role. At MeV energy, for a low Z projectile,

there will be no charge transfer to the electron cloud of the target and the coulomb interaction

of the nuclei is valid. However, for high energy incident ions and small impact parameter, it can

deviates from the Rutherford scattering cross section due to the interaction of the projectile with

the nucleus of the target atom. This deviation will be very vital when the impact parameter of

the projectile and target nucleus system is comparable to the nuclear radius, R of the target atom.

Although, the size of the nucleus is not a uniquely defined quantity, early experiments with alpha

particles scattering indicated that the nuclear radius can be expressed as

R = R0A
1/3 (2.43)

where R0 ∼ 1.4 × 10−13cm and A is the mass number. So, when d becomes comparable to the

nuclear radius, the Eqn-2.40 becomes

E =
Z1Z2e

2

R0A1/3
(2.44)

For He ions as projectile, this energy is about 9.5 MeV and 41 MeV for Si and Li target atoms,

respectively. Thus, nuclear reactions and strong deviations from Rutherford scattering should not

play a role in back scattering analysis at energies of a few MeV.

iii. Stopping Cross Section (ϵ) :
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When an energetic particle interacts with the electrons and nuclei of the target atoms, there is an

energy loss. The total stopping cross section for low Z projectiles having energy in MeV range,

the nuclear energy loss is negligible. The rate of energy loss in the target atom, dE/dx, is typically

10-1000 eVA◦−1 when we consider He ion as incident beam. The energy, E of the projectile at a

depth x will be given by

E = E0 −
∫ x

0

dE

dx
dx (2.45)

When a particle traverses a very small distance through the surface layer of the target, the rate of

energy loss can be considered to be constant and is, dE
dX

|E0 . Integrating the above equation, using

surface energy approximation,we get

E = E0 −

(
dE

dx

)∣∣∣∣∣
E0

x (2.46)

The stopping cross section (ϵ), thus, can be defined as

ϵ =
1

N

dE

dx
(2.47)

where N is the atomic density of the target.

(a) Superposition of Stopping Cross section (Bragg’s Rule)

Considering a process by which a particle is loosing energy while passing through a medium having

random sequence of independent encounters between the moving projectile and electron attached

to an atom (in the case of electronic energy loss), or with an atomic core (nuclear energy loss).

For a target that contains more than one element the scenario differs only with respect to. the type

of atoms which projectile encounters. The energy loss to the electrons or to the atomic nucleus in

each encounter should be same at a given projectile velocity, regardless of the surrounding target

atoms. This is because the interaction is considered to take place with only one atom at a time.

This is termed as Principle of additivity of stopping cross section. This states that energy loss in a

medium, composed of various atomic species, is the superposition of the losses in the constituent

elements, weighted proportionally to their abundance in the compound. This was first used by

Bragg and Kleeman in 1905, to study the energy loss behavior in molecules. This postulate is now
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known as Bragg’s rule. It states that the stopping cross section ϵAmBn of a compound AmBn or a

mixture with an equivalent composition of AmBn is

ϵAmBn = mϵA + nϵB (2.48)

ϵA and ϵB are the stopping cross sections of elements A and B. Assuming volume density of the

molecular units AmBn in a compound be NAmBn , the specific energy loss of the material is

dEAmBn

dx
= NAmBnϵAmBn (2.49)

This formula is equivalent to Equation for an element in which the energy loss over a distance

dx is proportional to the number of molecular units AmBn traversed over this distance, with a

proportionality constant ϵAmBn . For example, In case of SiO2, the stopping cross section can be

calculated as

ϵSiO2 = ϵSi + 2ϵO (2.50)

For high velocity projectiles (ν >> ν0), ν0 being the Bohr’s velocity, this rule is valid within

1%. However, for He ions in 1-2 MeV range, this is in good agreement with stopping cross sec-

tions observed in alloys and compounds. Sometimes deviations are observed when one considers

gaseous organic compounds and oxides, nitrides, or other compounds where one element is a gas

in elemental form. Generally, the departure is less than 10%.

b. Energy Loss Factor [S] and stopping cross section factor [ϵ]

Now we will now relate the energy of the detected particle from depth x, where the back scattering

event occurred in an elemental sample. The schematics has been shown in fig 2.21. The energy

of the incident particle is E0, and the energy immediately before scattering at a depth x is E. The

energy of the particle after scattering at the surface is KE0 and that from depth x is E1. If the

incident particle, the scattered particle and normal to the sample surface are line in the same plane,

then scattering angle θ in laboratory frame of reference is

θ = 180◦ − (θ1 + θ2) (2.51)

where θ1 and θ2 is the angle between the surface normal and the direction of incident projectile

and the scattered atom. If we assume a constant value of dE/dx along inward and outward paths,
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Figure 2.21: Schematic representation of back scattering depth profiling geometry.

the energy E of the particle at depth x, just before the scattering can be written as

E = E0 −
x

Cosθ1

(
dE

dx

)∣∣∣∣∣
in

(2.52)

Similarly, the particle coming out with as energy E1 is given by

E1 = KE − x

Cosθ2

(
dE

dx

)∣∣∣∣∣
out

(2.53)

Solving these two equation, we get

KE0 − E1 =

[
K

Cosθ1

(
dE

dx

)∣∣∣∣∣
in

+
1

Cosθ2

(
dE

dx

)∣∣∣∣∣
out

]
x (2.54)

The energy KE0 is the edge of the back scattering spectrum and provides the energy of the particles

that are scattered from the surface of the target atoms. E1 is the energy of particles that are scattered

86



at depth x. Considering ∆E as the energy difference between the particles scattered at the surface

and at depth x. It can be written as :

∆E = KE0 − E1 = [S]x (2.55)

where,

[S] =

[
K

Cosθ1

(
dE

dx

)∣∣∣∣∣
in

+
1

Cosθ2

(
dE

dx

)∣∣∣∣∣
out

]
(2.56)

is called the energy loss factor or [S] factor. This equation can also be written in terms of stopping

cross section rather than dE/dx

∆E = [ϵ]Nx (2.57)

where,

[ϵ] =

[
K

Cosθ1
ϵin +

1

Cosθ2
ϵout

]
(2.58)

is called the stopping cross section factor.

iv. Energy Straggling

When a particle moves through a medium it undergoes a series of collisions. As a result, there

will be a loss in energy of the incident projectile after passing through a thickness of ∆x in a

homogeneous medium. This energy loss, ∆E, is termed as the energy straggling and is subjected

to a statistical fluctuation. It places a finite limit of precision with which the energy loss can

be evaluated, and hence, a precision with which the depth can be resolved by back scattering

spectrometry. The ability to identify masses is also impaired, except for atoms located at the

surface of the target, because the energy after a collision within the target is no more a constant.

Thus, it is really necessary to have the information about the magnitude of the energy straggling

for any given combination of energy, target material, target thickness, and projectile.

Light projectile having energy in MeV range loose energy during collision mainly due to in-

teraction with the electrons in the target. In this case, the dominant contribution to the energy

straggling will be electronic interaction. However, Bohr’s theory predicts that the energy strag-

gling is independent of the energy of the projectile. The root mean square value of the energy

variation increases with the square root of the electron density per unit area in the target. For a
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layer of thickness t, Bohr straggling has a variance

Ω2
B = 4π(Z1e

2)2NZ2t (2.59)

This equation reveals that Ω2
B increases with the number of electrons per atom (Z2), but the plot

of Ω2
B as a function of Z2 shows that the pronounced structure in the plot is due to the difference

in the density, N, of the elements. This variation can be removed if we take energy straggling per

unit density of the target, i.e., Ω2
B/Nt. These facts can be remembered for quick determination of

energy straggling.
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Figure 2.22: Schematic diagram for depth profiling using RBS/C technique. E0 is the initial
energy of the incident ions while Ei

out is the energy of the incident ions scattered from the ith strip
of thickness δx.

The above mentioned concepts are vital for analyzing the RBS data. The RBS data directly

does not provide any information about the depth dependent composition of the system under

investigation. Thus, simulation of RBS data is essential for the interpretation of experimental
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results. Many algorithms developed till date, follow the same procedure to estimate ion energy

prior to and post scattering, at various depth. The target is divided into several thin strips of

uniform density (as shown in fig 2.22). In the present work, we have used SIMNRA and RUMP

softwares which have proved to be very useful for back scattering data analysis including diffusion

and implantation profile investigation. These programs can handle RBS spectra for most projectile

ions at all significant energies and all target materials.

Channeling

(c)

Figure 2.23: Schematic diagram showing (a) trajectory of incident atoms undergoing scattering at
the surface and channeling within the crystal, (b) Random and Channeled spectra for random and
aligned lattice along the direction of incident beam and (c) channeling geometry.

Channeling is a process that restricts the path of a charged particle in a crystalline solid. The

channeling effect was first discovered in a binary collision approximation simulation in 1963 to
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explain the exponential tails in experimentally observed ion range distributions that did not follow

the standard theories of ion penetration. The simulated prediction was confirmed experimentally

in the following years by measurements of ion penetration depth in single crystalline Tungsten.

When the direction of the incident beam is along the crystallographic direction of a single

crystal, majority of ions penetrate into the crystal. Channeled particles do not go close enough to

the atomic nuclei due to the alignment of the incident beam wrt. the target which forbids large

angle Rutherford scattering and hence the yield gets significantly reduced. However, there will

always be full interaction at the surface of the crystal. The channeling phenomenon and the RBS

spectra under random and channeling conditions has been shown in fig 2.23

The trajectory of the incident projectile is such that the ion makes a grazing impact with the

axis (axial channeling) or planes (Planar channeling) of the crystal and is steered by small angle

scattering collisions at distance greater than 0.01A◦ from the atomic nuclei. The channeling effect

is always observed within an angular range which depends on the type of ion, the incident energy

of the projectile, single crystal target and its specific crystallographic direction along which the

beam is incident. It also depends on the thermal vibrational amplitude of the constituent atoms in

the sample crystal.

1. Axial Channeling

When the direction of the incident beam is aligned along the crystallographic axis of the crystalline

target, axial channeling occurs. This occurs within a very small angular range, which is expressed

in terms of critical angle (ψ1/2), and is given by

ψ1/2 = 0.8FRS(ζ)ψ1 (2.60)

where

ψ1 = 0.307

(
Z1Z2

Ed

)1/2

(2.61)

where E is expressed in MeV, d is the inter atomic distance and FRS is the continuum Moliere

potential, evaluated at ζ . For a compound target, Z2 is replaced by the average Z2. ζ = 1.2u1/a,

where a is the Thomas-Fermi screening radius and is written as

a =
0.4685

(Z
1/2
1 + Z

1/2
2 )2/3

(2.62)
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and u1 is thermal vibration amplitude which can be evaluated form the Debye theory of thermal

vibrations.

The ratio of the back scattering yield for the aligned direction with respect to the random

direction is called as minimum yield (χmin). It is a measure of the degree of crystallinity of the

sample.

χmin = Nadπ(2u
2
1 + a2) (2.63)

where Na is the atomic density of the target. For a good crystal, χmin is very small at room

temperature. From an analytical view point, the channeled component of the incident beam act as

a probe to detect atoms which can be in substitutional or interstitial sites within the channel . In

addition, the drastic reduction in the back scattering yield under the channeling condition improves

the ion scattering sensitivity to light impurities on the surface.

ii. Planar Channeling

In comparison to axial channeling, planar channeling can be characterized by narrower critical

angles and higher minimum yields. Planar channels have not been used extensively to determine

the lattice location of impurities. Generally, planar channeling are used in alignment procedures to

determine the axial directions. The planar half angle ψ1/2 can be estimated from

ψ1/2 = kFPS(ζ, η)ψa (2.64)

where the best fit to the energy dependent values of ψ1/2 were found with

k = 0.72 (2.65)

ζ =
1.6u1
a

(2.66)

η =
dp
a

(2.67)

where dp is the planar spacing and FPS is the square root of the planar potential using Moliere’s

screening function and

ψa = 0.545

(
Z1Z2Nda

E

)1/2

(2.68)
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An estimation of the planar minimum yield can be calculated from the continuum approximation

χ =
2a

dp
(2.69)

RBS/C can be used to the characterize the layered epitaxial materials, single crystals, etc.

This technique can also be used to study the crystalline quality, development of strain due to

implantation, orientation of epilayers, and lattice location of impurities.

Figure 2.24: Pelletron Accelerator RBS - AMS System (PARAS) setup at IUAC [with permission]

In this thesis the RBS/C analysis was performed using a incident beam of 2 MeV He+ ions

using 1.7MV 5SDH-2 Pelletron Accelerator, at IUAC, as shown in fig 2.24. The beam divergence

was less than 0.02◦, the spot diameter was 1mm, the scattering angle was 165◦ (laboratory coordi-

nates) and the silicon surface barrier detector resolution was 20keV (Full Width at Half Maximum).

Typically the beam current was 10nA, the charge was collected at 20µC and the chamber pressure

was 1×10−6Torr. The samples were mounted on a four axis goniometer which was used to ob-
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tain back scattering from random and channeling orientations, respectively. The energy calibration

(0.988keV/channel) of the 2K channel analyzer was achieved with a standard reference siliocn

sample coated with a very thin film of gold on the surface.

2.3 Metal Oxides: Crystal structure and properties

The metal oxides constitute a diverse and fascinating class of materials whose properties cover

the entire range from metals to semiconductors and insulators. Their surfaces play crucial roles

in an extremely wide range of phenomena. Metal oxides act as catalysts for a variety of commer-

cially important reactions. Sometimes a metal oxide is used in its pure form, while in other cases

the oxide is supported on another oxide, and the catalytic activity results from the interaction be-

tween the two oxides. All these catalytic reactions proceed by complex mechanisms that involve

a range of different chemical interactions; these include acid/base reactions as well as oxidation

and reduction steps where lattice oxygen are lost and gained by the substrate. A major landmark

of transition metal oxide surfaces occurred in 1972 with the report by Fujishima and Honda [20]

that TiO2 could be used as a catalytic electrode in a photo electrolysis cell to decompose water

into H2 and O2, without the application of external voltage. The crystal structure of metal ox-

ide semiconductors is highly sensitive to the chemical environment around them, like presence of

defects, incorporation of dopants, etc. which give rise to the changes in the surface as well as

its bulk properties [21–23]. In the present thesis, rutile TiO2 (110) single crystals, commercially

purchased from MaTeck have been investigated. Studies of surface evolution of Tantalum surface

using Kinetic Monte Carlo simulation technique have also been discussed in detail.

2.3.1 Titania (TiO2)

TiO2 was first discovered in 1791, when a chemist William Gregor examined sand from the local

river. He used magnet to extract ilmenite (FeTiO3), from which he removed iron by treatment with

HCl. The residue was the impure oxide of a new element. A German scientist M. H. Klaproth

independently discovered TiO2 in 1795. There is a small percentage of titanium in many silicates

and oxide minerals as Ti is the 9th most abundant element in the earth crust. Bulk rutile TiO2 is
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not found in nature [24]. TiO2 is a widely used material in many areas like heterogeneous catalysts

[25–28], waste water treatment [30], photo catalysis [29], bio compatible implants [31,32], in solar

cells for the production of hydrogen and electric energy [29, 33], gas sensor [26, 34], and optical

coating [35]. When bombarded with UV light, it becomes a sterile surface and for a long period of

time afterwards, will kill any germs that come in contact with it [30, 36].

Figure 2.25: Crystal structure of TiO2: (a) rutile, (b) anatase and (c) brookite. Red spheres repre-
sent the oxygen atoms in TiO2 lattice ( from ref [38]).

TiO2 exists in three different forms which are Rutile (tetragonal structure), Anatase (tetragonal

structure) and Brookite (Orthorhombic structure) [37], as shown in fig 2.25. Out of these three

phases, anatase phase (lattice parameter c/a > 1) has been extensively studied due to its excellent

photo catalytic properties [25–29, 37]. Variations in their phases can be understood in terms of

octahedral (TiO2−
6 ) differing by the distortion and connectivity of the octahedral chains. Rutile

TiO2 has a flat tetragonal cell with two Ti atoms and four O atoms. The Ti atoms are surrounded

by six O atoms as in many ionic crystals the geometric structure is determined by the relative

size of the ions and the coordination. The octahedral coordination of O atoms around the Ti

atom is slightly distorted to accommodate all the ions. Bond length between Ti and O atoms are

1.946A◦ and 1.983A◦ for the four fold symmetric and two fold symmetric bonds respectively. The

stability of the different TiO2 crystal structures is in the following order: rutile > brookite (+0.7

kJmol−1) [39] > anatase (+2.6 kJmol−1) [40] with an error of ± 0.4 k J mol−1, as reported by

Navrotsky et.al [41].
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The crystal structures for all the three phases of TiO2 are shown in fig. 2.25. Their respective

crystal parameters and physical characteristic are presented in table 2.1.

Table 2.1: Lattice parameters of TiO2

Rutile Anatase Brookite
( [42, 43]) ( [43–45]) ( [43–45])

Za 2 4 8
a(Å) 4.587 3.781 9.174
b(Å) 4.587 3.781 5.449
c(Å) 2.954 9.515 5.138

Volumeb 31.21 33.98 32.17
Formula Wt. 79.89 79.89 79.89
Crys. System Tetragonal Tetragonal Orthorhombic
Point Group 4/mmm 4/mmm mmm
Space Group P42/mnm I41/amd Pbca

Band gap (eV) 3.2 3 2.96
a, b, c are the lattice parameters of the unit cell
a Z is the number of asymmetric units in the unit cell
b Volume is in Å3 per TiO2 formula unit.
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2.3.2 Tantalum (Ta)

(a) (b)
Ta

Ta

Figure 2.26: Crystal structure of Tantalum: (a) alpha and (b) beta. Red spheres represent the
Tantalum atoms.

Tantalum is a chemical element having density 7.935g/cm3 and atomic number 73. It was

discovered in 1802 by Anders Ekeberg. Tantalum is widely used in the production of electronic

components mainly capacitors and high power resistors [47]. The high melting point and oxidation

resistance leads to the use of this metal in the production of vacuum furnace parts. Tantalum

exists in two crystalline phases, alpha and beta. The alpha phase (as shown in fig 2.26(a)) has a

Body Centered Cubic structure (space group lm3m, lattice constant, a = 0.33058 nm) [48]. It is

soft and ductile. The beta phase (as shown in fig 2.26(b)), however, is hard and brittle. It has a

tetragonal crystal symmetry (space group p42/mnm and lattice parameters, a = 1.0194 nm, c=

0.5313 nm) [48]. The beta phase is the meta stable phase and converts to the alpha phase upon

heating to 750◦ to 800◦. Therefore, bulk Tantalum is almost entirely alpha phase and the beta phase

usually exists in thin films obtained by magnetorn sputtering, chemical vapor deposition [49].
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Chapter 3

Effect of Cobalt Implantation on Structural
and Optical Properties of Rutile TiO2(110)

3.1 Introduction :

Titanium dioxide (TiO2) is a wide band gap semiconductor and has recently received immense

attention due to its many exciting applications in photocatalysis, solar cells, gas sensors, white

pigment, environmental remediation and self cleaning [1, 2]. TiO2 has demonstrated to be a very

effective photocatalyst, but due to the large band gap (3.2 eV for anatase and 3.0 eV for rutile)

its excellent photo-absorption characteristics are primarily restricted to UV regime. Consequently,

it absorbs visible light poorly and is ineffective in utilizing solar spectrum. Visible- light photo-

absorption (PA) in TiO2 has recently received enormous attention due to its overwhelming impor-

tance in photo-catalysis [3]. Bandgap engineering with dopants is considered an important route

for enhancing the PA properties [4–7]. Numerous methods have been utilized to increase PA in

TiO2, e.g through dye sensitization, synthesis as thin films, formation of nanocrystals, incorpora-

tion of dopants by chemical methods, etc. [8]. However, organic dye can often become unstable

at high temperatures which limits its application in device fabrication [8, 9]. On the other hand,

preparation by chemical methods usually involve several complex steps for achieving desired band

gap tailoring [8, 9]. PA properties in TiO2 have mostly been investigated on anatase phase which

is a metastable phase. Though it forms easily, it gets transformed to rutile phase at high temper-

atures [8]. Rutile, on the other hand, is the less explored phase but its high stability makes it an
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attractive candidate for developing devices for photo-catalytic applications [8, 10]. This high tem-

perature stability in tailored rutile TiO2 photo-catalysts plays vital role in many applications such

as anti bacterial self cleaning coatings on ceramic materials like tiles, glass, sanitary wares, etc.,

which require high processing temperatures [11–13].

Tuning optical properties of TiO2 is an active area of research. In this direction, doping of

several non-metals like N, C, S [4–6,14] and metals such as Ni, Pt, Cu, Ag [3,15–17] in TiO2 thin

films have been undertaken via normal doping methods [15–17] and by implantation techniques

[18–21]. Incorporation of transition metal like Co in TiO2 has generated immense interest due

to its attractive properties of optical absorption characteristics [20, 22] compounded with room

temperature ferromagnetic behavior [18, 19]. Though such studies on single crystals can provide

more reliable and specific results without any controversies surrounding the preparation methods

as observed in many magnetic studies after Co implantation in TiO2 single crystals [23, 24], such

investigations on photo-absorption properties are not reported in literature.

Implantation with ions is an immensely attractive technique for achieving controlled introduc-

tion of dopants in any lattice [25]. Moreover, this usually requires only a single step process-

ing. Theoretically also, the technique is based on well-established understanding that provides

good control on physical parameters. Non equilibrium conditions during implantation can gener-

ate many vacancy states as well as self organized nano- patterns on the surface [26–28], both of

which have demonstrated to play crucial role in photo-catalysis [25]. On oxide surfaces, like TiO2,

surface- vacancies hold promise for becoming photoactive sites [25, 26]. Optically active nature

of Cobalt atoms demonstrate many interesting properties [8, 25] and is expected to promote PA

properties.

The present study investigates the enhanced photo-absorption characteristics of rutile TiO2

(110) after it is implanted with Cobalt ions. Implantation results in the development of Ti-rich

nanostructures as well as oxygen vacancy states on the surfaces. Development of Ti1−xCoxO2

phase at low fluences as well as formation of hcp- Cobalt clusters and CoTiO3 at high fluences

is observed. Interestingly, enhanced photo-absorption is noticed in both UV and Visible regimes.

Though the increase in UV regime is ∼1.7 times compared to the pristine TiO2, surprisingly, the
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visible light absorption increases by almost 5 times. Creation of self organized nanostructures and

Ti3+ oxygen vacancy states as well as development of Cobalt nano-clusters after implantation play

concerted role in enhancing the photo-absorption characteristics. Such high visible light photo-

absorption as observed here, with Cobalt implantation, has never been reported earlier and can be

very significant for photo-catalytic applications.

3.2 Experimental :

Untreated Single crystals 5mm × 5mm × 1mm of rutile TiO2 (110) (from MaTeck) were im-

planted with 200 keV Cobalt ions with fluences of 1×1016, 5×1016 and 1×1017 ions/cm2, at room

temperature. Ions were incident normal to TiO2 surface with a flux of 1.6×1013 ions/cm2.sec. The

projected range and the longitudinal straggling of Co ions in TiO2 lattice have been estimated using

SRIM code to be 98 and 10 nm, respectively [29]. Scanning Probe Microscope (SPM) from Bruker

(Nanoscope V) was used in tapping mode for studying surface morphology. High resolution X-

ray Diffraction (XRD) measurements were performed on a Bruker system (CuKα source). Core

level studies were undertaken on a VG X-ray Photoelectron Spectroscopy (XPS) system (Mg-Kα

source) at 20 eV pass energy with a take off angle of 30◦ w.r.t. surface normal. For UV-Vis ab-

sorption studies, Shimadzu spectrophotometer was utilized. Micro Raman scattering studies were

carried out with 514 nm Laser in backscattering geometry on a T64000 triple monochromator

Horiba Jobin Yvon system having a liquid nitrogen cooled CCD detector.

3.3 Results and Discussions :

Fig. 3.1 shows morphology from TiO2(110) surfaces both prior to and after Co ion implantation.

Pristine (un-irradiated) surface displays presence of steps (fig. 3.1(a)) as expected on TiO2(110)

[30]. After implantation of 1×1016 ions/cm2, surfaces are observed to be decorated with nanos-

tructures (one marked by a circle in fig. 3.1(b)). Such spontaneous formation of nanostructures

(NS) takes place due to many competing processes during irradiation, e.g. differential erosion

mechanisms which are weaker at surface- crests than troughs, diffusion gradient of surface atoms

103



50 100 150
Diameter (nm)

0

10

20

30

C
o
u
n
ts

 (
a.

u
.)

20 40 60 80 100 120
Diameter (nm)

0

10

20

30

40

50

60

70

C
o

u
n

ts
 (

a.
u

.)

20 40 60 80 100
Diameter (nm)

0

50

100

150

C
o

u
n

ts
 (

a.
u

.)

2nm

2nm

4nm

3nm

(a) (b)

(c) (d)

[001]

[110]

Figure 3.1: AFM images (1µm × 1µm) of (a) Pristine rutile TiO2 (110) and after Cobalt ion
implantation with fluences of (b) 1×1016, (c) 5×1016, and (d) 1×1017 ions/cm2. Crystallographic
directions are shown on the Pristine surface and were kept same for all the implanted samples.
A representative nanostructure is marked by a solid circle at all fluences. Size distribution of
nanostructures is shown in the inset.

along crystallographic axes, solid mass flow etc. [31, 32]. In addition, some defect sites may also

develop that promote the nucleation of nanostructures [27]. Interestingly, NS (in fig. 3.1(b)) appear
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to be decorating the step edges of the terraces observed (in fig. 3.1(a)) on the pristine TiO2. This

may be related to the preferential nucleation sites at the step edges, due to the presence of kink

sites, as observed in MBE grown InP/InGaP [33]. The size (diameter) distribution for NS (inset

fig. 3.1(b)) shows that about 25% are smaller than 30 nm and largest are about 150 nm. After im-

plantation with 5×1016 ions/cm2, more smaller NS which are, surprisingly, mostly arranged along

the [001] surface crystallographic direction (fig. 3.1(c)), instead of at steps edges (like in fig. 3.1(b))

are observed. Here, largest NS are about 110 nm in size and nearly 43% are smaller than 30 nm

(inset fig. 3.1(c)). NS remain arranged along [001] surface axis but reduce further in size after the

fluence of 1×1017 ions/cm2 with largest NS being only 90 nm and almost 59% being smaller than

30 nm (fig. 3.1(d)). This scenario of observing smaller sized NS with increasing fluence can be

explained by the systematic fragmentation of existing NS, created at lower fluences, along with

the predominant generation of smaller NS at latter stages. Ion beams can be responsible for the

fragmentation of NS through erosion. Anisotropic surface diffusion manifests in the systematic as-

sembling of NS along [001] [34]. With varying fluences, the heights of NS remain nearly same and

are found to be 1.5, 1.1 and 1.6±0.2 nm for 1×1016, 5×1016 and 1×1017 ions/cm2, respectively,

whereas the corresponding rms surface roughness is 0.36 nm, 0.43 nm and 0.52 nm (0.089 nm for

pristine).

Ti(2p) XPS spectra are presented in fig. 3.2. For pristine TiO2 two main features, 2p3/2 and

2p1/2 (at 458.6 and 464.3 eV) corresponding to Ti4+ co-ordination sites on the surface are observed

[26]. Due to shakeup effects, each of these features have an additional component, sat, on the high

binding energy (BE) side [35]. No signs of any impurity or vacancy were noticed. After Co ion

implantation with 1×1016 ions/cm2 both the main features, 2p3/2 (458.3 eV) and 2p1/2 ( 464.1 eV),

show a new feature at the lower BE side (fig. 3.2(b)) reflecting the development of Ti3+ oxygen

vacancy sites [36]. Ion implantation of oxides, like TiO2, can produce preferential sputtering

of oxygen atoms with the associated 2p-electrons getting transferred to the empty 3d orbitals of

the neighboring Ti atoms on the surface leading to the development of two Ti3+ oxygen vacancy

sites. Presence of oxygen vacancies also leads to the formation of Ti-rich zones which become the

nucleation centers for the nanostructure formation [37]. Formation of Ti3+ oxygen vacancy states
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have been observed in earlier studies also [38, 39].

XPS is a very surface sensitive technique with photoelectron intensity displaying an exponen-

tially decaying characteristics with depth. For the energies of interest, here, the mean free path

of the electron or the probe depth is about 1 nm. With the NS height being about 1-1.6 nm, XPS

results here can be attributed to be from them. Ti3+ vacancy states have been observed at all the

implantation fluences (fig. 3.2) and their ratio w.r.t. Ti4+ state is shown (in inset). After implan-

tation, the Ti4+ component of 2p3/2 state demonstrates a slight shift towards the lower BE which

increases with fluence (inset fig. 3.2) suggesting an increased electron density for Ti atoms. This

is confirmed by the results presented below from XRD, UV-Vis and Raman scattering where de-

velopment of Ti1−xCoxO2 is noticed upon implantation, thus leading to electron transfer from Co

to Ti4+ sites [40].

Fig. 3.3(a-d) displays the oxygen XPS spectra for pristine and cobalt implanted TiO2. The

O(1s) feature of pristine TiO2 has been deconvoluted into three peaks. The feature at lowest bind-

ing energy can be attributed to oxygen attached to Ti4+ sites, while the peak around 531.8 eV is

coming due to some hydroxyl group (Ti-OH) attached to the surface [41]. The highest binding

energy component at 533.1 eV is assigned to chemisorbed oxygen species which got adsorbed on

the surface [41]. The presence of adsorbed hydroxyl species (OH) generally takes place on coordi-

natively unsaturated Ti sites. This is a thermodynamic energetic requirement to stabilize such sites

and is known to occur on the surface of metal oxides. After being irradiated, there is an overall

shift towards lower binding energy in the spectrum which is due to charge transfer from ligand to

metal and a new feature at 531.2 eV has come up which was absent in unirradiated surface. This

feature is due to Oxygen vacancies which have come up due to ion implantation. The presence of

O-Ti3+ at higher binding energy component compared to O-Ti4+ is also confirmed with correlated

studies [41]. This is due to the high polarizability of octahedral site as compared to tetrahedral

site. This is in agreement with the structure of Ti2O3 which is a trigonal lattice where the Ti3+

ions occupy octahedral sites.

The XRD results from the pristine and Co implanted TiO2 are presented in fig. 3.4. These

display prominent features at 27.5◦ and 56.7◦ corresponding to the (110) and (220) crystalline
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planes in rutile TiO2 [42]. After Co implantation, (110) feature systematically shifts towards lower

diffraction angles and its FWHM also increases with fluence (left inset). The former is a signature

of the increased inter-planar spacing (d) whereas the latter indicates reduction in the long ranged

lattice ordering upon implantation. Both these observation indicate formation of Ti1−xCoxO2 phase

via the substitutional incorporation of Co ions in the TiO2 lattice as their ionic radii are similar

(Co:79.0 pm and Ti:74.5 pm) [43]. Formation of Ti3+ oxygen vacancies, as exhibited by XPS

(fig. 3.2), after implantation can also generate strain in the host lattice causing modifications in the

d-spacing [44].

High Resolution XRD from region 2θ ∼ 40- 50◦ is also presented and displays development of

Co clusters at the highest fluence of 1×1017 ions/cm2 only, and not for lower fluences (right inset,

fig. 3.4). Two distinct features at 40.7◦ and 47.3◦ denote the formation of CoTiO3(210) phase

and hcp Co(101) nano-clusters within the TiO2 lattice. Formation of hcp Co clusters agrees with

earlier results [18, 19]. Absence of Co related diffraction features at lower fluences can be due to

low Co content which gets incorporated into TiO2 lattice to form Ti1−xCoxO2 phase [43]. On the

other hand, development of hcp Co(101) clusters and CoTiO3(210) at the highest fluence can be

attributed to Co ions reaching solubility limit at this stage.

Rutile TiO2 is tetragonal and belongs to the point group D14
4h with two TiO2 molecules per unit

cell [45]. Raman spectrum (fig. 3.5) from the pristine displays two prominent rutile TiO2 features

at 447 and 610 cm−1. The former is attributed to Eg mode from inharmonious vibrations of oxygen

atoms along the c-axis, which is two fold degenerate and non polar [45]. The latter is the polar

A1g mode which is due to the out of phase vibration of apical and equatorial oxygen ions along the

unit dipole vector i.e. [110] crystallographic direction [45]. Intensity of A1g mode decreases upon

implantation due to the substitutional incorporation of Co atoms in the host lattice which in turn

generates defects in the lattice. Eg mode being very sensitive to Ti3+ oxygen vacancies, decrease

in its intensity with implantation reflects reduction in TiO2 lattice stoichiometry after the formation

of these vacancy states. Raman spectrum at the highest fluence shows a new feature at 675 cm−1

(fig. 3.5(d)), not observed for pristine or after implantation at lower fluences. This is attributed to

the formation of CoTiO3 [46]. Absence of this Raman feature (675 cm−1) after implantation with
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1× 1016 and 5× 1016 ions/cm2 is due to small concentration of Co at these fluences. However, at

these low fluences decrease in intensity of the main A1g feature, compared to pristine, indicates

formation of secondary phase like Ti1−xCoxO2 through substitutional incorporation of Co in the

TiO2 lattice. Absence of any distinct shifts in Raman features is also due to small concentration

and substitutional incorporation [47]. XRD results presented earlier (fig. 3.4) have also indicated

formation of Ti1−xCoxO2 phase.

Photo absorbance measurements are presented in fig. 3.6 where pristine TiO2 displays a band

gap, E1, at 3.25 eV due to optical transitions [48] from O(2p) valance band to Ti(3d) conduction

band. After implantation with Co ions, a distinct reduction in E1 with fluence, is also noticed

(inset). This reduction in band gap can be explained by sp-d exchange interactions between the

band electrons and the localized d electrons of Co2+ ions from Ti1−xCoxO2 and CoTiO3 at low and

high fluences, respectively. Exchange interactions promote narrowing of E1 through the lowering

of conduction band energy combined with upward shifting of valance band edge [49]. Similar

reductions have also been observed in thin films doped with Co atoms [50]. The band edge tail in

the region 400-450 nm, in pristine and other fluences, corresponds to the optical absorption due to

the surface states. Smearing of this tailing edge at the highest fluence can be attributed to the high

absorbance from substituted Co ions in this region [51]. Instead however at the highest fluence

two new features, not present in pristine, are observed at 305 and 535 nm (fig. 3.6(d)). The former

feature can be explained by quantum confinement effects [52], which according to thermodynamic

studies are pronounced for TiO2 nanostructures of sizes smaller than ∼ 27nm [53, 54] and in the

present study at the highest fluence about 60% NS on the surface are smaller than 30 nm (fig. 3.1).

The feature at 535 nm (marked by arrow), due to the octahedral Co2+ → Ti4+ inter valance charge

transfer, corresponds to the substitutional incorporation of Co in TiO2 lattice [55] and formation of

CoTiO3, thus confirming the XRD and Raman Scattering results. Similar edge is also delineated

at lower fluences (fig. 3.6(b, c)) due to the presence of Ti1−xCoxO2, but the intensity is very weak

for 1×1016 ions/cm2 (fig. 3.6(b)).

Distinct increase in both UV and Visible photo- absorbance (PA), compared to pristine TiO2,

is observed in fig. 3.6 after Co implantation. In addition, visible absorption delineates systematic
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increase as a function of fluence. This is a compelling result demonstrating control of Visible

photo-absorption with implantation. Photo absorption at two representative wavelengths, 200 nm

(UV) and 700 nm (Visible) are shown in the inset. Though PA in UV region increases by about

1.7 times at the highest fluence, compared to pristine, the enhancement in the visible region is

surprisingly 5 times. Photo-absorption studies of 40 keV Co ion implantation in nano-crystalline

TiO2 thin films, synthesized by solgel and spin-coating techniques on glass substrates, also demon-

strated shift of absorption range to higher wavelength which was ascribed to development of Co

energy level in the bandgap [20]. For their highest fluence, an increase in absorption by about

1.4 and 2.5 times is observed in UV and visible ranges, respectively [20]. Formation of d bands

arising from the substituted Co atoms, that form Ti1−xCoxO2 and CoTiO3 compounds respectively

at low and high fluences, as observed here, can be responsible for these observations. In ligand

field theory, the ground state of Co2+ (d7) is 4T1g(
4F ) and the first excited state is 4T1g(

4P ). The

absorption band in visible region are due to ligand field transitions, 4T1g(
4F ) →4 T1g(

4P ) in the

octahedral coordination [56]. In addition to the formation of Co clusters, development of Ti-rich

nanostructures and Ti3+ vacancy states during implantation also play very crucial role in signifi-

cantly enhancing the PA. Oxygen vacancies can act as trapping center for electrons [10,26,37]. The

mean free path of electrons gets significantly reduced inhibiting the electron-hole recombination

process which promotes photo- absorption and photocatalysis.

3.4 Conclusion :

In conclusion, we have investigated the structural, optical and photo-absorption properties of

Cobalt implanted rutile TiO2(110). The presented results show a remarkable increase in UV and

Visible light photo-absorption characteristics. At the highest fluence, the increase is UV regime

is about 1.7 times, but in Visible it is surprisingly large, 5 times. Creation of CoTiO3 phase,

suggested by XRD, Raman and photo-absorbance results, seems to be the dominant factor con-

trolling the enhanced visible light photo-absorption observed here. Development of nanostructures

as well as Oxygen vacancies, as confirmed by AFM and XPS, limit the electron mean free path

and decrease the e-h recombination.These results are crucial for enhancing the photo-absorption
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properties which can have wide applications in photo-catalysis.

115



Bibliography

[1] H. Li, Y. Zhang, S. Wang, Q. Wu, and C. Liu, J. Hazard. Mater. 169, 1045 (2009).

[2] U. Diebold, Surf. Sci. Rep. 48, 53 (2003).

[3] G. Akpan and B. H. Hameed, Applied Catalysis A. General 375, 1 (2010).

[4] R. Asahi, T. Morikawa, T. Ohwaki, K. Aoki, and Y. Taga, Science 293, 269271 (2001).

[5] S. U. M. Khan, M. A. Shahry, and W. B. Ingler Jr., Science 297, 22432245 (2002).

[6] X. H. Tang and D. Y. Li, Journal of Physical Chemistry C 112, 54055409 (2008).

[7] Y. F. Li, D. H. Xu, J. I. Oh, W. Z. Shen, X. Li, and Y. Yu, ACS Catalysis 2, 391398 (2012).

[8] J. Choi, H. Park, and M. R. Hoffmann, J. Phys. Chem. C 114, 783-792 (2010).

[9] F. Dong, W. Zhao, and Z. Wu, Nanotechnology 19, 365607 (2008).

[10] X. Pan, M. Q. Yang, X. Fu, N. Zhang, and Y. J. Xu, Nanoscale 5, 3601 (2013).

[11] A. Fujishima, T. N. Rao, D. A. Tryk, J. Photochem. Photobiol. C: Photochem. Rev. 1, 121

(2001).

[12] O. Carp, C. L. Huisman, A. Reller, Prog. Solid State Chem. 32, 33177 (2004).

[13] P. Periyat, K. V. Baiju, P. Mukundan, P. K. Pillai, K. G. K. Warrier, Applied Catalysis A:

General 349, 1319 (2008).

116



[14] J. G. Yu, G. P. Dai, Q. J. Xiang, and M. Jaroniec, Journal of Materials Chemistry 21,

10491057 (2011).

[15] D. H. Kim, K. S. Lee, Y. S. Kim, Y. C. Chung, S. J. Kim, J. Am. Ceram. Soc. 89, 515 (2006).

[16] S. Kim, S. J. Hwang, W. Choi, J. Phys. Chem. B 109, 24260 (2005).

[17] M. S. Lee, S. S. Hong, M. Moheseni, J. Mol. Catal A 242, 135 (2005).

[18] O. Yildirim, S. Cornelius, A. Smekhova, G. Zykov, E. A. Ganshina, A. B. Granovsky, R.

Hbner, C. Bhtz, and K. Potzger, J. Appl. Phys. 117, 183901 (2015).

[19] N. Akdogan, A. Nefedov, H. Zabel, K. Westerholt, H. W. Becker, C. Somsen, S. Gok, A.

Bashir, R. Khaibullin, and L. Tagirov, J. Phys. D. Appl. Phys. 42, 115005 (2009).

[20] Y. N. Shieh, Y. Y. Chang, Thin Solid Films 518, 7464 (2010).

[21] L. Z. Qin, H. Liang, B. Liao, A. D. Liub, X. Y. Wub, J. Sun, NIMB 307, 385-390 (2013).

[22] R. Amadelli, L. Samiolo, A. Maldotti, A. Molinari, M. Valigi, D. Gazzoli, Int. J. Photoenergy

2008, 853753 (2008).

[23] R. I. Khaibullin, L. R. Tagirov, B. Z. Rameev, S. Z. Ibragimov, F. Yildiz, and B. Aktas, J.

Phys. : Condens. Matter 16, L443-L449 (2004).

[24] C. Silva, A. R. G. Costa, R. C. D. Silva, L. C. Alves, L. P. Ferreira, M. D. Carvalho, N.

Franco, M. Godinho, and M. M. Cruz, Jour. Mag. and Mater. 364, 106-116 (2014).

[25] A. L. Stepanov, Rev. Adv. Mater. Sci. 30, 150-165 (2012).

[26] V. Solanki, S. Majumder, I. Mishra, P. Dash, C. Singh, D. Kanjilal and S. Varma, J. Appl.

Phys. 115, 124306 (2014).

[27] D. Paramanik, S. R. Sahoo, S. Majumder, P. S. Raman, and S. Varma, Vacuum 84, 602

(2010);D. Paramanik, S. N. Sahu, and S. Varma, J. Phys. D: Appl. Phys. 41, 125308 (2008).

117



[28] S. R. Joshi, T. Bagarti, S. Varma, Surf. Sci. 641 170 (2015).

[29] J. F. Ziegler, M. D. Ziegler, and J. P. Biersack, Nucl. Instru. Meth. B 268, 1818 (2010).

[30] S. Fischer, A. W. Munz, K. D. Schierbaum, and W. Gopel, J. Vac. Sci. Tech. B 14, 961 (1996).

[31] R. M. Bradley and J. M. E. Harper, J. Vac. Sci. Technol. A 6, 2390 (1988).

[32] T. Kumar, A. Kumar, D. C. Agarwal, N. P. Lalla and D. Kanjilal, Nanoscale Res. Lett. 8, 336

(2013),T. Kumar, A. Kumar, N. P. Lalla, S. Hooda, S. Ojha, S. Verma and D. Kanjilal, Appl.

Surf. Sci. 283, 417 (2013).

[33] S. Varma, C. M. Reaves, V. B. Hill, S. P. DenBaars and W. H. Weinberg, Surface Science 393

24 (1997).

[34] M. Kolmer, A. A. Zebari, M. Goryl, F. Buatier de Mongeot, F. Zasada, W. Piskorz, P. Pietrzyk,

Z. Sojka, F. Kork and M. Szymonski, Phys. Rev. B 88, 195427 (2013).

[35] M. A. Khan, A. Kotani, and J. C. Parlebas, J. Phys. Condens. Matter. 3, 1763-1772 (1991).

[36] H. Y. Jeong, J. Y. Lee, S. Y. Choi and J. W. Kim, Appl. Phys. Lett. 95, 162108 (2009).

[37] S. Majumder, I. Mishra, U. Subudhi and Shikha Varma, Appl. Phy. Lett. 103, 063103 (2013),

S. Majumder, D. Paramanik, V. Solanki, B. P. Bag, and Shikha Varma, Appl. Phys. Lett. 98,

053105 (2011).

[38] Z. Zhao, X. Zhang, G. Zhang, Z. Liu, D. Qu, X. Miao, P. Feng, and Z. Sun, Nano Research,

doi:10.1007/s12274-015-0917-5.

[39] O. Yldirim, S. Cornelius, M. Butterling, W. Anwand, A. Wagner, A. Smekhova, J. Fiedler, R.

Bttger, C. Bhtz, and K. Potzger, Appl. Phys. Lett., 107 242405 (2015).

[40] Y. Liu, J. H. Wei, R. Xiong, C. X. Pan, and J. Shi, Appl. Surf. Sci. 257, 8121 (2011).

[41] J. Fang, X. Bi, D. Si, Z. Jiang, and W. Huang, Appl. Surf. Sci. 253, 8952 (2007).

118



[42] S. Zhou, G. Talut, K. Potzger, A. Shalimov, J. Grenzer, W. Skorupa, M. Helm, J. Fassbender,

E. izmar, S. A. Zvyagin, and J. Wosnitza, J. Appl. Phys. 103, 083907 (2008).

[43] Y. Matsumoto, M. Murakami, T. Shono, T. Hasagawa, T. Fukumura, M. Kawasaki, P. Ahmet,

T. Chikyow, S. Koshihara and H. Koinuma, Science 291 854 (2001).

[44] D. Ma, Z. Lu, Y. Tang, T. Li, Z. Tang, and Z. Yang, Physics Letters A 378, 2570-2575 (2014).

[45] S. P. S. Porto, P. A. Fleury, and T. C. Damen, Phys. Rev. 154, 522 (1967).

[46] C. Huang, X.Liu, L. Kong,W. Lan, Q.Su, Y.Wang, Appl. phys. A 87, (2007) 781.

[47] B. Santara, B. Pal, and P. K. Giri, Journal of Applied Physics 110, 114322 (2011).

[48] A. K. Rumaiz, J. C. Woicik, E. Cockayne, H. Y. Lin, G. H. Jaffari, and S. I. Shah, Appl. Phys.

Lett. 95, 262111 (2009).

[49] K. Ando, H. Saito, Z. Jin, T. Fukumura, M. Kawasaki, Y. Matsumoto, H. koinuma, J. Appl.

Phys. 89, 7284 (2001).

[50] F. Gracia, J. P. Holgado, A. Caballero, A. R. Gonzalez-Elipe, J. Phys. Chem. B 108, 17466

(2004).

[51] M. Ivill, S. J. Pearton, S. Rawal, L. Leu, P. Sadik, R. Das, A. F. Hebard, M. Chisholm, J. D.

Budai, D. P. Norton, New. Jour. Phys. 10 (2008) 065002.

[52] L. Chiodo, J. M. G. Lastra, D. J. Mowbray, A. Iacomino, and A. Rubio, Computational

Studies of New Materials from Nanostructures to Bulk Energy Conversion Materials, World

Scientific (2010).

[53] N. Satoh, T. Nakashima, K. Kamikura and K. Yamamoto, Nature Nanotech. 3, 106 (2008).

[54] H. Peng and J. Li, J. Phys. Chem. C 112, 20241 (2008).

[55] Y. Brik, M. Kacimi, M. Ziyad, B. V. Francois, J. Catal. 202, 118 (2001).

119



[56] E. I. Solomon, A. B. P. Lever, Inorganic Electronic Structure and Spectroscopy Vol 1 method-

ology; John Wiley and Sons: New York, (1999).

120



Chapter 4

Anisotropic super-paramagnetism in cobalt
implanted rutile-TiO2 single crystals

4.1 Introduction

The study of magnetism in nano-particles has gained enormous interest in last two decades from

technological as well as fundamental perspectives [1]. In nanoscale systems, magnetic nature can

be drastically different, compared to a bulk, since surface effects play crucial role in determin-

ing this behavior such that properties as diverse as ferromagnetism, anti-ferromagnetism, super-

paramagnetism (SPM) or spin-glass(SG) like behavior are observed [1–4]. Among these, SPM is

a property that crucially depends on the size of the nano-particle and shows magnetic moment that

is proportional to the particle- volume [3]. An individual atom in a nano-sized cluster can exhibit

giant magnetic moment (sometimes as high as few thousand µB) which is randomly oriented in the

absence of external field. The particles are non-interacting, except for a weak dipole interaction

which is usually negligible. Thus, an ideal super-paramagnet should exhibit paramagnetic behav-

ior, i.e follow Curie - Weiss law, but with a large effective moment and a non-hysteretic M − H

curve up to 0 K. However, effects of magneto-crystallinity as well as surface and shape anisotropy

alter this behavior such that a real super-paramagnet shows deviations from the Curie-Weiss law

at the non-zero temperatures [5]. The super-paramagnetic clusters possess a uniaxial anisotropic

direction which is random in direction for each SPM particle. Thus every individual nano-particle

has its corresponding easy axes of magnetization.
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As the system is cooled through the SPM state, there comes a characteristic temperature called

the blocking temperature (TB). Above TB, the magnetic moment of the individual SPM particle

is oriented randomly like a normal paramagnet, which can rotate freely under the influence of

external field. Below TB, the individual SPM particle has its magnetic moment blocked along its

respective easy anisotropy axis. This temperature is prominently seen as a bifurcation of zero field

cooled (ZFC) and field cooled (FC) magnetization. Associated with this temperature is an energy

barrier U , which is the energy required for the individual magnetic moment to flip its direction

along the two easy axes directions. The time for flip is giving by the characteristic equation [3],

τ = τ0exp

(
U

kBT

)
. (4.1)

Here τ0 is the limiting relaxation time, kB is the Boltzmann constant, T is the temperature and U is

the potential barrier. The blocking temperature is affected by individual particle volume and their

distribution [6].

SPM behavior has been shown by several transition metals and their alloys when incorporated

in non-magnetic host matrices, such as by Co multilayers on Al2O3 [6], nano-powdered CoPt3

alloys [7] and Ni nano-particles on SiO2 [5]. These compounds show a near perfect SPM behavior

with a low blocking temperature and a universal scaling behavior [5] in M −H curves.

Incorporating Co in TiO2, however, has been demonstrated to form a dilute magnetic semicon-

ductor (DMS) system that shows room temperature ferromagnetism [8]. DMS materials, achieved

by introducing small concentration of transition metal or non-magnetic material in a semiconduc-

tor, exhibit ferromagnetic/ anti-ferromagnetic properties that are useful in spintronic devices. DMS

is demonstrated by many systems like Co/Mn substituted in TiO2, ZnO or Mn doped in narrow

band gap semiconductors like GaAs, InAs [9–12] etc.. For Co doped TiO2, magnetic properties

have been investigated, in rutile and anatase forms of bulk as well as thin TiO2 [13–15] films that

were prepared by various methods like pulsed laser deposition, molecular beam epitaxy, magnetron

sputtering, metal organic chemical-vapor deposition and sol-gel technique [16, 17]. In spite of ex-

tensive studies, origin of observed ferromagnetism in this system is still unclear. Investigations

suggest that cobalt ions in thin TiO2 films exist in a +2 oxidation state forming Ti1−xCoxO2, which

is ferromagnetic in nature [18]. Most of the preparation techniques produce precipitation of cobalt
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metallic nano-clusters which could also be responsible for this observed ferromagnetism [18]. First

principles calculations for Co substituting Ti sites in rutile as well as anatase TiO2 show creation

of Co 3d bands at the Fermi energy implying metallicity [19, 20]. Also a net magnetic moment of

∼0.6µB occurs at the Co site suggesting that Co is in low spin state.

Implantation is a less explored method for introducing magnetism in non-magnetic system.

By this technique small concentration of dopants can be introduced, at well defined depth, in the

host. Systems produced in this fashion can show many interesting electronic and magnetic prop-

erties [21]. GaMnP displays enhanced magnetism with a transition temperature above 300 K [22].

Mixed phases of ferromagnetism and super-paramagnetism have been observed after high fluence

(1.5x1017 ions/cm2) implantation of Cobalt in rutile -TiO2(001) single crystals [23, 24]. Cobalt

doped thin films of TiO2, prepared by sputtering and various other techniques, show formation

of Co clusters [21]. Few studies have also shown SPM behavior in Co thin films on TiO2 [25].

However, none of these studies have investigated the anisotropic nature of magnetization along

different crystallographic directions, or the role of inter-cluster interactions.

The present study investigates the magnetic behavior after Cobalt implantation in rutile TiO2(110)

single crystals. Surprisingly, a super-paramagnetic behavior is observed here instead of the ex-

pected ferromagnetic behavior from TiO2 which is a DMS material. Here a detailed study of mag-

netic behavior, originating especially from super-paramagnetism, both above and below the block-

ing temperature, is presented. Interestingly, the super-paramagnetic behavior here is anisotropic

in nature, i.e. non-equivalent along the two crystallographic axes. Development of Ti1−xCoxO2

phase and Cobalt nano-clusters give rise to properties not observed before in SPM or DMS based

systems.

4.2 Experimental Details

Commercially available single crystals (5mm×5mm×1mm) of TiO2 (from Matech) with<110>

crystallographic direction perpendicular to the surface were implanted with cobalt ions at room

temperature with fluences of 5×1016, 8×1016 and 1×1017 ions/cm2. These samples have been

labeled here as A, B and C, respectively. In addition, implantation was also carried out at two
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lower fluences of 1×1016 and 3×1016 ions/cm2. Co ions were implanted in TiO2 with an energy of

200 keV. The penetration depth of Co in TiO2 has been evaluated using SRIM to be ∼ 90nm [26].

The structural modifications have been investigated using x-ray diffraction, both in conventional

θ − 2θ geometry as well as in grazing angle geometry, on a Bruker diffractometer, using Cu Kα

source. For grazing incidence XRD studies, an incidence angle of 20 was chosen. Magnetic

measurements were performed using a commercial Superconducting Quantum Interference Device

(SQUID). Temperature dependence of magnetization (M ) has been obtained for zero-field cooling

(ZFC) as well as field cooling (FC) conditions in a field of 0.05 T. Magnetization (M ) vs. magnetic

field (H) measurements have been carried out at various temperatures ranging between 2 and

300 K. As the magnetization from a host lattice and from implanted ions is always considered to

be independent in any implanted sample, so the the contribution to magnetization of the former has

been subtracted from all the implanted samples. The magnetic measurements have been carried

out with H parallel (H∥) as well as perpendicular (H⊥) to <001> crystallographic direction of the

TiO2 crystals.

4.3 Results and discussion

4.3.1 X-ray diffraction

Fig. 4.1 displays the XRD results from pristine TiO2 as well as after it is implanted with Co at

the fluences of 5×1016, 8×1016 and 1×1017 ions/cm2 (samples A,B and C). Fig. 4.1(a) shows a

sharp feature at 27o both prior to and after implantation. With TiO2 crystals oriented in <110>

direction, these features correspond to the [110] TiO2 planes [27]. These features show slight shift

and become little broader upon Cobalt implantation indicating generation of some stress as well as

substitutional incorporation of Co in TiO2 lattice with the formation of Ti1−xCoxO2 (x < 0.01) at

low fluences. These results have been discussed in chapter 3 and in ref. [27]. Fig. 4.1(b) presents

the normal XRD (39-50o) results which show presence of Cobalt clusters at the highest fluence

of 1×1017 ions/cm2, not observed for lower fluences. Here, the feature at ∼ 47.4o reflects the

hexagonal closed packed (hcp) Cobalt (1011) clusters. Feature at ∼ 40.7o suggests formation of a

secondary CoTiO3(210) phase [28]. Development of Cobalt clusters is also reflected by the grazing
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Figure 4.1: (a) XRD in the normal θ− 2θ geometry shows (a) [110] and [220] planes of TiO2(110)
for the pristine and after Cobalt ion implantation (b) formation of Co clusters and secondary
CoTiO3 phase at the fluence of 1×1017 ions/cm2 (c) Grazing incidence XRD showing Co clus-
ters for 8×1016 and 1×1017 ions/cm2.
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incidence XRD studies (fig. 4.1(c)) where hcp Co(111̄0) is observed at 76o for samples B and C

but not for sample A. Based on the width of hcp-Co Bragg peak, particle size of hcp-Co cluster

has been determined to be ∼7 nm. The effect of cluster formation on the magnetic properties is

discussed below.

4.3.2 Magnetization vs. Temperature

The temperature variation of magnetization for both pristine as well as implanted samples were

measured with magnetic field (H) pointed along two crystallographic directions of TiO2 viz. <001>

(H∥) and <11̄0> (H⊥). Fig. 4.2(a) (inset) displays the ZFC-FC plots for the pristine sample.

Though the trends in magnetization are the same, along both the field directions, magnetic mo-

ment (M) is higher along H∥. This suggests H∥ (<001>) to be the easy (anisotropic)-axis in

pristine TiO2. Below 20 K a downward trend in the ZFC plot is observed which rises again upon

further decrease in temperature. Ideally, the pristine sample should be non-magnetic due to the

empty d orbital of Ti4+. However, Van Vleck paramagnetism and a weak defect induced magnetic

ordering is observed due to the presence of O and Ti type vacancies and other defects [29]. In

addition, a small amount of Ti2O3 can also contribute to this magnetic moment [30].

For small Co implantation fluences (1×1016 and 3×1016 ions/cm2), though there is a slight

increase in the magnetization (data not shown ), the nature of ZFC-FC curves remain similar to

the pristine. At these low fluences, lattice remains paramagnetic with Co ions substitutionally in-

corporated in the TiO2 lattice and net magnetic behavior unaltered compared to pristine. However,

the magnetic moment is higher when field is along H⊥ direction indicating this to be the preferred

magnetization direction for Co.

For the Co fluence of 5×1016 ions/cm2 (sample A), a drastically different magnetic nature com-

pared to the pristine is observed. Fig. 4.2(a) shows the ZFC-FC plots for both the field directions.

For field along H∥, a bifurcation in ZFC is noticed at 8 K, while for H⊥ this is at 30 K. With increas-

ing fluence, i.e. for sample B and C, the bifurcations shift to much higher temperatures. Fig. 4.2(b)

shows the ZFC-FC plots for samples B and C in both field configurations. The nature of splittings

in these plots indicate that samples A, B and C show super-paramagnetism, with arrows indicating
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the respective blocking temperatures (TB). The large increase in TB with fluence indicates an in-

crease in particle size while the broadening of the transition around TB indicates a large variance

in particle diameters. For all the three samples, M(T ) and TB are considerably higher for field

along H⊥ compared to H∥ (also see table 4.1). At the highest fluence 1×1017 ions/cm2 (sample C),

the difference in TB of 80 K between H∥ and H⊥, indicates that this system is very anisotropic.

For H∥ field, magnetization in samples B and C appears nearly constant, with temperature,

above TB. Any decrease in magnetization is much slower than the expected Curie-Weiss like

decrease in SPM systems. However for H⊥ field, a decrease in magnetization with temperature

is observed which indicates presence of SPM characteristics. Fig. 4.2(b) (inset) shows a plot

of inverse susceptibility (χ−1) as a function of temperature, for sample C, along both the field

directions. For a SPM system, χ−1 should show a linear increase with temperature. However, here

this is only observed along H⊥ direction. The x-axis intercept is negative, indicating presence of

some antiferromagnetic couplings in the system, similar to the pristine. For H∥ field, χ−1 is almost

constant above TB (fig. 4.2(b) inset).

The ZFC-FC results indicate that in Cobalt implanted samples, H⊥ direction is the easy axis

of magnetization. Hence, the magnetic moments of the clusters in this system are rotatable, due to

external field and temperature, only when field is along H⊥ direction. In a typical SPM, well be-

low TB, the ZFC susceptibility increases with increasing temperature, suggesting that more nano-

particles get unblocked and contribute to the susceptibility. Most of the particles get unblocked

near TB and system becomes an SPM for T > TB. In a system of SPM nano-particles, irrespective

of field direction all particles get unblocked above TB and display a Curie-Weiss like behavior,

i.e. decrease in magnetization with increasing temperature. Such a behavior is observed, above

TB, in the present study only when the field is along H⊥. For field along H∥, the magnetization

above TB remains nearly constant with increasing temperature. This suggests that along this direc-

tion, only the smaller nano-particles get unblocked above TB, whereas the larger particles remain

blocked. Combined anisotropy due to the Co clusters and Ti1−xCoxO2 will be responsible for this

observation.
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4.3.3 Magnetization vs. Field
Above Blocking temperature

Fig. 4.3 shows the magnetization isotherms, above TB, for Cobalt implanted samples. M -H plots

for the pristine TiO2, at 2 and 300 K, are shown in the inset (of fig. 4.3(a)) for fields along H∥ and

H⊥ directions. At 300 K, the magnetization rises linearly as expected for a paramagnetic TiO2,

without attaining any saturation. A small (< 20 Oe) coercivity has also been observed. Moreover,

the magnetization is higher along H∥ (thanH⊥) indicating this to be the easy axis of magnetization

in the pristine rutile TiO2. Similar behavior is also observed at 2 K. The magnetization curve for

Sample A at 100 K along H⊥ is shown in fig. 4.3(a) and indicates some saturation- like behavior

near 1 T. This curve also displays a very small coercivity of 30 Oe. At this stage the cobalt concen-

tration in TiO2 lattice is small and consequently the Co induced magnetic moment is comparable

to the pristine.

The magnetization plots for samples B and C, at 300 K, are shown in fig. 4.3 for fields along

H∥ and H⊥ directions. Both the samples show higher magnetization when the field is along H⊥

(than H∥) indicating, surprisingly, this to be the easy axis of magnetization. Thus, though the

easy-axis in pristine is along H∥, it becomes H⊥ for samples B and C. This indicates a reversal

in the preferred direction of anisotropy. Moreover for both the samples B and C, the slope of

magnetization at low H, is much steeper for fields along H⊥ than H∥. As a result, the near-

saturation like behavior is attained faster (at field ∼ 0.2 T) in the former case than in the latter case

where saturation is achieved at fields around 1 T. Ideally for an SPM system, the M -H isotherms

should be reversible [3]. However both samples B and C, show a mild irreversible behavior. For

field along H⊥, small coercivities of nearly 60 and 90 Oe are observed for samples B and C.

Coercivities are smaller along H∥.

For an SPM system, a plot of M /MS vs. H/T (MS is saturation magnetization) should scale

into a single universal curve [6]. Here, no scaling has been observed for sample A. Samples B and

C also do not show any scaling for field along H∥. However for H⊥ field, interestingly, scaling

behavior is displayed (see fig. 4.3(d)). The scaled curves for sample B show that though the scaling

exists, there are some deviations. A possible reason can be the existence of long ranged antifer-
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romagnetic couplings due to the formation of Ti1−xCoxO2, that results in an effective molecular

field which hinders complete SPM-like behavior at this stage. For samples C a nearly perfect

scaling is observed indicating a good SPM character. Absence of scaling along H∥ can be due to

the anisotropic effects that restrict free rotation of magnetic moments of the nano-particles along

this direction. The ZFC-FC plots of fig. 4.2 and the magnetization results of fig. 4.3 show that

SPM -like behavior is observed only when field is applied along H⊥.

In a superparamagnet, there exists a distribution of magnetic moments due to the variations in

the particle size of the nanoclusters. Hence, the net magnetization is given as a weighed sum of

the Langevin function [31],

M(H,T ) =

∫ ∞

0

µL

(
µH

kBT

)
f(µ)dµ (4.2)

whereL(x) = coth(x)−1/x is the Langevin function, f (µ) is the distribution of magnetic moments,

given by a log-normal distribution [5],

f(µ) =
1√
2πµσ

exp

[
−
ln2( µ

µ0
)

2σ2

]
(4.3)

Here µ0 is the median of distribution and σ is the width of this distribution. The mean magnetic

moment µM = µ0exp(−σ2/2). Assuming all the nano-particles to be spherical, µ0= πMSD
3/6.

Here, D is the diameter of particles and MS(= 1.56 uB) is the saturation magnetization of bulk

cobalt. The above equation holds only when the SPM particles are isotropic in nature.

In many SPM systems, equation (4.2) has been shown to yield good results for magnetization

well above TB. The fittings for the magnetization curves, using this eqn. (4.2), have been shown

in fig. 4.3(b,c) for samples B and C when the fields is along H⊥, the easy axis of magnetization.

Fittings of the magnetization curves have been utilized to obtain average magnetic moment (µM ),

particle size (D) and standard deviation (σ) and are listed in Table 4.1. With increasing fluence

there is a systematic increase in the average magnetic moment as well as particle diameter. In

addition, the deviation σ also considerably increases from sample A to C. This is also observed in

the ZFC-FC plots, wherein sample A displays a sharper transition while sample C shows a broader

transition.
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Table 4.1: TB and parameters obtained by fitting M −H data to the Langevin function are listed
for field along H⊥ for samples A, B and C. TB for field along H∥ is also mentioned

Sample Fluence TB (K) TB (K) Particle σ Average moment
(ions/cm2) (H⊥) (H∥) Size (nm) µM (µB)

A 5×1016 30 8 2.50 0.3 1261.7
B 8×1016 65 40 3.97 0.64 4562.8
C 1×1017 150 70 4.43 1.25 6285.8

Below blocking temperature

The magnetization curves for the implanted samples below TB, at 2 K, are presented in fig. 4.4.

Inset shows the magnetization curves of sample A for both H⊥ and H∥. Small coercivity is ob-

served along both these fields. Magnetization curves observed for the pristine at 2 K are similar

to those of sample A. The coercivities are also small. Also as demonstrated by sample A (fig. 4.4

inset), the magnetization in pristine does not saturate even at high fields (2 T) but rather continues

to increase, indicating a paramagnet- like behavior.

Fig. 4.4 shows the hysteresis behavior of samples B and C along H∥ and H⊥. For samples B

and C, coercivities (HC) as large as 1500 and 1800 Oe, respectively, are observed for H⊥ field.

These coercive fields are nearly 3 times larger than those observed for Fe implanted TiO2 [32],

and also considerably larger than those for nano-Cobalt systems prepared by other methods [33].

However HC obtained by Akdogan etal . [23] for Co implanted TiO2 are considerably higher.

For both samples B and C, the magnetization (M − H) plots display a near saturation-like

behavior above 1 T (fig. 4.4). Moreover, the slope (dM/dH) here at 2 K is higher than that

observed above TB at 300 K (fig. 4.3(b,c)). A crossover in M between the two field directions

(indicated by arrows in fig. 4.4) is also observed at 2 K for both the samples. This suggests

an additional contribution to the magnetization at low temperatures and will be discussed below

in the section on anisotropic paramagnetism. For 1.5 T field, both samples B and C show a

near-saturation like behavior with MS ∼ 0.8 and 1.2 µB/Co atom, respectively. These values are

considerably lower than saturation magnetization (1.56 µB/Co atom) for bulk cobalt. Since the

presence of isolated Co-atoms or sub-nano few-atom Co clusters will effectively not contribute to

the magnetization, this observation suggests presence of some (substituted) Co atoms and small

132



-15000 -10000 -5000 0 5000 10000 15000

-1.0

-0.5

0.0

0.5

1.0

-20000 -10000 0 10000 20000

-1.50x10-4

0.00

1.50x10-4

5x1016

 H
 H||

M
 (

em
u)

H (Oe)

2K2K1x1017

 H
 H

||

8x1016

 H
 H

||

M
 (

B
/C

o 
)

H (Oe)

Figure 4.4: M -H curves of samples B and C obtained at 2 K for fields along H⊥ (red symbols)
and H∥ (black symbols). Arrows indicate cross-over. The inset shows M -H data for sample A at
2 K.

133



clusters in the TiO2 lattice, as also shown by XRD results. Nano-dimensional or bigger Co clusters

give rise to the observed magnetization and estimates here show that for samples A, B and C nearly

22, 43 and 67% cobalt atoms, respectively, form such clusters.

Starting from 2 K, the width of hysteresis loop decreases on increasing the temperature, in both

field directions for samples B and C. M −H loop for both the samples display trends like a hard

ferromagnet, similar to metallic Fe and Co. The hysteresis loop appears like a ”parallelogram”

for H⊥, indicative of the easy axis of magnetization, but narrow ”ribbon-like” for field along H∥,

similar to the hard axis.

4.4 Discussion

4.4.1 Anisotropy
Super-paramagnetic region

In the super-paramagnetic regime for T >> TB, effects of uniaxial anisotropy can be neglected

and magnetization can be completely described by eqn. (4.2). However as temperature reduces,

anisotropy starts to increase. Then the magnetization cannot be described in a simple analytical

manner as in eqn. (4.2). For a system of SPM clusters, each with random anisotropy direction, the

magnetization is obtained from the Hamiltonian, H = EB +Ean. Here, EB = −VMSHcos(α) is

the external magnetic field energy for magnetic field H applied in a direction which makes angles

λwith anisotropy-axis and αwith magnetization (geometry shown in fig. 4.5). MS is the saturation

magnetization and V is the volume of a nanocluster. The anisotropy energy, Ean = −KµV cos
2(θ),

depends only on the angle θ between the magnetization and the direction of anisotropy in the parti-

cle, Kµ is the anisotropy constant. Morup et al. [34] have obtained the z-component of magnetiza-

tion as an integral over θ and azimuthal angle ϕ, assuming the single nano-particle to have a fixed

volume. However in the present study, for a nanocluster with a size distribution of particles, the

earlier description has to be modified. The volume term now considers a log-normal distribution

of particle volumes, f(V ), instead of fixed volume for the cluster. Magnetization for a nanocluster

is then described as:
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M(H, λ) =

∫ ∞

0

MS < cos(θ) > f(V )dV (4.4)

The term <cos(θ)> is the expectation value of magnetization vector for all possible orientations

[34]. For a system of randomly oriented particles, M(λ) is integrated from 0 to π to account for

all possible directions of applied field. However, in the present study the magnetic moments of

the cobalt SPM clusters show preferred orientations along H⊥ and H∥ directions of TiO2 crystal.

Hence calculations have been undertaken by assuming λ = 0 along the easy axis (i.e. H⊥) and λ =

π/2 along the hard axis (i.e. H∥).

Magnetization curves along λ = 0o (H⊥) and λ = 90o (H∥) calculated using eq.(4.4) are pre-

sented in fig. 4.5. The behavior of these magnetization curves is very similar and compare very

well with the experimental curves presented in fig. 4.4. These results systematically show that

the anisotropy directions of the clusters, in the present system, are not entirely random and are

effectively along H⊥ and H∥. The anisotropy, Kµ, has been estimated, using the values of average

volume and saturation magnetization, to be 5x106J/m3 which is similar to the anisotropy observed

in bulk cobalt [35].
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Blocked region

Bulk cobalt has a uniaxial anisotropy along the hexagonal c direction which corresponds to the easy

axis [13]. The M −H plots of samples B and C (fig. 4.4) suggest that the c axis of the individual

cobalt clusters should lie in the (11̄0) plane of TiO2 crystal. Similar oriented metallic clusters

have also been observed in Fe implanted TiO2 where <11̄0> direction (H⊥) of TiO2 is the easy

axis [32]. The anisotropy of the system is given by Kµ = MSHK/2, where HK is the anisotropy

field [32]. From M − H plots along the easy and hard axis (fig. 4.4), anisotropy constants have

been determined here for samples B and C at 2 K. In both the samples, the saturation along the hard

axis (H∥) is attained at HK ∼ 1.2 T, suggesting anisotropy constant of 2.5 × 105 Joule/m3 and

5.39 × 105 Joule/m3 for samples B and C. These values are smaller than the anisotropy constant

of 7.5 × 105 Joule/m3 observed for the bulk cobalt at 5 K [7]. This is due to the presence of some

isolated (substituted) atoms and sub-nano clusters in the TiO2 lattice which also led to (fig. 4.4)

lower saturation magnetization for samples B and C, compared to bulk Cobalt.

In switching of the easy axis, from being along H∥ (<001>) prior to implantation to H⊥

(<11̄0>) after implantation, it is assumed that the anisotropy of Co spins occupying Ti sites play

a significant role. To verify this, first principle calculations have been carried out to determine the

magneto-crystalline anisotropy energy of Ti1−xCoxO2 using VASP [36]. The calculations were

performed for three spin directions of Co spin: along H∥, along H⊥ and along <110>. The

net magnetic moment ∼0.7 µB obtained here is lower than 1 µB expected for the S=1/2 system,

suggesting an itinerant character. Among the three spin configurations, the system has the lowest

energy when spin is along H⊥, while energy is highest along H∥ direction. This is in agreement

with the experimental results observed here. The difference in energy, in these two directions, is

approximately -0.5 meV/Co i.e. nearly ∼5 K. These results indicate that the magnetocrystalline

anisotropy of Co in Ti1−xCoxO2 determines the easy and hard axis and leads to highly anisotropic

super-paramagnetism in TiO2.
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Anisotropic paramagnetism

In addition to the anisotropic effects of super-paramagnetic Co clusters, an additional anisotropy

from paramagnetic Co ions has also been observed here. In the magnetization isotherms of samples

B and C above TB (fig. 4.3), magnetization is observed to be nearly constant for fields higher than

1 T, especially for field along H⊥. However in the blocked region, at 2 K, an increase in dM/dH

for samples B and C is observed (see fig. 4.4). This is in contrast to the usual SPM systems where

M remains almost constant with increasing H. A possible reason for this could be the presence

of uncompensated paramagnetic Co spins. In addition, a cross over in magnetization between the

two field directions (shown by arrow in fig. 4.4) is also observed. The cobalt that occupies Ti sites

in TiO2 lattice should be in a 4+ state corresponding to the S=1/2 system, as also observed in the

first principles calculations carried out here. In S=1/2 system, the single ion anisotropy does not

affect the magnetic behavior. The unusual cross-over behavior can be explained qualitatively by

considering the presence of Co2+ ions, i.e. S=3/2 system. The crossover observed here then arises

due to presence of the single ion anisotropy of this 3/2 spin state. Origin of Co2+ is via formation

of CoTiO3 nanoclusters whose presence in sample C has been observed by XRD (fig. 4.1). In

addition, Co2+ also exists as Ti2O3. XPS studies, discussed in chater 3, have shown that along

with Ti4+ state, a small percentage of Ti3+ also develops for samples B and C and increases with

fluence [27]. Still, the main source of Co2+ spins here is CoTiO3 and though it has been observed

only for sample C, it is likely that smaller amounts will be present in sample B also.

Similar paramagnetic anisotropy has been observed in the magnetization of Co:ZnO thin films

[37]. Ney et al. [37,39] have discussed the magnetization in terms of an effective spin Hamiltonian

with an anisotropy along the crystallographic c axis (referred as z axis) of Zn1−xCoxO films. Here,

effective spin Hamiltonian has been applied to understand the anisotropic paramagnetic behavior

observed in fig. 4.4. Remarkably, no crossover was observed when anisotropy was along ẑ axis

(i.e. along H∥: <001>), rather it was observed when x̂ direction (along H⊥: <11̄0>) of the spin

was considered to be the axis of single ion anisotropy (geometry of present system is shown in

fig. 4.5). Hence, a modified S = 3/2 spin Hamiltonian was used here and is discussed below:
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Ĥspin = µBg∥HzSz + µBg⊥(HxSx +HySy) +QS2
x, (4.5)

Here the magnetic state is characterized by two g factors, g∥ (2.238) and g⊥ (2.276), and the

zero field splitting constant Q. In the above equation, Q corresponds to single ion anisotropy of

S=3/2 system, due to Co2+, along the x̂ direction. Spin Hamiltonian has been applied to calculate

the energy levels of the S = 3/2 system |MS >= | − 3/2 > · · · | + 3/2 > by using the matrix

< MS|Ĥspin|MS > for H ∥ ẑ (H ∥ H∥) and H ∥ x̂ (H ∥ H⊥). Diagonalization of the matrix

provide four eigenvalues along each direction. These energy values Ei,a ( i : MS values and

a = H||ẑ, x̂) were used to calculate the magnetization M = (∂F/∂T )H of the magnetic free

energy F = −kBT ln(Zi,a) using the partition function Zi,a =
∑

i e
−Ei,a/kBT .

Fig. 4.6 shows the M −H curves calculated at T= 2 K using the spin Hamiltonian for varying

strengths of Q. The strength of zero-field splitting Q was varied from 0 K to 4 K and its role on the

anisotropy of theM−H curves was investigated. ForQ = 0 K the M−H curves calculated for H

∥ H∥ and H ∥ H⊥ show no cross-over. The shape of M −H curves for H ∥ H∥ do not show much

change upon increasing Q. On the other hand, the M − H curves for H ∥ H⊥ show a decreasing

slope with increasing Q. This becomes responsible for an increase in anisotropy, and a cross-over

(marked by the arrow) is seen for Q = 4 K. This plot calculated at T = 2 K can be compared with

the experimental data presented in fig. 4.4 and displays a remarkably similar anisotropic behavior.

Moreover, interestingly the effective Hamiltonian calculations for S = 3/2 system of Co in TiO2

here show that the anisotropy is observed when x̂ (H⊥) direction of the spin is considered to be the

axis of single ion anisotropy, unlike the ẑ (H∥) direction in Co:ZnO system [37].

Dipole and inter-particle exchange interactions

According to Neel-Brown prediction, the super-paramagnetic relaxation time for an assembly of

non-interacting particles is given as:

τ = τ0exp

(
U

kBT

)
(4.6)

where τ0 is a characteristic time of the system which gives a microscopic limiting relaxation time
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(usually τ0 ∼ 10−9 sec). kB is the Boltzmann constant and U is the potential barrier due to

anisotropy. The typical measurement time τm is 1-100 sec for DC measurements and is inverse

of the measurement frequency for the AC measurements, providing ln
(

τm
τ0

)
∼ 25 and U =

25kBTB. U separates the two local minima of the magnetization energy states. Below the blocking

temperature TB of the order of U
25kB

the fluctuations between the two states become long enough

to be observable on a laboratory scale. The energy barrier in the presence of a DC magnetic field

is give by :

U = U0

(
1− H

HK

)2

(4.7)

Shengqiang where U0(= Kµ < V >) is the energy barrier at zero field where Kµ is the uniaxial

anisotropy constant, < V > is the average particle volume, HK(= 2Kµ/MS) is the anisotropy

field at zero temperature [38] and MS is the saturation magnetization of the particle. Note that

energy barrier U is proportional to < V >. The temperature dependent coercivity HC(T ) for a

system of randomly oriented and non interacting particles displays a behavior like [5]:

HC(T ) = HK

1−

kBT ln
(

τm
τ0

)
U0

1/2
 . (4.8)

Here U0 = Kµ < V > and the Blocking temperature at zero field T 0
B = Kµ<V >

kB ln(τm/τ0)
. Then [5]

HC(T ) = HK

(
1−

(
T

T 0
B

)1/2
)
. (4.9)

In the blocked region of a super-paramagnet, in addition to coercivity HC , the parameter of

importance is the reduced remanence (mR = MR/MS). For a system of non-interacting particles

with random anisotropy axes, the reduced remanence should be ∼0.5. The values of MR and HC

are much smaller for field along H∥ axis (fig. 4.4), since it corresponds to the hard axis of the

clusters. Hence in this section field along H⊥ direction is discussed. With increase in fluence the

reduced remanence increases along with the coercive field. At 2 K, sample A shows the lowest

mR of 0.2, while samples B and C show values of 0.47 and 0.55, respectively, for field along
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the H⊥ direction. The highly reduced remanence in sample A indicates a dominating presence of

antiferromagnetic interactions [40] in the system.

Fig. 4.7 plots HC values (eqn. 4.8) as a function of the reduced temperature kBT/Ku < V >,

for samples B and C for the field along the H⊥ direction. Here < V > corresponds to the average

volume and has been evaluated using the size(D) of the clusters as mentioned in table 4.1. In order

to directly observe the linear relation, inset of fig. 4.7 also displays a plot (eqn. 4.9) of HC against

T 1/2 for samples B and C. For sample B, a linear relation has been observed up to T ∼ 50 K.

However above this temperature, deviations occur as T approaches TB (=65 K). In sample C also,

HC shows deviations beyond ∼ 50 K, a temperature which is much lower than its TB (=150 K).

Also, the extrapolation of HC(T ) to 0 yields values of TB ∼ 64 K and 100 K for samples B and

C, respectively, which are lower than the observed blocking temperatures. The deviations from

linearity imply that some inter-particle interactions in Cobalt clusters are playing an important role.

In SPM system, nearest neighbor exchange-interactions as well as long ranged dipolar interactions

between nanoparticles are possible and will be explored below.

Using Monte-Carlo (MC) simulations, Kechrakos and Trohidou etal. [41,42] have investigated

the role of inter-particle dipole and exchange interactions in determining the coercivity and rema-

nence of the magnetization, in the blocked region, for a system of SPM nano-particles with random

uniaxial anisotropic directions. The variations inmR andHC have been studied as a function of in-

creasing volume fraction of the magnetic nano-particles. That analysis indicates [41, 42] presence

of a competition between the dipolar interaction strength, magnetic anisotropy and inter-particle

exchange interactions. Further, a large exchange interaction would increase the reduced remanence

and coercivity, with increasing concentration, resulting in a complete ferromagnetic alignment of

the spins. Similar results have been observed in the present study and are presented in fig. 4.7,

where HC(T ) has been shown to increase with fluence, i.e. is higher for sample C than sample B

at all temperatures. This indicates that the inter-particle exchange interactions are crucial here. The

itinerant nature of the Co occupying Ti sites, can produce this carrier mediated exchange interac-

tion between the clusters. Thus in the present study, a large inter-particle ferromagnetic exchange

interactions, in addition to the anisotropy energy of the individual particles is present.
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Presence of some competing dipolar- interactions has also been observed via ZFC-FC curves.

The blocking temperatures can be calculated via eqn. (4.7) for hard axis (H ∥) and also easy

axis (H⊥) by replacing the -ive sign with a +ive sign in this equation [43]. Thus, the barrier

energy is higher when field is along H⊥ and smaller when the field is along H∥ of the super-

paramagnetic particle. Accordingly, TB is higher along the easy axis H⊥ and smaller along the

hard axis. Assuming an anisotropic field HK∼10000 Oe, the difference in TB does not exceed

10 K between H⊥ and H∥ directions. However in table 4.1, differences as large as 25 K and 80 K

for sample B and C, respectively, are observed. The MC results have shown that large increase

in TB with increasing particle sizes indicates inter-particle dipolar interactions [41, 42]. Hence,

in the present study Cobalt nanoparticles are undergoing ferromagnetic exchange -interactions as

well as dipolar interactions. These interaction play important role in the unblocking of the SPM

nano-particles.

4.5 Conclusion

Present study investigates the magnetic properties of single crystals of rutile TiO2 after they are

implanted with Co ions. ZFC- FC curves show presence of super-paramagnetic character above

TB. This SPM behavior, seen due to the development of Cobalt nano-clusters in the host lattice, is

surprisingly anisotropic along the crystallographic directions of the crystal. With this anisotropy,

SPM behavior is observed only along the <11̄0> (H⊥) direction which behaves as an easy-axis of

magnetization, and not along <001> (H∥). Analysis with Langevin function -fitting considers a

lognormal distribution of cluster sizes and yields a systematic increase in magnetic moment as well

as particle volume with fluence, above TB. For sample C, a linear behavior in inverse susceptibility,

higher TB and a goodM/MS vs. H/T scaling is observed only when field is in H⊥ direction. Such

anisotropy is very unexpected and shows that though along this H⊥ direction magnetic moments

are easily rotatable, above TB, this is not the case along H∥ direction where a considerable fraction

of spins are blocked. Below TB at T = 2 K, M − H curves show a wide hysteresis loop for field

along H⊥ suggesting a highly oriented nature of the clusters. The Co nanoclusters possess an easy

and hard axis of magnetization coupled with the magnetocrystalline anisotropy of the Ti1−xCoxO2.
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In addition at T=2 K, surprisingly a crossover in the magnetization for two field directions in

sample B and C is observed. The origin of this crossover is the anisotropic paramagnetism arising

from the 2+ ionic state of Cobalt in a S = 3/2 system. Role of dipole- interactions and inter-cluster

exchange interactions have also been discussed.
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Cond Mat 16 L443 (2004).

[25] S. R. Shinde, S. B. Ogale, J. S. Higgins, H. Zheng, A. J. Millis, V. N. Kulkarni, R. Ramesh,

R. L. Greene, and T. Venkatesan Phys. Rev. Lett. 92, 16601 (2004).

[26] J. F. Ziegler, M. D. Ziegler, J. P. Biersack, Nucl. Inst. Meth. B 268, 1818 (2010).

[27] Shalik Ram Joshi, B. Padmanabhan, Anupama Chanda, V. K. Malik, N. C. Mishra, D. Kan-

jilal and Shikha Varma Appl. Phys. A 122, 713 (2016).

[28] E. Newnham, J. H. Fang and P. P. Santoro Acta Cryst. 17, 240 (1964).

[29] M. S. Park, S. K. Kwoo, and B. J. Min Phys. Rev. B 65, 161201(R) (2002).

[30] L. A. Errico, M. Renteria, and M. Weissmann Phys. Rev. B 72, 184425 (2005).

[31] R. W. Chantrell, J. Popplewell and S. W. Charles IEEE Trans.on Magn. Vol. Mag-14, 5, 975

(1978).

[32] Shengqiang Zhou, G. Talut, K. Potzger, A. Shalimov, J. Grenzer, W. Skorupa, M. Helm, J.

Fassbender, E. imr, S. A. Zvyagin, and J. Wosnitza. J. Appl. Phys 102, 083907 (2008).

[33] Hongmei Luo, Donghai Wang, Jibao He and Yunfeng Lu J. Phys. Chem. B 109, 1919 (2005).

[34] M. Hanson, C. Johansson and S. Morup J. Phys. Cond. Mat 5, 725 (1993).

[35] G. H. O. Daalderop, P. J. Kelly, and M. F. H. Schuurmans Phys. Rev. B 41, 11919 (1990).

[36] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999). J. Phys : Conference Series 568,

042022 (2014).

147



[37] A. Ney, T. Kammermeier, K. Ollefs, S. Ye, V. Ney, T. C. Kaspar, S. A. Chambers, F. Wilhelm

and A. Rogalev Phys. Rev. B 81, 054420 (2010).

[38] R. M. Bozorth, Ferromagnetism Van Nostrand, Princeton, NJ, Chap. 18, p. 831 (1956).

[39] A. Ney, K. Ollefs, S. Ye, T. Kammermeier, V. Ney, T. C. Kaspar, S. A. Chambers, F. Wilhelm,

and A. Rogalev, Phys. Rev. Lett.100, 157201, (2008).

[40] Weili Luo, Sidney R. Nagel, T. F. Rosenbaum and R. E. Rosensweig 67, 2721 (1991).

[41] D. Kechrakos, K.N. Trohidou, Phys. Rev. B 58, 18, (1998).

[42] D. Kechrakos, K.N. Trohidou, J. Magn. Magn. Mat. 262 107 (2003).

[43] Masatsugu Suzuki, Sharbani I. Fullem, Itsuko S. Suzuki J. Magn. Magn. Mat. 322 3178

(2010).

148



Chapter 5

Damage Studies of Cobalt Implanted Rutile
TiO2 (110) lattice via RBS/C

5.1 Introduction :

Titanium dioxide (TiO2) is considered an advanced research material in many applications due

to its several fascinating characteristics in fields of photo-catalysis, solar cells, gas sensors, and

electrical devices [1–5]. It is a wide band gap semiconductor and displays numerous intriguing

aspects through nanoscale designing, band gap engineering, inclusion of dopants and control on

point defects. This has stimulated overwhelming activity in many areas including photovoltaics and

photocatalysis [6]. Incorporation of magnetic dopants in TiO2 also reveal many fascinating results

encompassing DMS and ferromagnetism [7]. Dopant inclusion, for modulation of characteristics,

can proceed via several routes like dye sensitization, synthesis as thin films, formation of nano

crystals, incorporation of dopants by chemical methods, etc [4, 8].

Present thesis (chapters 3 and 4) discusses many aspects of surface and bulk modifications,

nanostructure formation, phase formations, generation of vacancy states as well as modifications

in photo-response and development of anisotropic super-paramagnetism in TiO2 after inclusion

of Cobalt atoms in the TiO2 lattice upon 200 keV ion implantation. Ion implantation is a well

established technique which is extensively used to design hetro-structures with controlled selective

area doping [9]. Implantation can also generate point defects and lattice modifications that will

alter the material properties. These have variety of implications, beneficial as well as detrimental
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to the host lattice. Vacancies, point defects and end-of range (EOR) defects for example can

control the lifetime of free electron, contribute to the nucleation of nanocrystals, influence phase

formation, regulate diffusion as well as lead to accumulation of damage. Annihilation of defects,

via recombination, and their agglomeration into energetically stable defect complexes etc. can

modify the disorder. Radiation damage develops via concerted effect of displacements of lattice

atoms as well as excitations and ionization of target atoms [10]. Understanding the development,

distribution and role of defects and damage in the lattice is crucial for describing the observed

properties and it can be critical in many applications.

Rutherford back-scattering spectrometry/Channeling (RBS/C) has proved to be a very suc-

cessful technique for investigating radiation induced defects as well as damage in single crystals.

Channeling of the incident ions, within the crystal, reveal information about the defects and their

distribution. Lattice imperfections and damage profile can be evaluated from the ion- channeled

spectrum by applying the multiple scattering formalism [17].

In this chapter, the techniques of RBS/C and GIXRD have been utilized to study the radiation

damage and structural modifications that occur in TiO2(110) single crystals after they are implanted

with various fluences of 200 keV Cobalt ions. The total accumulated damage demonstrates many

complex behaviors. At low fluences a buried amorphous layer is observed. This, however sur-

prisingly, recovers through ion induced dynamic activation at higher fluences. Hence, an overall

lowering of net accumulated damage with fluence is observed. However, the profiles are complex

where a cross-over at 50 nm is observed such that the damage is highest at surface and lowest in

deep layer at 1×1017 ions/cm2, but reverse scenario with lowest surface damage and highest dam-

age in deep occurs for 1×1016 ions/cm2. In addition to this cross-over, a valley in the profile is also

observed reflecting an intricate damage distribution. The Co-Ti-O phase formation and the strain

in the lattice, as presented by GIXRD results, can also be responsible for the damage recovery

observed here. Monte Carlo (MC) simulations via SRIM 2013 have also been utilized to obtain

the damage distributions in TiO2. MC simulations underestimate the damage in the surface as well

as in deep regions. Damage is also observed to extend far deeper than expected by simulations.
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5.2 Experimental :

Commercially available single crystal rutile TiO2 (110) were implanted at room temperature (RT)

with a scanned beam of 200 keV Cobalt ions. To avoid channeling effects the sample was tilted

by 7o off normal to the incident beam. The flux of the ion source was 1.6×1013 ions/cm2.sec.

The implantation fluence was varied from 1×1016 to 1×1017 ions/cm2. A secondary electron

suppression system was used for precise fluence control. The residual pressure in a target chamber

during the experiment was 2×10−6 mbar. The projected range (Rp) and the longitudinal straggling

for cobalt ions in TiO2 lattice was estimated to be 98 nm and 10 nm, respectively, using SRIM

code [12].

After implantation, the sample was taken out of the implantation chamber and loaded in the

RBS/C analysis chamber. RBS/C measurements were carried out using 2 MeV He+ ions from

1.7MV 5SDH-2 Pelletron Accelerator at IUAC. The beam divergence was less than 0.02◦ and the

spot diameter was 1mm. The chamber pressure was 1×10−6 Torr. The samples were mounted on

a four axis goniometer. Backscattering spectra from random and channeling orientations were ob-

tained for all the samples. With a beam current of 10 nA, the charge of 20 µC was collected during

each measurement. The scattering angle was kept at 165◦ (laboratory coordinates). The resolution

of the silicon surface barrier detector was 30 keV. The energy calibration (0.988keV/channel) of

the 2K channel analyzer was achieved using a standard unimplanted silicon specimen with a very

thin gold film on the surface.

5.3 Results and Discussion :

Fig. 5.1 (inset) shows a RBS spectrum of the pristine (un-implanted) TiO2(110) crystal. The edges

from the Ti and O sub-lattices can be seen in the RBS and are marked in the inset. Fig. 5.1 also

shows the random spectra of the 200 keV Cobalt implanted TiO2 samples. The development of an

edge near channel no. 1400, with increasing Co fluence, is due to the incorporation of cobalt in the

lattice. At the the highest fluence of 1×1017 ions/cm2, a well developed Cobalt peak is visible at

Rp ∼ 98 nm below the surface as also expected from SRIM simulations.
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Figure 5.1: 2.0 MeV He+ Random RBS spectra of pristine (inset) and Co implanted TiO2 at
various fluences. Spectra have been vertically shifted. Depth scale is also shown. Dashed lines are
the simulated RBS profiles obtained by SIMNRA.
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The dashed lines on the spectra in fig. 5.1 denote the RBS profiles obtained via SIMNRA

[13] simulations. In these simulations implanted cobalt ions were considered to have a uniform

distribution. The stopping powers of the analyzing He beam from SRIM-code and the detector

resolution were also taken into account. The simulations considered four layers where layer 1 is

the surface layer of TiO2 that does not contain any cobalt ions, layer 2 is just below layer 1 and

contains a low concentration of implanted ions, layer 3 is the region containing the highest cobalt

ions concentration and is located just below layer 2, layer 4 is lowest region (below layer 3) which

is stoichiometric bulk TiO2. The results of the simulations, with the thickness of each layer as well

as the concentrations of Ti, O and Cobalt in each layer are presented in table 5.1 and table 5.2.

For the pristine as well at 1×1016 ions/cm2, layer 1 is stoichiometric TiO2 (table 5.2). At higher

fluences some oxygen deficiency is observed. This can be due to the preferential sputtering of oxy-

gen atoms from the surface during irradiation. Furthermore, the thickness of this layer decreases

with fluence, with it being about 120 nm at 1×1016 ions/cm2 but only 30 nm at 1×1017 ions/cm2

(table 5.1). Thus, the thickness of the surface layer containing no cobalt atoms decreases, as ex-

pected, as the cobalt fluence is increased. Layer 2 contains small (1-7%) cobalt concentration

and its thickness is 45 nm at 1×1016 ions/cm2 but 120 nm at other fluences. Layer 3 consists of

higher concentration (5-18%) of cobalt ions and its thickness increases with fluence, being 15 nm

at 1×1016 ions/cm2 and 270 nm at 1×1017 ions/cm2. Layer 2 and layer 3, together, indicate oxy-

gen deficient lattice at all fluences. This suggests that the oxygen vacancy states are created on

the surface as well as in the bulk during Cobalt implantation. Layer 4 is the bulk layer with fully

stoichiometric TiO2. Depth distribution of cobalt concentration, as obtained from the SIMNRA

simulations (table 5.1 and table 5.2), is also shown in fig. 5.2 for all the fluences.

Table 5.1: Thickness of all layers as obtained from SIMNRA simulations
Fluence (ions/cm2) Layer1 Layer2 Layer3 Layer4

Pristine —- — — 3000 nm
1× 1016 120 nm 45 nm 15 nm 3000 nm
3× 1016 75 nm 120 nm 30 nm 3000 nm
5× 1016 60 nm 120 nm 60 nm 3000 nm
8× 1016 30 nm 120 nm 210 nm 3000 nm
1× 1017 30 nm 120nm 270nm 3000 nm
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Figure 5.2: Depth distribution of cobalt concentration as obtained from SIMNRA simulations at
all the fluences.

Fig. 5.3 shows the (110)-aligned RBS spectra of the Co implanted TiO2 samples. In order to

clearly understand each individual profile and its features, aligned spectra with their corresponding

random RBS (from fig. 5.1) are shown separately for pristine and implanted samples in fig. 5.4 and

fig. 5.5. The random and channeling spectra from the pristine sample are shown in fig. 5.4. A χmin

of 0.028 is observed just below the surface peak suggesting a good crystalline quality of the TiO2

sample. For the cobalt implanted samples, channeling data (in fig. 5.5) indicates incorporation of

disorder in the lattice. After the fluence of 1×1016 ions/cm2 (fig. 5.5(a)), aligned spectrum displays
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Table 5.2: Concentrations of elements (Ti, O, Co) in the layers as obtained from SIMNRA simu-
lations

Fluence(ions/cm2) Layer1 Layer2 Layer3 Layer4
Ti O Co Ti O Co Ti O Co Ti O Co

Pristine 0.33 0.67 0.00
1×1016 0.33 0.67 0.0 0.35 0.64 0.01 0.4 0.55 0.05 0.33 0.67 0.00
3×1016 0.40 0.60 0.0 0.40 0.59 0.01 0.3 0.60 0.10 0.33 0.67 0.00
5×1016 0.40 0.60 0.0 0.42 0.55 0.03 0.3 0.60 0.12 0.33 0.67 0.00
8×1016 0.33 0.67 0.0 0.40 0.55 0.05 0.31 0.55 0.14 0.33 0.67 0.00
1×1017 0.42 0.58 0.0 0.40 0.53 0.07 0.32 0.5 0.18 0.33 0.67 0.00

appearance of two broad features P1 and P2 at 130 and 250 nm, respectively, below the surface.

Former is associated with the presence of Cobalt in the lattice whereas the later corresponds to the

development of the damage in the lattice. As shown by simulation results (table 5.1), the region of

P2 does not have cobalt impurity, since the cobalt is only present up to 180 nm below the surface

(layer 3) at this stage. With the channeling yield around P2 being nearly similar to the random

RBS (fig. 5.5(a)), the lattice appears to be amorphised in this zone. Beyond P2 some improvement

in the lattice crystallinity is observed.

Features P1 and P2 are also observed at higher fluences in fig. 5.5 and appear around 130± 10

and 265 ± 50 nm at all the fluences. Though feature P1 is observed to become sharper and

higher with increasing Cobalt ion concentration, P2 displays some interesting behavior. After

3×1016 ions/cm2 a larger lowering in the channeling yield beyond P2 (fig. 5.5(b)), compared to

in fig. 5.5(a) indicates a scenario of ion induced damage recovery. This improvement in radia-

tion induced damage is surprising and will be discussed later. One notices (table 5.1 and 5.2) that

with layer 3 extending 225 nm below the surface at 3×1016 ions/cm2, the region around P2 will

now contain some cobalt ions. For higher fluences, concentration of cobalt in this region further

increases (table 5.1 and 5.2). The channeling yield in P2 region as well as beyond P2, however, de-

creases with increasing fluence as seen in fig. 5.3 (and fig. 5.5). This in turn reflects the attenuation

of disorder in the lattice with fluence. Ion induced reduction in damage here suggests an influence

of dynamic activation processes. This is a surprising result as such processes are usually coupled
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Figure 5.3: Channeled spectra of Co implanted TiO2 at various fluences. Random RBS and chan-
neled spectra from pristine are also shown in same depth scale.
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Figure 5.4: Random and channeled spectra for pristine sample

with thermal activity. As discussed below, the dynamic annealing processes are playing a distinct

role in the damage recovery of the TiO2 lattice investigated here.

Damage production in oxides is complicated as it can be produced via many processes like nu-

clear, electronic, photochemical as well as preferential sputtering of oxygen atoms with the devel-

opment of a non-stoichiometric lattice. Damage accumulation and transition into the amorphous

phase depends on the ion species, temperature and dose [14]. The recovery of damage is also

a complex process in oxides exhibiting various stages and processes which might be thermally

or dynamically activated. Latter processes involving recombination of point defects, including

oxygen/di-vacancy annihilation, enhanced dynamically during irradiation by electronic excitation

or nuclear transfer below the displacement threshold pose many intricacies to the understanding
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of damage annihilation [15]. For example, two recovery stages during thermal annealing of amor-

phous TiO2 can be lowered by about 200 K due to the radiation induced annealing [16]. Low

temperature (77 K) implantation of 260 keV Hg implantation in TiO2(100) also shows various

recovery stages, upon annealing to 293 K, which are induced by dynamical processes [15].

The multiple scattering formalism discussed by Feldman and Rodgers [17] has been utilized

to obtain the damage profiles from the RBS/C spectra of fig. 5.4 and fig. 5.5. The stopping power

ratio (α) of the incident He ions in the channeling direction compared to the random direction

has been considered to be 0.7 [18]. With appropriate corrections to the Scattering cross-sections,

the disorder-depth profiles for cobalt implanted TiO2(110) have been obtained and are shown in
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fig. 5.6. The density of the displaced atoms Nd, normalized wrt. the density of the host atoms

(N), are shown as a function of depth at all the fluences. It is observed that in TiO2, the damage

accumulates both at the surface and in bulk upon cobalt implantation. The damage profile after

3×1016 ions/cm2 cobalt implantation displays three prominent features: A at the surface, B near

the depth of 160 nm, and C near 220 nm (fig. 5.6). MC simulations, performed using SRIM-2013

for 200 keV Co ion implantation in TiO2, provide the mean-projected range (Rp) for cobalt ions to

be 98 nm and the simulated damage profile shows the depth of maximum nuclear energy loss (Rpd)

at 50 nm (see fig. 5.6). The disorder-profile for 3×1016 ions/cm2 is distinctly different than the
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simulated curve. It is remarkably flatter than the simulation and considerably deeper than Rpd or

Rp. With surface showing some excess defects, the top ∼ 250 nm of the TiO2 appears amorphised.

Interestingly with increasing fluence the damage-profiles also become very different; the disorder

on the surface (featureA) increases, but surprisingly the damage in featureB decreases and feature

C saturates. There are two more noticeable features of these profiles. One is the presence of valley

like structure at Rp which becomes deeper with fluence. Another is the cross-over in disorder at

50 nm. For example it is noticed that compared to other fluences, for 1×1017 ions/cm2 though the

disorder in the surface 0-50 nm (SR) region is the highest, in the deeper (DR) 50-300 nm region

it is lowest (table 5.3). Furthermore for decreasing fluences, the disorder in the SR reduces but

it systematically enhances in DR (table 5.3), leading to a distinct cross-over at 50 nm. Room

temperature Cobalt implantation of TiO2, thus leads to a very complicated damage accumulation

profile. Such complex behavior may be related to the high ionic character of chemical bonds

as observed in some oxides [19]. The total number of displacements have been calculated by

integrating the density of defects over various depths and are given in table 5.3. As displayed by

fig. 5.6, SRIM simulation under-estimates the disorder at the surface as well as in the deeper layers.

Table 5.3: Total displacements in various regions
Fluence (ions/cm2) SR DR Total

0-50 nm 50-300 nm 0-300 nm
(1017/cm2) (1017/cm2) (1017/cm2)

3× 1016 1.28 8.27 9.54
5× 1016 1.46 6.48 7.94
8× 1016 1.60 6.25 7.85
1× 1017 1.81 5.93 7.74

SR region is expected to contain mostly isolated point defects. This is also confirmed by XPS

studies, discussed in chapter 3, that demonstrate the generation of of oxygen vacancies (Ti3+)

upon ion irradiation. In addition to the vacancies, irradiation also produces nanostructures [20,21]

and enhanced roughness on the sputtered surfaces (chapters 3, and 6). Together, they become

responsible for the enhanced disorder observed on the surface at high fluences. As presented by

(TRIM and SRIM) simulations, SR becomes the sink of vacancies (shown by Rpd) whereas excess
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interstitials will be expected towards bulk (near Rp) [22]. The damage profiles, as presented here

show that MC simulations cannot describe the observed behavior completely. High concentration

of vacancies below Rpd, and creation of defects up to 300 nm below the surface cannot be explained

by simulations. Damage observed in regions B and C here, may be caused by presence of Cobalt

ions (suggested by table 5.1 and table 5.2) and Ti interstitials. Further, the dynamical annealing

processes, as discussed above, can also promote the development of the Co-Ti-O phase, cobalt

nano-clusters as well as some End-of-Range (EOR) defects in these regions [23]. Presence of phase

formation and nano-clusters upon irradiation has been observed in chapter 3 through XRD and

Raman investigation. GIXRD results in fig. 5.7 also indicate the generation phase transition. With

A being vacancy rich region, and excess interstitials mostly located in B and C, recombination

processes are active in the intermediate (100-150 nm) regions. This is responsible for the lower

damage in this region at high fluences. Moreover, phase formations can also produce enhanced

point defects, at high fluences, which may diffuse and control the fluence dependent lowering of

disorder in this region. Strain, as seen in fig. 5.7, can also influence the activation energy of damage

recovery [24].

The structural modifications in cobalt implanted rutile TiO2(110) single crystals have also been

investigated by GIXRD studies. Fig. 5.7 displays high resolution GIXRD spectra from a depth of

about 200 nm by keeping the incident angle at 0.8◦, w.r.t. the sample surface, during experiment.

Pristine sample displays a distinct crystalline feature from TiO2 (111) plane at 41.6◦. After 1×1016

ions/cm2 cobalt implantation, this feature is weak and slightly shifted towards higher angles (41.8◦)

indicating a generation of compressive stress in the lattice. Presence of oxygen vacancies and

cobalt atoms in TiO2 lattice can generate stress in the lattice [25]. The residual stress due to cobalt

implantation have been calculated as [26]:

σ = −E
ν

(
ds − d0
d0

)
(5.1)

where, E, ν, ds, d0, are the young’s modulus , Poission’s ratio, and interplanar spacing for im-

planted and pristine surface, respectively. The value for E and ν are respectively 230 GPA and

0.27 for rutile TiO2 [26]. For 1× 1016 ions/cm2, the residual stress is of compressive nature and is
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estimated to be -3.9 GPA. At 3× 1016 ions/cm2 also, an increase in angle (41.75◦) compared to the

pristine causes a compressive stress of -2.9 GPA in the lattice. Surprisingly however, for 5× 1016

ions/cm2 and higher fluences, the (111) feature appears at lower angles (41.5◦) than pristine indi-

cating development of tensile stress of about 5.92 GPA in the lattice. Hence, there is a transition in

the nature of stress which is of compressive type at lower fluences becoming tensile like at larger

fluences. Such transitions will be expected to be accompanied by phase formation [25]. In the

present thesis, the development of Co-Ti-O type phases have been observed at 5×1016 ions/cm2 in

chapters 3. This phase formation may be responsible for the observed transitions. However, pres-

ence of new phases in GIXRD were only observed at higher fluences 8×1016 and 1×1017 ions/cm2.

This may be due to the presence of only small clusters, of new phase, at lower fluences. The vari-

ation in FWHM have also been investigated as a function of ion fluence. At 1× 1016 ions/cm2 the

feature is very broad and weak. This demonstrates formation of a nearly amorphised lattice at this

fluence and support the observed RBS/C results (fig. 5.5). At 3 × 1016 ions/cm2 also the feature

is very broad indicating a large inherent disorder, however at larger fluences the feature become

narrower suggesting improvement in crystallinity. These results are similar to the trends observed

in the damage profiles of fig. 5.6 where an improvement in lattice disorder is observed at higher

fluences.

5.4 Conclusion

RBS/C and GIXRD techniques have been utilized to characterize the radiation damage and struc-

tural modifications in TiO2 lattice that are produced after 200 keV cobalt implantation. Multiple

scattering formalism has been utilized to extract the depth dependent damage profiles as a function

of ion fluence and the results are compared with the MC simulations. RBS/C results indicate amor-

phization of the TiO2 lattice at low fluences. However at higher fluences, a reduction in this lattice

damage is observed as a function of ion fluence. This recovery is limited to 50-300 nm region and

is controlled through ion induced dynamic annealing processes. The surface region on the other

hand demonstrates an increased disorder with fluence due to the creation oxygen vacancies, higher

rms roughness and nanostructures. The switchover in damage behaviors occurs at a very distinct
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cross-over point at 50 nm below the surface. In addition, damage profiles also show a valley, or

low damage region, created by high recombination of point defects. Formation of Co-Ti-O phase

as well as stress in the lattice can also be responsible for the intricate damage profiles observed

here. MC simulation (SRIM) result displays a very different damage distribution. It shows a much

narrower damage profile and estimates much lower disorder in the surface as well as deep layers.
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Chapter 6

Scaling Studies of Self-affine
Nanostructures on TiO2 Surfaces via Ion
Implantation

6.1 Introduction :

Ion irradiation of metal and semiconductors exhibit numerous technological applications through

the formation of nanostructures, hetrostructures, improvement of functional properties, etc. [1–3].

These properties can be easily tuned by controlling the ion parameters and ion- solid interactions

in the host lattice [4, 5]. These interactions can produce modifications to the surface and bulk as

well as sometimes produce new phases, not observed by simple doping methods [6]. Significantly,

these are produced by the instabilities created during sputtering processes via competing processes

of erosion, surface diffusion [7] and mass transport [8]. These processes further participate in the

generation of many exciting self-organized nano-patterns on the surfaces, such as ripples, nanos-

tructures, hill and valleys, hemi-spherical dots, etc. [4, 5]. For non metals, the normal incident ion

irradiation produces interlocking hillocks and depressions on the surface whereas for off normal

incidence, quasi periodic ripple patterns, whose orientation depends on the angle of the incident

ion beam, are observed [7]. For metals, ripple patterns have been observed even at normal ion

incidence conditions [6, 9].

Transition metal oxides have attracted immense attention from fundamental as well as applica-

tion perspectives [10, 11]. TiO2 is a wide band gap semiconductor (3.2 eV for anatase and 3.0 eV
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for rutile) and exhibits many advanced properties with exciting potential in fields like photocatal-

ysis, solar cells, photovoltaics, magnetic storage media, waste water management, bio-implants,

etc. [12–15]. In nano-scale also TiO2 displays many fascinating properties which are, however,

severely controlled by the preparation methods [16, 17]. Morphology of nanostructures and their

evolution can also influence the properties. Fabrication of nanostructures on clean single crystal

surfaces, by ion irradiation, has been shown to be an attractive and simple method which does not

involve intricate procedures. The formation of nanostructures and nano-patterns on surfaces here

occurs spontaneously through the process of kinetic roughening [1,7,9,18]. Such methods present

simple routes for the generation of the nanostructures on a large surface area, in a technologically

single step. Here, fabrication of nanostructures is stimulated by the competing processes of erosion

and diffusion [19–24]. Remarkably the morphology of the nano-patterns, produced by irradiation

methods, and their many characteristic distributions (like long range distribution, power spectral

density etc.) depend only on the nature of the surface and the ion beam parameters [1,2,7,25–27].

Systematic understanding of these self assembled patterns and their distributions can provide es-

sential knowledge about the relation between the irradiation parameters and the morphologies that

they produce.

Surface patterning of oxides or multi-atom surfaces, during ion irradiation, is significantly more

complex due to the preferential sputtering of the lighter atoms [19,28]. On oxides, enhanced sput-

tering of oxygen leads to the formation of metal rich centers that become the nucleation sites of the

nanostructures [29,30]. In-equivalent surface diffusion along crystallographic axes, on anisotropic

TiO2(110) surface, further complicates the understanding of the surface dynamics during evolu-

tion [6].

Scaling studies of surfaces are fundamentally important to understand the underlying phe-

nomenon of surface- evolution under varying conditions. Non- equilibrium growth models en-

compass the evolution of surfaces for widely different phenomenon like ion irradiation, atom-

deposition, growth of tumors, bacterial colonies, etc. [31–33]. Different surfaces can evolve

through very different processes, yet their evolution belongs to only a few universality classes

that describe the unique and essential properties of the evolution- dynamics. These are usually
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understood under the framework of theory of kinetic roughening [31–33] where a flat surface es-

sentially grows and roughens with time. The dynamic scaling hypothesis by Family-Vicsek shows

that rms roughness, σ(L, t), of such growing surfaces exhibit spatial and temporal scaling behav-

ior [34,35] with exponents that provide insightful knowledge on the universality class to which the

surface- evolution belongs. With a variety of ion beam parameters and many surface conditions,

understanding the surface- evolution after ion irradiation can be a complex exercise. Scaling stud-

ies provide an essential framework in this direction. Many such studies report investigations of

nanostructure- patterning as well as surface evolution after ion irradiation with several ion species

and energies [20, 28, 36, 37]. There are however no studies that discuss the scaling properties of

Cobalt-ion irradiated TiO2 (110) surfaces.

This chapter discusses the morphological properties of the self assembled nano-patterns gen-

erated on the TiO2(110) surfaces after irradiation with cobalt ions. The scaling behavior of these

surfaces have been investigated via height-height correlation and structure factor analysis. The

exponents obtained here show that the evolution of the TiO2(110) surfaces, after ion irradiation, is

diffusion-dominated and evolves under the EW universality class.

6.2 Experimental :

Commercially available rutile TiO2(110) single crystals have been irradiated at room temperature

using 200 keV cobalt ions (flux of 1.6×1013 ions/cm2sec) with fluences varying from 1×1016 to 1×

1017 ions/cm2. The average penetration depth of cobalt ions in TiO2 at 200 keV has been estimated

to be 98 nm using SRIM code [38]. Scanning probe microscope, Nanoscope V (Bruker) AFM, has

been utilized in tapping mode to investigate the surface topography. AFM images were acquired on

various scan areas in ambient conditions and were digitized into 512×512 pixels. Several different

regions of cobalt implanted TiO2 have been scanned at random locations to perform statistical

analysis.
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Figure 6.1: AFM images (2µm × 2µm) of (a) pristine rutile TiO2 (110) and after cobalt ion im-
plantation with fluence of (b)1 × 1016, (c) 3 × 1016, (d) 5 × 1016, (e) 8 × 1016, and (f) 1 × 1017

ions/cm2, respectively. Crystallographic directions are shown on the pristine surface and were kept
same for all the samples during irradiation.

6.3 Results and Discussions :

Morphological evolution of single crystal rutile TiO2 (110) surfaces, both prior to and post cobalt

ion irradiation, is shown in fig. 6.1. The topography of pristine surface displays the presence of

steps, as expected on rutile TiO2 surfaces [39]. Evolution of nanostructures on cobalt implanted ru-

tile TiO2, at various fluences, is shown in fig. 6.1(b-f). The foremost consequence of ion impact on

single crystal substrates is to produce adatoms and vacancy clusters [6]. The morphological evolu-

tion of the surface during ion implantation takes place due to various competing processes. Erosion

of the surface induces instability via curvature dependent sputtering, whereas surface diffusion and

adatom diffusion restore equilibrium [6]. The ion induced growth of nanostructures during implan-
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tation can be explained by Bradley Harper (BH) theory [7]. The probability of the ejection of the

surface atoms during ion implantation is directly proportional to the energy transferred by collision

cascade to the surface atoms. The BH model predicts that the total energy deposited and therefore

the number of sputtered atoms, is sensitive to the local surface curvature. Surface atoms preferen-

tially get eroded from valleys whereas erosion from the ridges becomes unlikely. This leads to the

enhancement of local surface curvature with increase in roughness and formation of self organized

nanostructures. In hetro-atomic crystals, like TiO2, preferential sputtering of light atoms also plays

a vital role in the surface evolution [19, 28].

After implantation with a fluence of 1 × 1016 ions/cm2 (fig. 6.1(b)), the initial nucleation of

nanostructures appears to take place at the step edges of TiO2 surface. This might be due to the

presence of kink sites, at the edges, which act as preferential nucleation centers of the nanos-

tructures. This has earlier been observed in MBE grown InP/InGaP surfaces [40]. The diameter

distribution of nanostructures (fig. 6.2(a)) shows that about 59% are smaller than 50 nm, though

some as large as 150 nm are also observed. After the fluence of 3 × 1016 ions/cm2, along with

the nanostructures, development of a ripple pattern is also noticed. Ripples appear to be aligned

along [001] crystallographic direction of rutile TiO2 surface. The size distribution of the nanos-

tructures at this stage (fig. 6.2(c)) displays that about 65% are smaller than 50 nm. For the fluence

of 5× 1016, 8× 1016, and 1× 1017ions/cm2, nanostructures appear to be aligned along [001] crys-

tallographic direction. Moreover, percentage of nanostructures smaller than 50 nm has increased

to 67%, 70% and 87%, respectively. This increase in percentage of smaller size nanostructures

(less than 50 nm) with increase in fluence can be attributed to the fragmentation of bigger nanos-

tructures created at lower fluences due to ion irradiation. This leads to a significant enhancement

of smaller sized nanostructures at the highest fluences. The average height of the nanostructures

(as shown in fig. 6.1)), however, remains nearly same as 1.5, 1.0, 1.1, 1.36 and 1.6±0.2 nm for

1× 1016, 3× 1016, 5× 1016, 8× 1016, and 1× 1017 ions/cm2, respectively, whereas corresponding

rms surface roughness is 0.257, 0.398, 0.418, 0.437m, and 0.438 nm (0.089 for pristine).

The evolution of surfaces during non-equilibrium processes such as ion irradiation, deposition

of thin films, etc. is governed by the kinetic theory of roughening [34]. During ion irradiation,
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implanted rutile TiO2 surface. Solid line represents the lorentzian fitting to the distribution.
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evolution of nanostructures is assumed to obey dynamic scaling hypothesis [34, 35]. All rough

surfaces can be characterized by their rms interface width:

σ = ⟨h(x, y)− ⟨h(x, y)⟩⟩1/2 (6.1)

where h(x,y) is the height function. Evolution via non equilibrium growth processes is expected to

develop self affine surfaces [34,35] whose rms width scales with time t and the length L according

to Family- Vicsek dynamic scaling hypothesis [41]:

σ(L, t) = Lα f(t/Lα/β) (6.2)

where

σ(L, t) ∝
{
Lα if t/Lα/β −→ ∞
tβ if t/Lα/β −→ 0

(6.3)

Parameter α is a roughness exponent that characterizes the roughness of the interface [42] whereas

parameter β is termed as the growth exponent which identifies the time dependent dynamics of

the roughening process. Self affine surfaces display upper horizontal cut off to scaling, described

as correlation length ξ, above which the interface width no longer scales as Lα and eventually

acquires a saturation value σ. Information about the correlation length can be obtained from Eqn-

6.3, it increases with time as ξ ∝ t1/z where z (= α/β) is the dynamic scaling exponent.

Fig. 6.3 displays the root mean square roughness of the cobalt implanted rutile TiO2 surfaces as

a function of ion fluence. The figure displays that initially the roughness rises for lower fluences but

then gets saturated at higher fluences. Using the asymptotic limit of Family Vicsek relation (σ ∝ tβ

as shown in Eqn-6.3), the dynamic growth exponent β has been evaluated here to be 0.23±0.01.

This value of growth exponent is consistent with the numerical simulations of the noisy Kuramoto

and Tsuzuki equation [43, 44] along with Edward Wilkinson (EW) growth equation [45]. In this

regime, the non linear effects eventually stabilize the surface and surface relaxation takes place by

diffusion that belongs to EW universality class.

The equal time HHC function G(r, t) is defined as:

G(r, t) =
1

L

∑
r′

⟨[h(r+ r′, t)− h(r′, t)]2⟩. (6.4)
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Here r is the translational length along lateral direction and ⟨⟩ denotes the ensemble average. Under

far from equilibrium conditions, noise induced roughening is the major factor for the roughness of

the interface [46] and hence the surface morphology appears self affine. In particular, for self affine

surfaces, the dynamic scaling hypothesis suggests that the HHC function G(r) has the following

scaling form [46]

G(r) ∼
{

r2α if r << ξ
2 σ2 if r >> ξ

(6.5)

where α is the roughness exponent, ξ is the lateral correlation length and σ is the rms interface

width. A large value of α corresponds to a locally smooth surface while a smaller one corresponds

to a more locally jagged morphology [34].

Fig. 6.4 displays the HHC function for pristine as well as cobalt implanted TiO2 surfaces at

several fluences. At shorter length scales, the log-log plot of HHC function is a straight line whose

slope provides α. At larger length scales, HHC function saturates. The turning point provides the

lateral correlation length (ξ) whereas the saturation determines the surface roughness (σ). Location

of ξ separates the lower and high length scales in HHC function. Roughness exponent, α, has been

estimated here (table 6.1) using height height correlation (HHC) description presented in using

Eqn-6.5. The correlation length, ξ, which represents a typical wavelength of fluctuations, on the

growing surface, can also be estimated using this technique [9]. ξ have also been estimated via

HHC technique and the results are presented in Table-6.1.

Fluence (ions/cm2) α ξ (nm) z γ

(±0.02) (±2) z (±0.1)

Pristine 0.90 5.5 3.9 2.0
1× 1016 0.70 41.0 3.0 4.0
3× 1016 0.77 35.0 3.3 4.0
5× 1016 0.85 38.0 3.7 4.0
8× 1016 0.94 30.0 4.0 4.0
1× 1017 0.82 28.0 3.6 3.5

Table 6.1: Scaling Exponents from height-height correlation (HHC) function and structure factor
S(k, t).

Pristine surface displays a high value of α (=0.9) suggesting the surface to be smooth. After

175



1 10 100

log r 

0.01

0.1

1

lo
g 

G
(r

)

Pristine

1x10
16

3x10
16

5x10
16

8x10
16

1x10
17

Figure 6.4: Equal time height-height correlation function G(r,t) as a function of translational length
(r), for ion implanted surfaces

176



a fluence of 1 × 1016 ions/cm2, α decreases to 0.70 due to ion beam induced sputtering which

roughens the surface. For higher fluences of 3 × 1016, 5 × 1016 and 8 × 1016 ions/cm2, α is

observed to be 0.77, 0.85 and 0.94, respectively. These values indicate a significant role of ion

beam induced diffusion in the evolution of the surfaces. High sputtering becomes responsible for

the slight decrease in α (0.82) at the highest fluence. All the values of α here range within 0.7-0.9

(table 6.1). This suggests that the surfaces generated after ion beam irradiation are of self affine

(0.5 < α < 1) nature [34,35] and their evolution is significantly influenced by diffusion processes.

Dynamic exponent z (= α/β) has also been evaluated here and is found to be 3.0-4.0 for the ion

irradiated surfaces (table 6.1) again indicating the surface-evolution to be diffusion dominated [47].

Pristine surface being flat displays a small value of ξ. Periodic modulations at large r, in

HHC, are caused by the steps on the pristine surfaces. An increase in ξ is observed after a fluence

of 1 × 1016 ions/cm2 (table 6.1). As ξ contains information related to the lateral dimensions

of nanostructures, patterns and periodicities on the surface, increase in ξ reflects the presence of

nanostructures on the surface. Lower ξ at higher fluences may be related to the fragmentation of

nanostructures with irradiation.

The evaluation of roughness exponent using HHC function can be difficult in the steady state

regime, where cross-over effects become important [46]. Structure factor S(k, t), however, is

not influenced by these problems. It is one of the most appealing technique to study the spatial

properties along with the periodicity of the self affine nanostructured surfaces in reciprocal space.

The structure factor can be estimated as [46]

S(k, t) = ⟨ĥ(k, t)ĥ(−k, t)⟩ (6.6)

where ĥ(k, t) is the discrete fast Fourier transform of the height at each lattice point about its mean

value. The structure factor has a following scaling form

S(k, t) = k−γs(kzt) (6.7)

where γ is the structure factor constant. The scaling function s approaches a constant for large

argument but behaves differently in the short time limit x≪ 1 where it has a form like:
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Figure 6.5: Structure factor S(k) as a function of spatial frequency (k), for ion implanted surfaces.

s(x) ∼
{

x if γ ≤ z
xγ/z if γ ≥ z

(6.8)

Fig. 6.5 displays the structure factor, S(k, t), for pristine as well ion irradiated TiO2 surfaces.

The structure factor curve can be divided into two distinct regions: the horizontal low frequency

part resembles the uncorrelated white noise, while the high frequency region delineates correlated

surface structures. The structure factor does not display any prominent peaks in fig. 6.5, thus

indicating absence of any dominant periodicities on the irradiated surfaces. Self affine nature of

the surfaces is also revealed by the non-appearance of any spatially selected wavelength [48]. The

value of γ has been estimated by fitting the higher frequency component of of S(k, t) with a power

law (table 6.1).
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For pristine surface, the value of γ is determined to be 2.0. However, on the ion irradiated

TiO2 surfaces γ of 4.0 is obtained for most of the fluences. Eklund et.al have shown that γ = 4.0

suggests a diffusion dominated surface evolution [49]. A slightly lower value of γ = 3.5 at the

highest fluence of 1 × 1017 ions/cm2 indicates some sputtering induced erosion on the surface.

Roughness exponents α estimated using γ values are in good agreement with the HHC results.

6.4 Conclusion :

The scaling properties of cobalt implanted rutile TiO2 surfaces have been investigated here by

Height -Height correlation (HHC) as well as Structure factor S(k, t) methods. Values of α and γ in

conjugation indicate that diffusion is the dominant mode of surface evolution after ion irradiation of

TiO2. Slight decrease in γ at the highest fluence also suggests some role of ion induced sputtering

at this stage. Decrease in ξ for higher fluences indicate the fragmentation of the nanostructures.

Scaling exponents suggest that these ion irradiated surfaces belong to EW universality class.
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Chapter 7

Kinetic Monte Carlo simulations of self
organized nanostructures on Ta Surface
Fabricated by Low Energy Ion Sputtering

7.1 Introduction :

Non-equilibrium surfaces produced via bombardment with energetic ion beams, often exhibit well

ordered patterns having several potential applications [1–3]. The surface morphology, here, de-

velops as a consequence of competition between a variety of processes like roughening dynamics,

relaxation processes, generation of defects, material transport etc. [4, 5]. Occurrence of a wide

array of surface morphologies complicates the prediction of dominant mechanism controlling their

evolution. Non-metallic surfaces generally display hills and depressions for normal incident ion

beams [6], while showing quasi-periodic ripple morphology under off-normal conditions [7,8]. For

metallic surfaces, ripples develop even at normal incidence [9]. Symmetry breaking anisotropy in

surface diffusion can cause these ripples to rotate with substrate temperature [9, 10]. For low en-

ergy ion beam induced patterning, although the erosive processes are dominant, enhanced surface

diffusion due to the defect mobility also becomes important especially under the low ion-flux con-

ditions [4, 7]. The surface morphology in this scenario is governed by the non-equilibrium biased

diffusion current.

Continuum model approach has proved to be a very successful technique in describing the

surface evolution but involvement of several complex phenomena make it difficult to relate with
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the experimental results [11]. An alternative approach is the Kinetic Monte Carlo(KMC) method

where the kinetic behavior of the surface is simulated at microscopic level for a discrete surface.

During diffusion or sputtering, the surface gets modified in the units of whole atoms, only at

the specific site [12]. Various models have been proposed to understand the effect of sputtering

related erosion on surface evolution. For instance, in model by Cuerno et.al [13], the local surface

morphology has been used to determine the sputtering yield of the surface, while in binary collision

approximation, the atom gets removed from the surface with a probability proportional to the

energy deposited, in its near surface region, by incoming ions [14–16]. Surface diffusion has been

formulated via relaxation of the surface to its minimum energy through a series of atomic jumps

with probability that depends upon the energy of the initial and the final state [17]. Thermally

activated hopping, where an atom hops over an energetic barrier with a barrier height that depends

on the local configuration, has also been considered for studying surface diffusion [14, 16, 18].

In the present article, KMC results are presented in 1+1 dimension for ion beam modified

metallic surfaces. Experimentally, the presence of ripple morphology on ion irradiated Tantalum

surfaces has been observed [19, 20]. We have developed a model based on earlier work by Cuerno

et. al. [13] which was not able to describe the surface morphology of ion sputtered metallic Tan-

talum surface. The Schwoebel effect is found to be important for Tantalum surface, and has been

incorporated in our model, by including a weak non-linearity in Hamiltonian for relaxation of dif-

fusing atoms on the sputtered surface. Simulation results, presented here, show that the presence

of Schwoebel effect produces the surface morphology and scaling exponents that are consistent

with our experimental observations. The scaling exponents indicate that the morphology of ion

sputtered Tantalum surfaces may belong to universality class other than Edward-Wilkinson(EW)

and Kardar-Parisi-Zhang(KPZ). The paper is organized as follows. In Section 7.2 we describe the

KMC model. The experimental details are described in Section 7.3 and in Section 7.4 we discuss

the results.
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7.2 The Model

In our model we assume that ion irradiation causes the surface to evolve by two dominant pro-

cesses, namely erosion and surface diffusion. The erosion process consists of the removal of atoms

from the surface due to the impinging ions. Ions bombarded on the surface penetrate deep into

the substrate releasing energy to the neighboring atoms along the trajectory. If the energy gained

by a surface atom is sufficiently large, it gets eroded from the surface. Sputtering yield, Y (ϕ), is

defined as the number of atoms eroded for every incoming ion at an angle ϕ to the surface normal.

It depends on the energy of the ion and local morphology of the interface and, is a measure of the

efficiency of the sputtering process [21]. We assume Y (ϕ) = a + bϕ2 + cϕ4, where a, b and c are

constant such that Y (π/2) = 0 and for some critical ϕ0, Y (ϕ) has a maxima. The erosion process

brings in an effective negative surface tension that causes the surface to become rough [22].

Surface diffusion, on the other hand, consists of the random migration of surface atoms on the

surface such that the surface energy is minimized. Its strength depends on the temperature of the

substrate and the binding energy of the atoms. The negative surface tension, during erosion, leads

the system towards instability and as a result the system responds to restore stability by surface

diffusion [13].

We consider a 1+1 dimensional lattice with periodic boundary conditions. The surface at any

instant of time t is described by the height hi(t) at each lattice site i = 1, . . . , L. We consider

initially (at time t = 0) a flat surface hi(0) = const. The erosion takes place with probability p

while the diffusive process occurs with probability (1 − p) at a randomly chosen lattice site. The

surface is evolved by following dynamical rules.

(i) Erosion: The particle on the surface at site i gets eroded with a probability Y (ϕi)pe where

ϕi = tan−1((hi+1−hi−1)/2) and 1/7 ≤ pe ≤ 1 is the ratio of the number of occupied neighbors to

the total number of neighboring sites [21]. The ratio pe accounts for the unstable erosion mecha-

nism due to the finite penetration depth of the bombarding ions into the eroded substrate [13,22,23].

(ii) Surface diffusion: The surface diffusion process is taken into account by nearest neigh-

bor hopping. The hopping rate from an initial state i to a final state f is given by wi,f =

186



[1 + exp(β∆Hi→f )]
−1 where ∆Hi→f = Hf − Hi is the difference in the energy of the states

and β−1 = KBT where T is the surface temperature and KB is the Boltzmann constant. The

surface Hamiltonian is given by

H =
J

2

∑
⟨i,j⟩

|hi − hj|2, (7.1)

where ⟨i, j⟩ denotes sum over nearest neighbor sites and J is the coupling strength. Similar relax-

ation behaviour has been considered by Cuerno et. al. [13] to describe the surfaces evolving from

initial ripple structure into rough surfaces of KPZ class. Morphology of several other non-metallic

surfaces, post ion irradiation, have also been describe sufficiently well by this model [24, 25].

The morphology of metallic surfaces, however, cannot be described by the above model alone.

In these cases, a diffusing atom is repelled from the lower step and preferably diffuses in the uphill

direction. This Schwoebel effect is controlled by the potential barrier, Schwoebel barrier, and

has been considered to be crucial for MBE grown surfaces [17, 26, 27]. Growth models based

on MBE studies, have shown that positive Schwoebel effect can be incorporated in the relaxation

process Hamiltonian by the inclusion of a quartic term [17]. In the present study, we model the

relaxation behaviour on ion sputtered Tantalum metal surfaces by modifying Eq. (7.1) to include

the Schwoebel effect in the Hamiltonian:

H =
J

2

∑
⟨i,j⟩

|hi − hj|2 + ϵ|hi − hj|4. (7.2)

Here 0 < ϵ < 1 is a nonlinearity parameter which controls the intensity of Schwoebel effect.

In the continuum limit, the evolution of interface height can be described by Langevin equation

of following form [11, 13, 17]

∂th(x, t) = ν∇2h+ λ∇2(∇h)2 −D∇4h− F0 + η(x, t). (7.3)

Here h(x, t) is the interface height at position x and time t, ν is a surface tension coefficient and D

is a diffusion coefficient. The first term on the right hand side of Eq. (7.3) describes the curvature

dependent erosion [11], while the second term takes into account the surface diffusion driven

relaxation [17]. The nonlinear term, λ∇2(∇h)2, induces a lateral growth during surface evolution

[4]. F0 incorporates contributions which appears in the equation of motion due to sputtering yield
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Y (ϕ) e.g. flux, angle of incidence, energy of incoming ions etc., whereas η denotes the fluctuations

[13]. The coefficient of the Laplacian term (ν) in Eq. (7.3), plays a key role in the observation of

Schwoebel effect. The Schwoebel Barrier is absent when the Lapalacian term is zero (for ν = 0)

but becomes positive, with uphill current at the step edges, for ν < 0 [17]. Existence of positive

Schwoebel Barrier contributes to the formation of grooves in the surface morphology. In the case

of MBE grown surfaces Seigert et.al. have shown that, for a quartic Hamiltonian (as in Eq. (7.2)),

the corresponding evolution equation has a positive Schwoebel barrier with ν < 0 [17].

For KMC investigations, of ion irradiated metallic surfaces, diffusion is incorporated via Ar-

rhenius form of thermally activated hopping, k(E, T ) = k0exp(−E/KBT ), where E includes the

nearest neighbor interaction energy (En), substrate energy (Es) as well as the Schwoebel Barrier

(Esb) [11, 18, 28]. All these earlier studies, however, considered Schwoebel Barrier to be of a

constant energy. In the Hamiltonian approach, as presented in this paper, the non-linear term (ϵ

not equal to zero) in Eq. (7.2) controls the Schwoebel Barrier. In addition to not requiring any

prior knowledge of various energy parameters e.g. En, Es or Esb, the Schwoebel barrier is not

constant but is a function of height difference at step edges. Similar formalism has been discussed

for MBE grown surfaces [17,26], but has never been considered in KMC analysis of ion irradiated

surfaces. The additional quartic term in Eq. (7.2) is crucial for metallic surfaces as it is responsible

for the uphill currents which produce sharp groove structures in surface morphology. This generic

model, that we have presented here, is not specific to any system and can be considered for any ion

irradiated metallic system.

The algorithm for the Monte Carlo simulation is following. A site 1 ≤ i ≤ N is chosen at

random and is subjected to follow erosion process with probability p or the diffusive process with

probability 1 − p. If erosion process is chosen, the angle ϕi is computed and a particle is eroded

with probability Y (ϕi)pe. On the other hand if diffusive process is chosen, wi,f is computed using

the surface Hamiltonian Eq. (7.2) and the new configuration is updated. Time t is incremented by

one unit.
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7.3 Experimental :

High purity (99.99%) Polycrystalline Tantalum foils were bombarded by 3keV Ar ions under UHV

conditions. The angle of incidence for ion beam was 15◦ w.r.t surface normal and its flux was

1013ions/cm2. Scanning Probe Microscopy (SPM) studies have been conducted on the surfaces by

using Bruker (Nanoscope V) system in tapping mode. The surface roughness after irradiation was

found to be 2.0 nm (0.7 nm for pristine). The ensemble average of about 1024 line scans taken

from several AFM images, acquired from surfaces irradiated under same conditions, have been

utilized for experimental results and estimation of error bars.

7.4 Results and Discussions :

Fig. 7.1 displays an SPM image from a Tantalum surface bombarded by Ar+ ions at fluence of

3.6×1016 ions/cm2. A quasi periodic ripple pattern with a wavelength of about 80 nm with ripple

wave vector (k) parallel to the ion beam direction is observed. The orientation of the ripples is

primarily controlled by the direction of ion beam (shown in fig. 7.1). According to Bradley Harper

(BH) theory, orientation of ripple wave vector (k) depends upon the angle of incidence [22]. It

is parallel to the direction of ion beam for incidence angles less than some critical angle, and is

perpendicular for grazing incidence. 1-dimensional height profile from the experiment (section

marked in fig. 7.1) and from KMC simulations are presented in fig. 7.2.

For KMC simulations, first we study the model that considers erosion and includes relaxation

mechanisms via only quadratic term in the Hamiltonian i.e for ϵ = 0.0 in Eq. (7.2). A range

of parameters were chosen for simulations and the results are presented in fig. 7.2, for p = 0.1,

Jc/KBT = 0.25. The height profile shows a periodic structure, usually similar to the morphologies

observed for non metallic surfaces [29] where the Schwoebel effects are not essential. Experimen-

tal height profile has several sharp peaks and grooves while the simulated profile has only smooth

morphology.

Next we examine the model where we consider relaxation of the surface by including both

quadratic and quartic terms in the Hamiltonian Eq. (7.2). The nonlinear parameter ϵ is varied
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15nm

0 nm

Figure 7.1: Morphology of Tantalum surface: SPM image (500nm×500nm) after ion beam irradi-
ation at a fluence of 36×1015ions/cm2. The direction of ion beam is shown by the arrow.

190



   Expt.

ε=0.0

ε=0.01

Figure 7.2: Comparison of surface profile(h(x,t)) of experiment with the simulations. The simu-
lated profiles were obtained by KMC model with the parameters p = 0.1, Jc/kBT = 0.25 and
ϵ=0.0 or 0.01. Inset shows the steady state profile of the surface
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between 0.001 and 1.0. The surface morphology with ϵ = 0.01 is presented in fig. 7.2 for p = 0.1,

Jc/KBT = 0.25. The simulated height profile here, with ϵ = 0.01, displays good agreement

with experiments where formation of groove like structures are clearly observed. These features

are characteristic signature of positive Schwoebel barrier that force the atom to move in uphill

direction by breaking the translational invariance symmetry. A high diffusion rate, as observed

here (p = 0.1), is expected for metallic surfaces [10]. The steady state height profile for KMC

simulations are also shown in fig. 7.2 (inset).

The scaling behaviours and related exponents have also been explored here to investigate the

nature of the growing surface. The exponents are useful as they depend on the growth condition

and not on the microscopic details of the system. The correlation length ξ, which represents the

typical wavelength of fluctuations on the growing surface, also characterizes the phenomenon of

kinetic roughening. The width of the surface grows as W (t) ∼ ξ(t)α for roughness exponent α.

The scale invariant surfaces lead to scaling laws for correlation functions. The equal time height-

height correlation (HHC) function can be written as:

G(r, t) = L−1
∑
r′

⟨[h(r+ r′, t)− h(r′, t)]2⟩. (7.4)

Here r is the Translational length along lateral direction of the 1-d lattice and ⟨·⟩ denotes the

ensemble average. This HHC function has the following scaling form:

G(r, t) = r2αg(r/ξ(t)). (7.5)

with g(x) ∼ constant for x≪ 1 and g(x) ∼ x−2α for x≫ 1

Fig. 7.3 presents the 1-dimensional height-height correlation function for experiment (using

fig. 7.1) as well as KMC simulations. By utilizing the phenomenological scaling function of form

H(r) ∼ [1 − exp(−(r/ξ)2α)], values of ξ and α have been obtained and are listed in Table-7.1.

Although in absence of any Schwoebel effect (ϵ = 0.0), the simulation results are very different

from experimental HHC function, after inclusion of Schwoebel effect (ϵ = 0.01) the results are

in agreement. These results demonstrate that a small nonlinearity parameter with ϵ = 0.01 is

essential for achieving experimentally consistent HHC functional form, ξ and α. This indicates that
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Figure 7.3: Equal time HHC G(r,t) as a function of translational distance r for experiment. Simu-
lation results are presented (for same parameters as in fig. 7.2) with ϵ=0.0 or 0.01.
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Schwoebel effect is necessary for understanding correct growth behaviour on Tantalum surface.

Value of α obtained here for KMC simulation, in absence of Schwoebel effect (ϵ = 0.0), is similar

to that observed in literature for MBE models with linear Hamiltonian [30, 31].

α ξ

Experiment 1.22±0.26 5.66±0.36
ϵ = 0.0 1.63±0.35 2.63±0.50
ϵ = 0.01 1.20±0.07 7.14±0.05

Table 7.1: Roughness exponent α and correlation length ξ.

Obtaining α from G(r,t) can be difficult when the correlation length reaches the system size,

specially in the steady state regime. In order to neglect finite size effects α can be computed in

0 ≤ r ≤ L/2 regime, where L is the system size. Structure Factor mentioned below does not

encounter this problem. The Structure Factor can be defined as [17]:

S(k, t) = ⟨ĥ(k, t)ĥ(−k, t)⟩. (7.6)

Here, ĥ(r, t) = L−d/2
∑

r[h(r, t)−h]eikr, is the associated correlation function and h is the spatial

average of h(r,t). This function has the following scaling form:

S(k, t) = k−γs(kzt). (7.7)

with γ = 2α + d. The scaling function s approaches a constant for large argument but behaves

differently in the short time limit x≪ 1 where it has form

s(x) ∼
{

x if γ ≤ z
xγ/z if γ ≥ z

(7.8)

In fig. 7.4, the steady state structure factor S(k) = S(k, t → ∞) is shown for experiment

as well as from KMC simulations The result clearly demonstrate that the non-linear Hamiltonian,

with ϵ = 0.01, agrees quite well with the experimental results. For ϵ = 0.0, we observe that

S(k) qualitatively differs from the experimental results. The value of exponent γ obtained by

linear Hamiltonian is 4.00±0.12 while for nonlinear Hamiltonian, the value is 3.27±0.07. For

the ion beam modified Tantalum surfaces, γ = 3.04 ± 0.06 has been observed here. This value
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Figure 7.4: Steady state structure factor S(k) for experiment. KMC simulation results are presented
(for same parameters as in fig. 7.2) with ϵ=0.0 or 0.01.
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of γ is not expected from the universality classes of EW or KPZ. Thus the results indicate that

positive Schwoebel effect is necessary for understanding the morphological growth of ion sputtered

Tantalum surfaces which does not belong to the well known EW or the KPZ class.

7.5 Conclusion :

In Conclusion, we have presented a KMC model to describe the morphology of ion sputtered

Tantalum surfaces. We have shown that a positive Schwoebel effect is needed to explain the char-

acteristics of self organized nanostructures observed in the experiment. The Schwoebel effect has

been used earlier for MBE growth models. Here, we have shown that, it can also be used for ion

sputtered metallic surfaces such as Tantalum. The scaling exponents computed from the simulation

and experimental data agrees quite well and indicates the presence of universality class that differs

from that of non-metallic surfaces.
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Chapter 8

Summary and Conclusion

The present thesis discusses the development of nanopatterns on rutile TiO2(110) and Tantalum

surfaces via ion irradiation technique. The surface evolution of nanostructures on these surfaces is

due to the interplay between surface erosion and material transport via diffusion mechanism.

Chapter-1 encapsulates the theory behind pattern formation, interaction of incident ions with

the target atoms during ion beam irradiation in conjugation with the significance of these nanostruc-

tured surfaces in several fields. Nanostructures have been fabricated on rutile TiO2 and Tantalum

surfaces using ion irradiation technique. The effect of cobalt ion irradiation on rutile TiO2(110)

surface along with its optical and magnetic response have been investigated via several charac-

terization techniques. The details about these characterization techniques have been dicussed in

Chapter 2.

Chapter 3 presents the development of nanostructures on rutile TiO2(110) surfaces using ion

beam irradiation. TiO2(110) surfaces have been irradiated with 200 keV cobalt ions, at several

fluences. Ion irradiation is a very powerful technique which provides precise control over the

concentration of dopants along with wide range of nanopatterns on large surface area, in a single

technological step. Ion irradiation leads to the development of Ti3+ states or oxygen vacancies

which can act as a nucleation sites for the evolution of nanostructures on rutile TiO2 surfaces.

These nanostructures becomes smaller in size due to fragmentation at higher fluences. Develop-

ment of secondary phases of cobalt such as Ti1−xCoxO2 and CoTiO3, have also been observed.

UV-Vis photoabsorption studies display an enhancement in photoabsorption, 5 times in visible and
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1.7 times in UV, in conjugation with the reduction in band gap, after being irradiated with cobalt

ions at various fluences. Formation of cobalt clusters, development of Ti rich zones and creation of

oxygen vacancy states, during implantation, are crucial for these observations. The enhanced pho-

toabsorption has been attributed to the sp-d exchange interactions between the band electrons and

localized d electrons of Co2+ ions. These results can have potential applications in photocatalysis.

Chapter 4 deals with the magnetic response of rutile TiO2 after implantation with 200 keV

cobalt ions, at several fluences. The experiments have been performed using Superconducting

Quantum Interference Device (SQUID) at various temperatures and fields. The results display a

superparamagnetic character instead of room temperature ferromagnetism, as primarily observed

for DMS based materials. The magnetic moments have been observed to increase with ion flu-

ence, indicating an increase in the size of cobalt nanoclusters. Scaling studies, above blocking

temperature, suggest an anisotropic nature of SPM behavior. Higher magnetization along H⊥ also

confirms this to be an easy axis of magnetization for cobalt clusters. Below blocking temperature,

a crossover in M-H isotherm, taken at 2K, has been observed which has been attributed to the

anisotropic paramagnetism arising from +2 ionic state of cobalt. Role of dipole-dipole and inter-

cluster exchange interactions have also been investigated. These results can play a pivotal role in

spintronic devices.

Chapter 5 investigates the radiation damage, amorphization and structural modifications that

are produced by ion-solid interactions in TiO2 crystals during 200 keV Cobalt ion implantation.

RBS/C and GIXRD have been utilized to evaluate the damage in the host lattice as a function of

ion fluence. Multiple scattering formalism has been applied to extract the depth dependent damage

distributions in TiO2(110). The results have been compared with the MC simulations performed

using SRIM-2013. RBS/C results delineate a buried amorphous layer at a low fluence. Surpris-

ingly, ion induced dynamic activation produces a recovery in this damage at higher fluences. This

improvement interestingly occurs only in deep regions (50-300 nm) where a systematic lowering

in damage with fluence is observed. Formation of Co-Ti-O phases and generation of stress in TiO2

lattice, suggested by GIXRD results, can also be responsible for this improvement in deep regions.

In contrast, surface region (0-50 nm) indicates a gradual increase in damage with fluence. Such a
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switch in the damage behavior creates a cross point in damage profiles at 50 nm. Surface region is a

sink of vacancies whereas deep layers are interstitial rich. However, these regions are far separated

from each other resulting in an intermediate (100-150 nm) region with a significant dip (valley) in

damage which can be characterized by enhanced recombination of point defects. MC simulations

present very different results. Simulations do not indicate presence of any valley like structure in

the damage profile which extends to only 150 nm, nearly half of the damage widths observed in

present study. The complex nature of damage distribution observed here may be related to the high

ionic nature of the chemical bonds in the TiO2 lattice.

Chapter 6 Evolution of cobalt implanted rutile TiO2(110) surfaces displays development of

nanostructures and ripple patterns oriented along a crystallographic direction of the surface. Atomic

Force Microscope (AFM) have been utilized to investigate the morphological evolution of TiO2

surfaces prior and post cobalt ion implantation. Scaling studies have been performed to investigate

roughness exponent (α), growth exponent (β), dynamic exponent (z), and structure factor exponent

(γ). Scaling exponents suggest that ion irradiated TiO2 surfaces belong to EW universality class.

Ion induced diffusion plays a pivotal role in the evolution of these self affine surfaces created after

Cobalt ion irradiation.

Chapter 7 presents the Kinetic Monte Carlo (KMC) simulations to study the surface evolution

of Ta surface after 3 keV Ar+ ion irradiation. The surface displays a self organized ripple pattern

with the ripple wave vector oriented along the direction of incident ion beam. To understand the

mechanism behind ripple pattern formation on this surface, 1+1 dimensional KMC simulations

have been discussed. The line profile of experimentally obtained pattern shows the development

of shrap “groove-like” structures which indicates the presence of Schwoebel effect during pattern

formation. The model, proposed here, incorporates the effect of Schwoebel barrier by using a

non-linear term in the Hamiltonian. The simulation results produce the surface morphology and

scaling exponents that are consistent with our experimental observations. These simulation results

in conjugation with scaling exponents suggest that the surface evolution of Ta surface, via ion

beam irradiation, is also diffusion driven, as observed for TiO2 surfaces. The scaling exponents,

however, indicates that the surface evolution of Ta surface may belong to universality class other
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than E-W or KPZ class.

Thus, the present thesis discusses the development of nanopatterns on rutile TiO2(110) and Ta

surfaces, using ion beam irradiation technique. The surface evolution of these nanopatterns is due

to the competetion between surface erosion and various relaxation mechanism. The scaling stud-

ies show that the surface evolution of these self affine surfaces are diffusion driven. On TiO2(110)

surface, preferential sputtering of oxygen atoms leads to the development of metal rich centers

which act as nucleation sites for the evolution of nanostructures. Development of nanostructures

in conjugation with the formation of secondary phases like Ti1−xCoxO2, CoTiO3 and Co nan-

oclusters, after cobalt implantation, also manifests an anisotropic SPM behavior in this system.

Scaling studies, above blocking temperature, also display this anisotropy. Presence of clusters,

with dipole-dipole interactions along with inter-cluster exchange interactions, plays a significant

role in the development of anisotropy in this system. RBS/C studies also display the development

of these Co nanoclusters along with an intricate depth dependent damage below the surface. Mul-

tiple scattering formalism has been used to investigate the damage distribution which indicates the

occurence of dynamical annealing during ion beam irradiation.
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