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Synopsis

Quantum chromodynamics predicts that at extreme conditions of high baryon

density and /or temperature there should be a deconfinement of quarks and gluons,

and hadrons should undergo a phase transition to quark-gluon plasma (QGP) [1]. In

the hot Big-Bang model of the universe, at very early stages, when the age of the

universe was 10−5 sec and the temperature was about 1012 K, the universe consisted

of a hot plasma of elementary particles e.g. quarks, gluons etc [2]. This phase of

deconfined QCD matter has been created in heavy ion collision experiments (for

reviews on heavy ion collision experiments see [3]. It is important to note that among

all the phase transitions which took place in the early universe, only quark-hadron

transition can be presently tested in laboratory experiments. These experiments make

it possible to explore the interesting phases and phase transitions of QCD.

Apart from the heavy ion collision experiments compact astrophysical objects like

neutron stars also provide a great opportunity to explore the properties of QCD mat-

ter at extreme conditions. Exotic phases of quantum chromodynamics (QCD) such

as quark gluon plasma (QGP), 2 flavour color superconductivity (2SC) phase, color

flavour locked (CFL) phase etc [4, 5]. are possible at very high baryon density. Core

of an astrophysical compact objects such as neutron star provides physical conditions

where transition to these phases may be possible [6]. Superfluid phases of neutrons

are also believed to exist inside neutron stars at lower baryon densities. Nucleonic

Superfluid phases in the neutron star can explain the phenomena of pulsar glitch [7].

The rotation period of pulsars increases slowly primarily due to magnetic dipole ra-

diation, resulting in the pulsar slowing down. This spin down is gradual and largely

predictable. However, there exist timing irregularities such as “glitch” when rotation

frequency of pulsar exhibits a sudden increase, followed by a slow exponential relax-

ation. The relaxation time scale can vary from days to months. The standard theory

of pulsar glitch mechanism in intimately related with nuclear superfluidity inside the

neutron star. Superfluid vortex pinning and vortex creep model [8] is widely used as

the explanation of glitch mechanism. Rotation of the superfluid part in a rotating

neutron star is manifested by the presence of superfluid vortices. These superfluid

vortices are attached with the crust. Quantized vortices have quantized rotation. Due

to radiation energy loss rotational frequency of the crust layer decreases with time
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causing differential rotation between the core and the crust. This leads to a magnus

force which tries to unpin the vortices from the crust. Superfluid vortices detach

when the dipinning force exceeds certain critical value. In this process huge angular

momentum is transferred to crust, thus the angular frequency of the crust increases

suddenly resulting in a glitch. Thus nucleonic superfluid phase gives a possible expla-

nation of pulsar glitch and the post glitch relaxation. However, few anti-glitches have

also been recently observed where, instead of an abrupt spin-up, the star abruptly

spins down [9]. Explanation of the observation of such anti-glitches can not be given

in the framework of vortex creep model.

In this thesis we have tried to give a unified approach which can explain glitch

as well as antiglitch and post glitch/antiglitch relaxation. Our approach is based on

the fact that phase transitions are typically associated with density change as well

as density fluctuations. Density fluctuation in the core of a star will in general lead

to transient changes in its moment of inertia (MI), along with a permanent change

in MI due to phase transition. Non zero off diagonal components of MI arising

from randomly distributed density fluctuations imply wobbling of rotating neutron

star, which leads to modulation of peak intensity of pulses. Wobbling of pulsar is

the distinguishable feature of our approach. Density fluctuations also will lead to

rapidly changing quadrupole moment which can be a new source for gravitational

wave emission [10].

Change in moment of inertia for a spherical neutron star due to a phase transition

is [11],

δI

I
' 5

3

(
ρ2

ρ1

− 1

)
R3

0

R3
, (0.1)

where density of the star changes from ρ1 to a higher density ρ2 inside the core

of radius R0. R is the radius of the star in the absence of the dense core. For

a second order, or a crossover or for a weak first order transition with very large

bubble nucleation rate, this change in moment of inertia during phase transition will

happen continuously, so no rapid change in MI. However for a strong first order

phase transition, for very low nucleation rates, phase transition can be very rapid.

This rapid change in MI can give rise to glitch. For a QCD phase transition, density

changes can be of order one (δρ/ρ ∼ 1, ρ ∼ 100 MeV/fm3). If we take density change
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(δρ/ρ) by 30%, as an example, and also the observational value of glitch about, 10−5,

then R0 ≤ 0.3 Km if R = 10Km. For superfluid transition we may take the change

in density (δρ) to be 0.1MeV /fm3 [12]. In this case R0 can be of order 5 Km. We

consider a simple case of zero temperature strong first order transition between a

nucleonic phase and a QGP phase for a simple bag model equation of state [13]. We

have also estimated nucleation rate using the model of quantum tunneling mediated

by O(4) symmetric instantons [14] . We have found that the supercritical core can be

as large as 300 meters before a single bubble of new phase nucleates. For accretion

driven change it will take a long time for the supercritical core size to increase to

this size. After nucleation, the bubble will expand fast, sweeping entire supercritical

core and converting it to the new phase. This will lead to MI change in a very short

time which may be directly observable. QCD transition in a deep interior core of

neutron star also has effects on the nucleonic superfluid phase in the outer part of

the core. Latent heat released by the QCD transition will heat up the superfluid

phase to the normal phase. Latent heat of order few hundred Mev /fm3 is released

in the QCD scale transition. Energy density scale for the superfluid transition being

∼ 0.1Mev /fm3, simple volume ratio tells that latent heat released in a 300 meter core

undergoing QCD transition will convert about 3 km radius region from superfluid to

the normal phase. Change in MI due to superfluid transition happening in radius of

about 3 km will lead to fractional change in MI of order 10−5 − 10−6 [15]. Note that

subsequent cooling will again lead to transition to the superfluid phase for all that

region.

Change in moment of inertia can also result from random nucleation of bubbles

due to statistical non-uniformity of density as well as temperature. Inside the core of

radius 300 meters this can give rise to fractional change in MI ∼ 10−8 [15]. For this

estimate we have varied the radius of the bubbles from 20 meters to 5 meters. Due

to random nature of bubble nucleation, off-diagonal components of the MI, as well as

the quadrupole moment become nonzero and the ratio of both to the initial moment

of inertia are found to be of order 10−11 − 10−10 [15].

QCD phase diagram in high baryon density regime shows very rich structure.

Apart from the QGP phase, some exotic phases of QCD e.g., CFL phase, 2SC phase,

crystalline superconductivity etc. can exist as very high density. Symmetry breaking

xvi



pattern associated with the phase transition from hadronic to QGP phase or QGP

phase to CFL phase etc are very complex. Symmetry breaking phase transitions

naturally give rise to topological defects via Kibble mechanism [16]. These defects

can be source of large density fluctuations depending on the relevant energy scales.

Defects have initial densities which depend only on the correlation length and on

the relevant symmetries. Different topological defects e.g., strings, domain walls etc.

all generate different density fluctuations. Detailed simulations can determine the

nature of resulting changes in pulsar timings and intensities resulting from these

defects. Phase transition from hadronic phase to QGP phase can be characterized by

the expectation value of Polyakov loop [17]. The Polyakov loop is defined as

L(x) =
1

N
Tr

[
Pexp

(
ig

∫ β

0

A0(~x, τ)dτ

)]
. (0.2)

Its thermal expectation value is related to the free energy of a static test quark in

the QCD medium by,

l(x) = 〈L(~x)〉 = e−β∆F . (0.3)

The two phases of QCD are distinguished as follows:

Confining Phase:- Quarks are confined. Thus, for an isolated static test quark

one expects, ∆F →∞⇒ 〈L(x)〉 = 0.

Deconfining Phase:- The color degrees of freedom are liberated, so isolated test

quarks can exist. This means, ∆F is finite ⇒ 〈L(x)〉 6= 0.

For the dynamics of the order parameter l(x) which is the expectation value of

the Polyakov loop, we use the following effective Lagrangian density [18],

L =
N

g2
|∂il|2T 2 − V (l), (0.4)

where

V (l) =
(
−b2|l|2 + b3(l3 + (l∗)3) + |l|4

)
b4T

4. (0.5)

l has the value zero at low temperatures so the potential has only one minimum

at l = 0. For T > Tc, l(x) has a non-zero vacuum expectation value l0. For T >

Tc, V (l) has three degenerate Z(3) vacua. Note that in the presence of dynamical

fermions l(x) probably is not a correct order parameter, however we have used l(x)
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only to estimate the change in the MI due to the presence of topological defects.

Spontaneous breaking of Z(3) symmetry gives rise to topological domain wall defects

in the QGP phase which interpolate between different Z(3) vacua and also string

defects (QGP strings) forming at the junction of these Z(3) walls.We carry out a

field theory simulation of the evolution of l(x). Time evolution of l(x) is governed

by the field equations obtained from the above Lagrangian. The physical size of the

lattice is taken as (7.5fm)3 and (15fm)3 with appropriate lattice spacing. Fractional

change in the MI and in the quadrupole moment is calculated for a neutron star

core size Rc = 0.4× (latticesize). Transient change of diagonal as well as off diagonal

components of MI are of the order of 10−9−10−10. Fractional change in the quadrupole

moment is also of the order of 10−9 − 10−10 [15].

In the dense core of a pulsar, at very high density, there is a possibility of phase

transition to Color flavour locked phase transition (CFL), due to quark-quark cooper

pair formation. In this phase transition QCD symmetry group is broken as:

SU(3)c × SU(3)L × SU(3)R × U(1)B → SU(3)c+L+R × Z2. (0.6)

Breaking of U(1)B gives rise to superfluid vortices. To roughly estimate resulting

change in MI due to superfluid vortices, we have modeled the formation of string

defects by replacing Z(3) symmetry breaking to U(1) symmetry breaking (by appro-

priately changing (l3 + l∗3) to (|l|2 + |l?|2)3/2 in the Polyakov Loop effective potential.

This modification gives rise to string defect without domain walls. Although the frac-

tional changes in different components of MI are of same order but the magnitude of

these changes are slightly larger for Z(3) domain walls and strings.

Dynamical field theory simulations are performed on a small lattice due to lim-

itations of computation. However we have also taken a static approach where we

have produced a network of defects inside the core of the pulsar by modeling the

correlation domain formation in a cubic lattice with appropriate energy scales of the

defects. Results are obtained by varying core size Rc while keeping the correlation

length ξ = 10fm fixed. We have varied Rc/ξ over a wide range from 5 to 400 and

we have taken Rc = 0.3/10R. We have considered the fraction change in MI and

quadrupole moment due to QCD string and domain wall and also for nucleonic su-

perfluid string defects. Fractional changes in MI and quadrupole moment are of the
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order 10−10 − 10−14 [15]. The change due to fluctuations is transient in nature and

will dissipate away as star core achieves uniform new phase. Transient change can

have either sign, similarly the net change can also have either sign depending on the

nature of the transition.

In summary density fluctuations arising during a rapid phase transition lead to

transient change in the MI of the star. Such density fluctuations in general lead to

non-zero off-diagonal components of moment of inertia tensor which will cause the

wobbling of pulsar, thereby modulating the peak intensity of the pulse. We find that

moment of inertia can increase or decrease, which gives the possibility of accounting

for the phenomenon of glitches and anti-glitches in a unified framework. Develop-

ment of nonzero value of quadrupole moment (on a very short time scale) gives the

possibility of gravitational radiation from the star whose core is undergoing a phase

transition. Strain amplitude associated with gravitational radiation is of the order

10−24 − 10−22 [15], for a pulsar at 1Kpc distance. Density fluctuations arising during

phase transitions crucially depend on the nature of phase transition. Identification of

these density fluctuations via pulsar timings (and gravitational waves) can pin down

the specific transition occurring inside the pulsar core. However it is important to

point out that, multiple occurrences of glitches may raise concern in this model. For

vortex depinning model multiple glitches seem natural. In our model, multiple occur-

rence of glitches will require multiple phase transitions. Glitches could occur due to

multiple reasons, some glitches/anti-glitches could occur due to the model proposed

here, that is due to phase transition induced density fluctuations, while other glitches

could occur due to the conventional de-pinning of vortex clusters. We emphasize that

when a transition happens in the core of a neutron star, it invariably leads to density

fluctuations which manifest itself in glitch/anti-glitch like behavior, along with other

implications such as wobbling of star, gravitational wave emission etc.

Another case where dynamics of phase transition plays an important role is the

cosmological inflation. Historically inflation was proposed to resolve some problems

regarding hot big bang cosmology. Hot big bang cosmology has successfully predicted

experimentally verified observables, e.g. cosmic microwave background (CMBR),

abundance of light elements or big bang nucleosynthesis (BBN) etc [2]. But the

hot big bang cosmology has some shortcomings. These are the flatness problem,
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the monopole problem and the horizon problem. To resolve these issues inflationary

paradigm was introduced (for reviews see [19,20]). Inflation can be characterized as a

phase of accelerating expansion. Scalar fields with correct initial conditions can give

rise to a early period of accelerating expansion. The main ingredient of the inflation

is the accelerating expansion of the universe at a very early stage. If the duration of

the inflation ∆t ≥ 60H−1, where H is the Hubble parameter during inflation, then

one can explain the observed homogeneity and isotropy of the universe, the absence

of the magnetic monopoles and the spatial flatness.

First particle physics motivated model of inflation was suggested by A. Guth,

which is known as the old inflation model [21]. In this model, the Universe is assumed

to be initially in thermal equilibrium and undergoes a strong first order transition

(typically at the GUT scale). Inflation occurs when the scalar field (inflaton) gets

trapped in the metastable vacuum. In this model inflation ends by quantum tunneling

of the field into the true vacuum via bubble nucleation. In his own paper, Guth

pointed out the graceful exit problem of this model. In old inflation model, the

universe expands at an exponential rate while the bubbles nucleate at a constant rate.

Until and unless the nucleation rate is high enough, the bubbles will not collide with

each other, which is necessary for the end of the inflation and subsequent reheating.

However, if the nucleation rate is large then phase transition will be completed quickly

and it will not give enough inflation. Conditions for sufficient inflation and proper

reheating can not be satisfied simultaneously. Thus old inflation model suffers graceful

exit problem. This problem was addressed in the new inflation model [22,23], where

the shape of the finite temperature effective potential is such that either there is

no potential barrier, so the phase transition is second order, or there is a very tiny

potential barrier. In this model, the potential must have a very flat portion between

the origin and the true minimum. The field starts very close to φ = 0 and slowly

rolls to the true minimum. During the slow roll, the energy density is dominated by

the potential energy which gives rise to inflation. In new inflation when the classical

field reaches the end of the flat part of the potential, it rapidly rolls down to the true

vacuum and starts to oscillate. This is the stage of reheating of the universe at the end

of inflation. Other inflationary models are also proposed like chaotic inflation [24],

stochastic inflation [25], inflation with pseudo Goldstone boson [26], inflation with
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modified gravity [27], warm inflation [28] etc.

In the original old inflation model, although the model does not work due to

graceful exit problem, φ = 0 is naturally set because of the presence of the metastable

vacuum at φ = 0. For new inflation it was hard to justify initial value of field

being close to zero when the transition is second order (which requires field always

remaining at the minimum of the potential). For this version of new inflation invoked

a metastable vacuum with tiny potential barrier, along with a very flat top for the

potential. With that, the initial value of φ could be set equal to zero due to the false

vacuum at φ = 0. The field tunnels through the barrier via nucleation of a bubble

which undergoes inflation as the field inside the bubble rolls slowly over the flat top

of the potential. The inflation ends when the field reaches the end of flat part of

the potential and rolls down to the true vacuum rapidly. Thus the entire observed

universe is inside one very large bubble, with other such bubbles constituting different

parts of the universe disconnected from our universe by regions which are constantly

undergoing inflation. For other models like chaotic inflation and natural inflation, the

initial value of the field is not set naturally in this manner. Rather, it is supposed to

explore entire allowed (relevant) range of field values. Inflation occurs wherever the

field has the correct value.

In this thesis we have discussed the issue of initial condition for inflation in natural

inflation model, which is a specific model of inflation. In this model Pseudo Nambu

Goldstone bosons, which arise naturally in particle physics models, acts as inflaton

field. Nambu- Goldstone bosons naturally arise in particle physics models with a spon-

taneous breaking of some global symmetry. If there is explicit symmetry breaking in

addition to spontaneous symmetry breaking then one gets Pseudo Nambu-Goldstone

Bosons (PNGB). In the case of QCD axion model with Pecci-Quinn symmetry break-

ing two very different scales naturally arises, these are Pecci-Quinn scale fPQ which

can be as high as the GUT scale ∼ 1015GeV, and QCD scale ΛQCD ∼ 200MeV. The

same situation arises in low energy QCD theory with chiral sigma model, where pions

are PNGB. For natural inflation, potential is of the form V (φ) = Λ4(1 ± cos(φ/f)).

This potential contains two scales which naturally comes from particle physics model.

One can show that if f ∼ mpl and Λ ∼ mGUT ∼ 1015GeV, then the PNGB field φ

can drive inflation [26]. This values of f and Λ comes from the constraints from
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the requirements of the slow-rolling regime, sufficient inflation and observed magni-

tude of temperature fluctuations of CMBR. In order to achieve sufficient inflation,

the PNGB field has to start very close to φ = 0 in a region of size several Hubble

volumes. However it can be shown that if one assumes that the Universe was in

thermal equlibrium between the Planck epoch and the GUT scale, then the Hubble

volume at the GUT scale contains about 109 uncorrelated domains [29]. If we take

the probability of required value of φ in a single correlation domain is 0.1, then the

probability of one single Hubble volume having the required value of φ is 10−109
. Thus

the requirement of appropriate value of φ over the entire Hubble volume is extremely

fine tuned, requiring tuning much stronger than the one inflation was intended to

solve.

We have addressed this issue of initial conditions for inflation using specific fea-

tures of the reaction-diffusion equations [29, 30]. Reaction-diffusion equations are

studied typically in the context of biological systems, e.g. population genetics, chem-

ical systems etc. RD equation with appropriate boundary condition gives traveling

front with a well-defined profile. This profile mimics the profile of the phase boundary

in a first order phase transition. Propagating front solutions of RD equations exist

irrespective of the underlying phase transition dynamics. We have applied reaction-

diffusion dynamics in relativistic field theory exploiting the fact that classical equation

of motion of relativistic field in the presence of thermal bath has a similar form like

RD equation except for second order time derivative term in the first case [31,32]. In

the strong dissipation limit, the first order time derivative term in the field equation

dominates over the second time derivative term and the resulting field equation of mo-

tion directly maps to reaction-diffusion equation. Earlier the existence of propagating

front solution in the context of chiral phase transition and confinement-deconfinement

(C-D) transition in QCD has been shown even when the underlying transition is a

cross-over or a continuous transition [31–33]. The existence of travel front solution of

reaction-diffusion equation depends crucially on the shape of the underlying poten-

tial. If the potential allows for a non-zero order parameter in the vacuum state, along

with a local maximum of the potential, only then traveling front solution exists. The

corresponding values of the order parameter provide the required boundary condi-

tions for the propagating front solution. Basic physics of reaction diffusion dynamics
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of the transition is as follows. If the underlying potential of a field theory system has

a Mexican hat type potential and in the physical space field has an inhomogeneous

profile interpolating between the false vacuum at φ = 0 and true vacuum φ = v,

then naive expectation tells us that, in a region where field is disoriented from the

true vacua, field will quickly roll down to the true vacuum there. However in the

presence of reaction-diffusion dynamics field roll down dynamics is different. In this

case a travelling front develops between the two vacua and the front moves towards

the false vacuum converting regions in false vacuum to true vacuum. Presence of this

front is irrespective of the nature of the underlying phase transition dynamics. This

front behaves as boundary separating two different phases. Due to this dissipative

dynamics, roll down of the field is very slow and in fact the slowly propagating front

holds the value of the field near the false vacuum for long time. On top of this if

the system is expanding then a region of false vacuum stretches in physical space

and eventually one gets large region where the field value if different than the true

vacuum.

We have applied this idea of stretching of false vacuum domains in the presence of

reaction-diffusion dynamics to resolve the fine tuning of initial conditions in natural

inflation [26, 29]. It is important to note that we have taken natural inflation as an

example of small field model of inflation. Our model applies to inflationary models if

the potential satifies required conditions for RD solution. However we will not discuss

the issue of the viability of this model as a correct model of inflation. Any model

of inflation has to address the issue of initial conditions for the field. We take the

PNGB potential of the form,

V (φ) = Λ4(1 + cos(φ/f)), (0.7)

The potential has a unique minimum at φ = πf and φ = 0 is the local maximum of

the potential. The periodicity of φ is 2πf . We have taken f = mpl and Λ = 1015 GeV

which satisfies the constraints coming from slow roll condition, the requirement of

enough inflation and observational constraint on the density contrast at the surface

of the last scattering. Since the potential is symmetric about its minimum, we assume

that inflation begins with the value of the field inside a domain, φ = φ1, 0 < φ1/f < π.

For sufficient inflation, φ should satisfy the condition 0 ≤ φ1 ≤ φmax1 , e.g if one takes
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f = mpl then φmax1 /f is about 0.2π. We assume that the Hubble volume at the GUT

scale is filled with radiation energy (with typical number of degrees of freedom as

appropriate for GUT scale, we take it to be 100), in addition to that, Hubble volume

contains several field domains where field profile takes non-trivial shape. Inside these

domains the field can have high potential energy, while outside the domain the field

lies in the true vacuum. Thus typical profile in each field domain will be the field

rising up towards the top of the potential inside the domains, while smoothly changing

to the true vacuum value outside the domains. We consider a single domain where φ1

is very close to zero inside the domain, and this is the only domain which will survive

with nontrivial field profile as the Universe evolves. Now let us concentrate on the

evolution of the inflaton field. With the above choice of potential, the equations

governing the dynamics of inflaton field become,

φ̈− ∇
2φ

a2
+ 3Hφ̇− Λ4

f
sin(φ/f) = 0 (0.8)

H2 =

(
ȧ

a

)2

=
8π

3m2
p

(ρφ + ρrad) (0.9)

ρφ =
1

2
φ̇2 +

(∇φ)2

2a2
+ Λ4(1 + cos(φ/f)) (0.10)

ρrad ∝ a−4 (0.11)

We rescale the variables as follows, ~xΛ → ~x, tΛ → t, φ/f → φ, H/Λ → H. The

resulting equations are,

φ̈+ 3Hφ̇+
Λ2

f 2
sin(φ)− (∇2φ)

a2
= 0 (0.12)

H2 =

(
ȧ

a

)2

=
8π

3

f 2

m2
pl

(
1

2
φ̇2 +

1

2

(
∇φ
a

)2

+
Λ2

f 2

(
1+cos(φ)

)
+
ρrad,0
f 2Λ2

(
a0

a(t)

)4)
(0.13)

where we have taken the value of ρrad,0 = g∗Λ4 i.e. radiation energy density at GUT

scale with number of degrees of freedom g∗ = 100. Recall, in our model we have taken

Λ = 1015GeV, and f = mpl. If we neglect the φ̈ term in field evolution equation and
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take H to be constant then the inflaton field equation becomes a reaction-diffusion

equation (with time dependent diffusion constant). However, the potential term here

(the reaction term for the RD equation) is new and we have not seen any standard RD

equation with this form of the reaction term. The exact solution of this generalized

reaction diffusion equation is not known.

To solve this set of differential equations we need the initial field profile which

satisfies proper boundary condition. We have taken tanh profile of the field interpo-

lating between minimum of the potential at φ = πf and the maximum of the potential

at φ = 0. We have taken this profile for 1-D as well for 3D case. Since the φ̇ term

plays crucial role in the propagating front solutions of the RD equations, we have also

considered a thermal dissipation term along with the Hφ̇ term in the field evolution

equation. With this, the equation of motion for φ becomes

φ̈+ (3H + η)φ̇+
Λ2

f 2
sin(φ)− (∇2φ)

a2
= 0. (0.14)

We have taken thermal dissipation term to be proportional to T [29]. In scaled

coordinates η is given by,

η(T ) =
T

TPl
3HPl = 3

TPl
TGUT

H(TGUT )

a
, (0.15)

with the scale factor a taken to be 1 at the GUT scale. We have solved numerically

the evolution of the inflaton field coupled with the evolution of the scale factor. We

have solved this coupled equations for 1D case with thermal dissipation, 3D case with

thermal dissipation and 1D case with out thermal dissipation. For all these cases we

have taken the initial field profile of the following form,

φ(z) =
π

2
[1 + tanh((z − z0)/d)]. (0.16)

Here, z0 characterizes the size of the domain where field is very close to 0, and d gives

initial thickness of the region in which field changes to the vacuum value (π). With

this type of initial profile we have numerically solved coupled differential equations

for 1D as well as 3D case. Note that the form of the initial profile is irrelevant. Even

if one starts with a different profile interpolating between correct boundary values,

very quickly the profile changes to the appropriate profile corresponding to the RD

equation under consideration.
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In 1D case with thermal dissipation we have found that initially the energy density

is dominated by the sum of kinetic energy and the gradient energy of the field. At the

initial stage the radiation energy density is also dominant over the vacuum energy

density. But eventually the vacuum energy density becomes dominant. This is the

onset of inflation. Beginning of the inflationary era is also evident from the behaviour

of the scale factor. Initially the time evolution of the Hubble parameter is non trivial

changing as a power law. However when the vacuum energy starts to dominate the

Hubble parameter becomes almost constant. Along with this we have also tracked

the position of the domain profile and we have found that initially Hubble scale is

larger than the domain but due to the onset of inflation the domain becomes larger

than the Hubble scale. This is the beginning of proper inflationary phase. In the 3D

case as well as in the 1D case without thermal dissipation also we have found similar

results [29]. In all these cases the initial domain was taken smaller than the Hubble

size at GUT scale and the appropriate initial profile is inhomogeneous. However due

to the reaction diffusion dynamics we have found that with inhomogeneous initial

condition in domain much smaller than the Hubble scale entered inflation. This

happens due to very special nature of propagating front solutions of RD equations

which slows down field roll down sufficiently, allowing domain structure to survive

for long time. With this, the expansion of the Universe is able to stretch the domain

so that the vacuum energy starts dominating over other forms of energy densities

signaling beginning of inflation.

It is important to note that we have not accounted for self gravity of these domains

which will obviously affect the evolution of these domains. For this one needs to have

a more rigorous simulation with full Einsteins equations. Also we have not considered

the effect of fluctuations in this case.
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Chapter 1

Introduction

1.1 Our Universe

It has been a great curiosity for mankind to understand, “Where do we come from?

What are we? Where are we going?” [1]. These curiosities ultimately boil down

to the understanding of our universe. The current understanding of the universe is

based on the hot big bang model of modern cosmology. To understand the origin of

our universe we need to extrapolate the present universe back in time. According to

the big bang Theory of the universe, the early universe was smaller in size and also

much hotter with a large energy density in the past. In fact, our observable universe

which includes clusters of galaxies having length scales of the order of 100 Mpc (1pc

= 3.26 light-years) originated from an infinitesimally small region having a length

scale of only slightly bigger than lp = 10−35 meters. To understand our universe

scientists have taken two paths, one is by direct observation of the universe using

telescopes at different electromagnetic wavelengths and the other is by recreating the

early universe scenario in terrestrial laboratories by producing hot and dense medium

(“Little Bang”). Apart from the terrestrial laboratories, large compact objects like

Neutron stars also help us to understand the properties of matter under extreme

conditions.
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1.1.1 Observing the early universe

With the advances in observational astronomy in 20th-century, astronomers could

measure redshifts of the known spectral lines with optical telescopes. By 1929, enough

galaxy redshifts had been measured for the cosmologist Edwin Hubble to make a

study of whether a galaxys redshift depends on its distance from us. He found most

of the galaxies are receding from us with a velocity proportional to the distance with

respect to us [2]. The mathematical form of Hubble’s observation or Hubble law is one

of the cornerstones of modern cosmology along with cosmic microwave background

(CMB) [1, 3] and big bang nucleosynthesis (BBN) [1,3].

Arno Penzias and Robert Wilson, two radio astronomers from Bell Laboratories

found a slightly stronger background in microwave range than they expected when

they turned the horn-reflector radio antenna toward the sky. Their observation was

in accordance with the prediction of primordial radiation which could be a relic of an

early, hot, dense, and opaque state of the universe. This radiation which is known

as cosmic microwave background radiation (CMBR) [4,5] is in strong support of hot

big bang model of our universe. Hot big bang cosmology assumes that the universe

is in thermal equilibrium for most of the time during its evolution. However some

brief out of equilibrium periods occurred during the evolution of the universe. It

turns out that, these out of equilibrium phases are really important for our own

existence, e.g. photons eventually go out of equilibrium with rest of the cosmic

plasma. Observational data from satellites like COBE, WMAP, PLANCK along with

various ground-based experiments, galaxy surveys etc and the theoretical foundations

of the general theory of relativity, gave us a consistent theoretical framework of the

standard model of cosmology.

Apart from the visible sectors, the universe also has mysterious dark sectors, which

only interacts with the visible sector by gravitational interaction. The measurement

of galaxy rotation curves hinted the presence of dark matter in the universe [6, 7].

Various separate observations like mass to light ratio in the clusters of galaxies, CMB

power spectrum, light element abundance etc tell us that the baryonic matter or the
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luminous matter is only about 3% of the total matter energy content of the universe

and about 25% of the matter is made out of “Cold Dark Matter”. Because the grav-

itational force is attractive in nature it used to be believed that the expansion of the

universe will eventually slow down. On the contrary, when luminosity distance of the

distant Type Ia supernovae were studied with respect to their redshifts, it was found

that universe is accelerating [8]. This acceleration could not be explained by normal

matter having attractive gravitational interaction. However contrary to Newtonian

gravity, Einstein’s gravity (General Theory of Relativity) can accommodates some

matter/energy forms which give rise to repulsive gravity. This form of energy which

gives rise to accelerating expansion is called “Dark Energy”. In Present days the

evolution of the universe is dark energy dominated. 72% of the total energy density

of the universe is in the form of dark energy. Cosmological constant as introduced

by Einstein, in a completely different context, is one of the possible candidates of the

dark energy. Hot big bang model along with cold dark matter (CDM) and cosmo-

logical constant (Λ) is also known as ΛCDM model of cosmology. Till today ΛCDM

model is consistent with all the different experimental observations.

Let us go through the thermal history of our universe briefly [9]. According to

the big bang model, the universe started from a singularity where the energy density

and temperature of the universe were infinitely large. Around Plank era, the age of

the universe is of the order of 10−43 sec and the temperature of the universe is of the

order of 1019 GeV. At this high energy density, corresponding to the Planck scale, it

is expected that all four fundamental forces (strong nuclear force, weak nuclear force,

electromagnetic force and gravitational force) of nature may be unified. According

to the big bang model, the universe has been expanding from the beginning up to

now, with the present age of the Universe being about 13.6 billion years. Due to

the expansion universe becomes dilute and cooler. As the universe cooled from a

very hot early stage, it went through a number of phase transitions e.g. GUT (grand

unified theory), electroweak and QCD phase transition etc. The timeline of the early

universe which shows important stages of its evolution is presented in Figure 1.1 .

Above the GUT scale (temperature ∼ 1016 GeV) the strong force and the electroweak
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force were unified. After the GUT phase transition strong force got separated from

the electroweak force. Experimentally we cannot probe GUT scale physics directly in

present day colliders. However, one of the important aspects of these phase transitions

is that they might have left imprints on the universe, which could subsequently have

affected the evolution of the universe. During GUT phase transition certain gauge

group representing the unified theory (e.g. SU(5) or SO(10)) is spontaneously broken

into standard model gauge group i.e. SU(3)c × SU(2)L × U(1)Y . Here ”c” denotes

color gauge group (QCD), “L” denotes left chiral fermions and “Y” denotes weak

hypercharge. Such spontaneous symmetry breaking phase transition might have lead

to the formation of topological defects e.g. monopoles, domain walls, cosmic strings

etc, depending upon the structure of the vacuum manifold after symmetry breaking

[10]. Study of these topological defects can provide an observational window to test

the very high energy scale physics of the early stages of the universe.

When the universe was 10−12 sec old, it underwent Electroweak phase transition

where the standard model gauge group SU(3)c×SU(2)L×U(1)Y spontaneously broke

to SU(3)c × U(1)em [11]. Due to the spontaneous breaking of gauge symmetry, W

and Z gauge bosons got their masses by Higgs mechanism [11, 12] and Yukawa cou-

plings to the Higgs field gave masses to the fermions (quarks and leptons). However,

neutrinos remained massless. However we know now that neutrinos have non zero

masses, which can be achieve by extension of standard model. It is also believed that

during the electroweak phase transition, the baryon-antibaryon asymmetry may have

been generated (electroweak baryogenesis or via leptogenesis) leading to the present

universe being matter (baryon) dominated [13].

The phase transition which is the most important in our current discussion is the

QCD phase transition. Universe undergoes this transition when its temperature was

of the order of 200 MeV. The age of the universe was few microseconds at this stage.

This happens to be the only phase transition in the very early universe which can

be studied in the relativistic heavy ion collision experiments (RHICE), which we will

discuss later in section 1.3 . This phase transition occurs as the universe cools from a

deconfined state of quarks and gluons, called as the quark-gluon plasma (QGP) phase
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at high temperature, to a low temperature confined phase where quarks are confined

into color-neutral hadrons.

As the universe cooled, new bound states of elementary particles such as protons

and neutrons were formed out of quarks after QCD phase transition. From about one

second to a few minutes cosmic time, when the temperature has fallen below 10 billion

Kelvin, the conditions are just right for protons and neutrons to combine and form

certain species of atomic nuclei. This process is known as big bang nucleosynthesis

(BBN) [14, 15]. It turns out that BBN was not efficient enough to produce heavier

atomic nuclei such as those necessary to build human bodies or a planet like the

earth. Instead, those nuclei were formed in the interior of stars much later during the

evolution of the universe (or during supernova explosion). BBN produced about 75%

hydrogen, 25% helium and some relatively light elements up to Li7.

After BBN the universe consisted of electromagnetic plasma consisting mainly of

the proton (hydrogen), electron, radiation and few percentage of heavy nuclei (up

to Li7) in thermal equilibrium. When the temperature of the universe was about 1

eV, protons and electrons recombined, and the universe turned neutral. During this

epoch because of the reduction in the free electron number density photon’s mean

free path grew larger and the photons were decoupled from the rest of the plasma.

Those decoupled photons started free streaming and we observe these photons as the

cosmic microwave background radiation (CMBR). Decoupling of the photons from

the rest of the plasma occurred in an era when non relativistic matter dominated the

evolution of the universe. Prior to matter domination, energy density of the universe

was dominated by radiation. Non-relativistic matter took control of the evolution of

the universe when the age of the universe was ∼ 5 × 104 years. After the radiation

matter equality non relativistic matter was the dominant component of the universe,

however present day universe is dominated by dark energy. Matter, dark energy

equality happened when the age of the universe was ∼ 9.5 billion years. Later in

section 6.1 we will discuss some of the aspects of the standard model of cosmology

in greater details.
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1.1.2 Cosmic Microwave Background Radiation

Photons which were decoupled at the time of the last scattering had a temperature of

the order 1 eV (for details of the photon decoupling see section 6.2.3 ). However during

free streaming due to the expansion of the universe, those photons were redshifted and

cooled down. Thus free streaming photons reaching us today are in the microwave

region of the electromagnetic spectrum and carry a temperature of the order of 3K.

CMB was discovered by Penzias and Wilson in 1965 [4]. Before this discovery and

despite the observation of the expansion of the universe, the steady state model of

cosmology had many followers. However, the observation of Penzias and Wilson and

its interpretation by Dicke and collaborators clearly demonstrated that the adiabatic

expansion and cooling of the universe from a early hot and dense stage. In 1978,

Penzias and Wilson were rewarded with the Physics Nobel Prize for their discovery.

Gamow and collaborators long time back had predicted the background of cosmic

radiation, a relic from the hot early phase [16,17]. Its temperature had been estimated

to be of the order of a few degrees Kelvin. The background radiation detected by

Penzias and Wilson was highly homogeneous and isotropic having a temperature of

3.5 K at wavelength 7.5 cm. If the early universe was in thermal equilibrium then this

background radiation should have a perfect black body spectrum. However Measuring

the spectrum of the CMB, and confirming that it is indeed a blackbody, was not a

simple task. The current energy per CMB photon is of the order 6×10−4 eV, which is

much smaller than the binding energy of the atom. However, the mean photon energy

is comparable to the vibrational or rotational energy of molecules like H2O. Earth’s

atmosphere can strongly absorb microwaves with wavelengths shorter than λ ∼ 3

cm. Thus Penzias and Wilson observed CMB at a wavelength λ = 7.35 cm, greater

than λ ∼ 3cm. However, the predicted peak of the CMB spectrum is around λ ∼ 2

mm. The CMB can be measured at wavelengths shorter than 3 cm by observing from

high-altitude balloons. The best way to measure CMB spectrum is to do experiments

outside the earth’s atmosphere. COsmic Background Explorer(COBE)satellite(1992)

which is located 900 km above the earth’s surface measured CMB accurately over
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Figure 1.2: CMB sky as measured by COBE (1989-1993) [25].

a wide range of wavelengths. Diffuse InfraRed Background Experiment (DIRBE)

and Far InfraRed Absolute Spectrophotometer (FIRAS) measured radiation at the

wavelengths 0.001 mm < λ < 0.24 mm and 0.1 mm < λ < 10 mm respectively [18].

Differential Microwave Radiometer (DMR) measured the full-sky map of the CMB at

the following wavelengths λ = 3.3 mm, λ = 5.7 mm, λ = 9.6 mm. Three important

results came out of COBE measurements, CMB is very close to that of an ideal

blackbody at any point on the sky irrespective of its angular position, CMB has

dipolar distortion in temperature due to the fact that COBE satellite has relative

motion with respect to the frame of reference in which CMB is isotropic and apart

from the dipolar distortion CMB has temperature fluctuation of the order of 10−5

[1, 19–21]. Although COBE’s discoveries provided important information about the

universe, it had a poor angular resolution of ∼ 7°. To improve the accuracy of the

measurements new satellites like WMAP and PLANCK were launched in 2001 and

2009 respectively. The angular resolution of WMAP is 33 times higher than that

of COBE. PLANCK’s resolution is 3 times higher than the angular resolution of

WMAP [22–24]. CMB sky as measured by COBE, WMAP and PLANCK satellites

are shown in the figures 1.2 , 1.3 , and 1.4 respectively. In these figures different colors

denote temperature fluctuation in the CMB sky. These temperature fluctuations also

gives the direct indications of the density perturbations at the time of last scattering.

These figures are taken from [25]. For detail discussion see [22].
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Figure 1.3: CMB sky as measured by WMAP (2003-2012) [25].

.

Figure 1.4: CMB sky as measured by PLANCK (2009-2013)(ongoing) [25].

.
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1.1.3 Inflation

In this subsection, we will briefly introduce the inflationary paradigm. In chapter

6 , we will discuss the physics of inflation in detail. Despite great success, the big

bang model of the Universe suffers from some problems. These are known as horizon

problem, flatness problem, and monopole problem [1], [3], [26]. It has been shown that

hot big bang model alone cannot explain the large-scale homogeneity of CMB map at

the surface of the last scattering. Calculations imply that information would have to

travel faster than the speed of light in the early universe in order to achieve the present

homogeneity of CMB sky!(for details see section 6.2.3). Flatness problem relates to

the observed data showing that our universe is almost spatially flat. It has been shown

that for the Universe to have evolved to its present state, the spatial geometry of the

early universe must have been precisely flat, to an unbelievable degree of precision

and the matter density in the early universe has to be extremely finely tuned, for

details see section 6.2.1). We have mentioned earlier that symmetry breaking phase

transition gives rise to topological defects. It has been shown that phase transition at

GUT scale produces magnetic monopoles as topological defects. One can show that

the abundance of monopoles produced during the GUT transition is so large that the

energy density would be much larger than the critical energy density of the Universe.

So, the presence of monopoles will severely change the evolution of the Universe

(for details see section 6.2.2). It has been shown that a brief period of accelerating

expansion during the evolution of the early universe can resolve the above-mentioned

problems. In short, inflation is an epoch in the evolution of the Universe when the

Universe expanded exponentially (by a factor of e60 or more) for a very short period of

time. Although the concept of inflationary paradigm was understood earlier, the first

relatively simple particle physics model where one can achieve inflation was proposed

by Guth [27]. This model is known as old inflation model (see section 6.3.1). However,

Guth himself pointed out that his model of inflation has some serious problems and

later new inflationary models were proposed [28,29]. Details of all these issues we will

discuss later in chapter 6. Apart from solving cosmological problems of hot big bang
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model, density perturbations generated during inflationary era also give the correct

initial conditions for structure formation.

1.2 The Microcosmos

In the early 20th-century particle physics and cosmology developed separately. During

1980’s the construction of GUT theories at the very high energy scale of the order

1015 GeV finally connected particle physics and cosmology, “(...)the universe is the

only machine we have that can test these GUT ideas. Its the worlds biggest particle

accelerator (...). But its hard to use because all the experiments happened only once,

(...) a long time ago” [30]. It is possible today to deduce consequences of particle

physics in cosmology and vice versa. The connection between particle physics and

cosmology is nicely illustrated in figure 1.5 . Evolution of the Universe at large scales

(∼Mpc) is intimately connected to the physics at small scales (∼ GUT scale). Also, it

is important to know that out of all the phase transitions occurred in the early universe

only QCD phase transition is accessible in the heavy ion collision experiments. Hence

it is really important to understand the QCD sector of the standard model of particle

physics. We will discuss QCD phase transitions in details in chapter 2 and QCD

phase diagram in section 1.6.

With the understanding developed at the present level of energies and resolution

available at colliders, the matter is made up of leptons and quarks, both of which

are spin half fermions. The leptons come in three generations and can be listed

as: (νe, e
−), (νµ, µ

−), (ντ , τ
−). All the particles have corresponding antiparticles. If

neutrinos are not Majorana fermions then neutrinos and antineutrinos are different

particles. In that case, we have a total of twelve leptons. Quark comes in six flavors,

these are, up (u), down (d), charm (c), strange (s), top(t) and bottom (b). Like

leptons quarks are also grouped in three generations, these are (u, d), (c, s), (t, b).

Each of the six quarks of different flavors comes in three colors and each quark has

its own antiparticle. So we have a total of (6 × 3 × 2 = 36) quarks. Thus fermion

sector of the standard model of particle physics has 12 leptons and 36 quarks.
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Figure 1.5: Cosmic serpent swallowing its tail, illustrating the interconnection between par-

ticle physics and cosmology [31].

These matter particles or fermions interact with each other. Apart from gravity,

these interactions are strong interaction, electromagnetic interaction and weak inter-

action. Principles of quantum field theory suggest that all these forces are mediated

by the exchange of “gauge” bosons. Strong interaction is mediated by the gluons,

electromagnetic force by the photons and the weak force by W±, Z0. Gluons come in

eight varieties. Although the quantum theory of gravity is still not well understood, it

is known that graviton which is a spin 2 particle is the mediator of gravitational inter-

action. All the other gauge bosons are spin 1 particles. Graviton, gluons, and photos

are all massless. Contrary to that, carriers of weak interactions are massive. They

get their masses in a gauge invariant way at electroweak phase transition via Higgs

mechanism. Higgs mechanism is also responsible for mass generation of fermions.

Higgs boson was elusive for a long time but recently LHC confirmed the existence of

Higgs-like boson which has all the properties of Higgs boson. If Higgs is not compos-

ite then Higgs boson will be the only elementary spin 0 particle in nature. Graviton

is not part of the standard model of particle physics. The standard model thus has
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twelve force carriers: eight gluons, W±, Z0 and the photon. Gluons and photons are

their own antiparticles, whereas W+ is the antiparticle of W− and vice-versa. Thus

48 fermions, 13 gauge bosons, and the Higgs boson comprise the standard model of

particle physics [11].

1.2.1 QCD: an overview

The fundamental theory of strong interactions between quarks and gluons is known as

quantum chromodynamics (QCD). QCD is a non-abelian gauge theory described by

SU(3) color gauge group. We will discuss the symmetries of QCD Lagrangian later

in chapter 2 . Quarks not only participate in strong interactions but also in weak

interaction and elctromagnetic interaction. However weak interaction eigenstate of

quarks are different from the mass eigenstates and they are related by CKM matrix.

The electric charge of quarks in the units of the positron charge is as follows: u, c,

t quarks have charge 2
3

and the remaining quarks have charge −1
3
. Quarks have two

types of masses:

a) The current quark mass which is the mass of the quark in the absence of

confinement and is about 5 MeV for u quark and 10 MeV for d quark. Origin of the

current quark mass is the Higgs mechanism. This is the mass that enters in the QCD

Lagrangian.

b) Contrary to QED the quantum field theory of electromagnetism, QCD is non-

abelian and unlike photons, gluons have self-interaction. This self-interaction of the

gauge fields makes QCD very non-trivial in low energy regime. Confinement is an

important property of QCD in low energy regime. The constituent quark mass is the

effective mass of a quark when it is confined in hadrons. Confinement effect of QCD

gives a large contribution to current quark mass. The constituent mass contribution

for quarks is of the order of 330 MeV for u, d quarks. For top quark, the notion of

constituent mass is superfluous, because no bound state of top quark is discovered.

The color charge was introduced to explain the existence of certain QCD states

known as 4++ baryon. 4++ is a bound state of three u quarks. Since this is the
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ground state, the spatial wave function should be symmetric. The three spins of the

quarks are aligned to give the spin +3
2
. Thus the wave function of the 4++ does

not change if two quarks are interchanged. However, the wave function must be an-

tisymmetric according to the Pauli exclusion principle. This was a great problem for

the quark model. To resolve this issue a new quantum number “color” was intro-

duced. Each quark flavor carries three different color charges red, green and blue.

Hadrons are color singlets, it is like spin 0 representation of ordinary spin. Like all

the other particles quarks also have their own antiparticles known as anti-quarks.

Quantum numbers of an anti-quark are opposite to the quantum numbers of cor-

responding quark, e.g. all the quarks carry baryon number +1
3

and the antiquarks

carry baryon number −1
3
, similarly their electric charge is also opposite. The notion

of color confinement allows only color singlet objects to be physically observable in

an experiment. Color singlet combinations which are allowed are,

a) Mesons: These are qq̄ bound states with integral spins (i.e. bosons),

b) Baryons: These are qqq bound states and are fermions.

Now we can briefly discuss the mathematical structure of QCD. Lorentz invariant,

renormalizable, UV complete, gauge invariant QCD Lagrangian of interacting quarks

and gluons is written as,

L = −1

4
Ga
αβG

αβ
a +

∑
α

ψ̄α (iγµDµ −m)ψα, (1.1)

where α = u, d, c, s, t, b denotes the flavor index of quarks and Dµ is the covariant

derivative which is defined as,

Dµ = ∂µ − igTaAaµ, (1.2)

where g is the gauge coupling, T a are the generators of SU(3) in the fundamental

representation and a = 1, 2....8. T a satisfies Lie algebra of SU(3),
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[T a, T b] = ifabcT c (1.3)

where fabc are totally antisymmetric structure constants.

Gαβ is the field strength tensor for QCD gauge fields. Contrary to QED field

strength tensor, Gαβ is not gauge invariant. Gαβ is defined as,

[
Dα, Dβ

]
= igGαβ ≡ igTaG

a
αβ , (1.4)

where

Ga
αβ = ∂αA

a
β − ∂βAaα + gfabcAbαA

c
β . (1.5)

Under SU(3) gauge transform, fermionic fields transform as,

ψ → ψ′ = Uψ, (1.6)

where U is a general SU(3) matrix, and

TaA
a
µ → TaA

a ′
µ = UTaA

a
µU
−1 − i

(
∂µU

)
U−1. (1.7)

Unlike QED, QCD Lagrangian contains self-interaction terms (three point and

four point vertices) of gauge field. Those interaction terms are,

g∂νA
a
µf

abcAµbAνc and g2fabcfalmAbµA
c
νA

µlAνm.
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QCD is a renormalizable theory. An important consequence of renormalizable

quantum field theory is the dependence of the parameters of the theory (like coupling

constants, mass etc) on the renormalization scale. Energy scale dependence of the

strong coupling constant αs(αs = g2/4π) is,

αs
(
Q2
)

=
4π

(11− 2nf/3) ln (Q2/Λ2)
, (1.8)

where Λ is the QCD scale. Its value is of the order of pion mass. nf is the number

of flavors. Since nf = 6, QCD coupling decreases with the increasing momentum

transfer Q2. So at high energy scale or at a scale where momentum transfer is large,

the QCD coupling constant becomes very small, this gives rise to asymptotic free-

dom [32]. Asymptotic freedom of QCD is well tested in deep inelastic scattering (DIS)

experiments. Due to asymptotic freedom perturbative QCD is an important analytic

quantum field theory framework for high energy colliders. However in the low energy

scales ≤ 200 MeV, strong coupling constant is large and the perturbative framework

breaks down. A Large value of the strong coupling constant along with the fact that

gluons have self interaction leads to quark confinement or infrared slavery. Because

of the confinement, we do not see free quark as a physical observable. Quarks, an-

tiquarks, and gluons are confined within hadrons. There are no isolated particles in

nature with non-vanishing color charges.

As we have already mentioned, large numbers of experiments seem to indicate that

quarks and gluons do not exist as an isolated state in nature and there is confinement

of quarks and gluons in hadrons, which are color singlet objects. In particular, quarks

are packaged in colorless packages of two (mesons) and three (baryons). Self-coupling

of gluons allows the possibility of the existence of colorless bound states of gluons,

known as glueballs, although none has been detected so far yet. If QCD is the correct

theory of strongly interacting particles then quark confinement should be achieved
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from the first principle calculation. Unfortunately, confinement is a low energy phe-

nomenon where non-perturbative effects of QCD plays a dominant role and there is

no rigorous theoretical framework available which can handle this problem. How-

ever, string inspired gauge-gravity duality framework, some effective models of low

energy QCD, and first principle lattice QCD calculations have helped us to under-

stand QCD in strong coupling regime. In this context, we will recapitulate one of the

phenomenological QCD models which takes into account the notion of confinement.

1.2.2 Phenomenological Model of QCD: MIT Bag Model

Among different incarnations of extended models of hadrons, MIT Bag Model is one

such phenomenological model of QCD which effectively incorporates both asymptotic

freedom and color confinement [33, 34]. In this model, short length scale behavior of

QCD i.e. small coupling constant limit is ensured by confining the motion of colored

quarks and gluons as almost free particles within the spatial extent of colorless hadron

(spherical bag) of radius R, where R is less than 1 fm. Thus the bag incorporates the

physics of confinement while the freedom of the constituents inside reflect the spirit

of asymptotic freedom.The quarks (light quarks u and d) are treated as massless par-

ticles inside the bag due to the small coupling constant (and small current mass of u

and d quarks) within the bag and are infinitely massive outside the bag because of

confining effects. According to the kinetic theory, the kinetic energy of the quarks

gives rise to an internal pressure which is outwards and trying to inflate the bag. In

this case to keep the quarks and gluons inside the bag, external bag pressure B was

introduced. A balance between outward kinetic pressure and inward bag pressure

stabilizes the hadron. The phenomenological quantity B is introduced to take into

account the non-perturbative color confining effects of QCD. Interestingly this simple

phenomenological model can accommodate glueballs by allowing gluonic fields con-

fined inside the bag.

In this simple model, we can estimate the bag pressure by considering massless
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free fermions confined inside a spherical cavity of radius R. The momentum space

Dirac equation for a free massless fermion inside the extended region is,

γ.p ψ = 0, (1.9)

where the Dirac γ matrices represented in Dirac representation are,

γ0 =

 I 0

0 −I

 (1.10)

and

γi =

 0 σi

−σi 0

 , (1.11)

Where I is a 2 × 2 unit matrix and σi are the three Pauli matrices. We express the

four component wave function ψ for the massless fermions as

ψ =

 ψ+

ψ−

 , (1.12)

Dirac fermion ψ is a reducible representation of the Lorentz group for the massless

case. ψ+ and ψ− are two irreducible representations of the Lorentz group also known

as the Weyl spinors of opposite chiralities. Plugging the above into equation 1.9 we

get

 p0 −~σ.~p
+~σ.~p −p0

 ψ+

ψ−

 = 0. (1.13)

It is important to note that in case of massless Dirac equation ψ+ and ψ− com-

pletely decouple from each other. This is the manifestation of chiral symmetry which

is also a symmetry of QCD Lagrangian in the massless case (see section 2.5 for details).

However, in the presence of mass term equations for ψ+ and ψ− are not decoupled.

Mass term breaks chiral symmetry explicitly. Chiral fermions are very important
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in nature, our standard model of particle physics is based on the gauge interactions

involving chiral fermions.

On solving the above equations (see [34] for details) one gets the ground state

solution as

ψ(~r, t) =

 ψ+(~r, t)

ψ−(~r, t)

 =

 N e−ip
0t j0 (p0r)χ+

N e−ip
0t (~σ.r̂) j1 (p0r)χ+


where j0 & j1 are spherical Bessel functions, χ± are two component Dirac spinors,

and N is a normalization constant.

Now, the condition for quark confinement is that the normal component of the

vector current jµ = ψ̄γµψ must vanish at the surface (r = R). This leads to

j0(p0R) = j1(p0R). (1.14)

Solution of the above equation is,

p0R = 2.04 or, p0 =
2.04

R
. (1.15)

One can also get the above result using uncertainty principle, i.e. the kinetic

energy of a quark inside a bag is inversely proportional to the radius of the bag. The

total energy of a system of N quarks confined to a bag of radius R is

E =
2.04N

R
+

4

3
πR3B, (1.16)

where the last term originates from the bag pressure. We get the equilibrium radius

by minimizing the above equation,

B
1
4 =

(
2.04N

4π

) 1
4 1

R
. (1.17)
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Using the above equation one can estimate the value of the bag constant. For

R = 0.8fm we get,

B
1
4 = 206MeV. (1.18)

However the value of B
1
4 is, model dependent and it ranges from 145 MeV to 235

MeV. For a more detailed treatment see [35].

In the bag model quarks are confined in the bag as long as the inward pressure

is balanced by the outward pressure. If the kinetic pressure exceeds the inward bag

pressure, the bag yields and the quarks become deconfined. In this case, we have not

considered the presence of gluons when we estimated the bag pressure, but the picture

will be similar to the present case. When the bag yields quarks and gluons become

deconfined. We then have a new phase of matter containing quarks and gluons. The

deconfined quarks and gluons soon reach a state of thermal equilibrium. This phase

of deconfined partonic matter is known as Quark Gluon Plasma (QGP).

In nature two different kinds of QGP phases are possible. First is the high-

temperature QGP phase and the other is the high baryon density QGP phase. Early

universe had QGP phase which is characterized by high temperature and low baryon

density or baryon chemical potential. The core of the compact astrophysical objects

like neutron stars can have QGP phase which is characterized by high baryon density

and low temperature phase of QCD. QCD phase transition is the only phase tran-

sition of the early universe which can be probed in laboratory experiment directly.

Relativistic heavy ion collision experiments are designed to recreate the phase of the

matter similar to the early universe during quark hadron phase transition. In the

next section, we will discuss about QGP formation in heavy ion collisions and also

QCD at finite temperature and density to understand the QGP phase transition and

its phase diagram.
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1.3 Heavy Ion Collision Experiments

As already mentioned, apart from the SU(3) color gauge symmetry, classical SU(3)

Yung Mills theory has another important global symmetry known as chiral symmetry

[36], [37]. This symmetry arises due to smallness of masses of up (u) and down (d)

quarks (and to some level strange (s) quark) compared to the QCD scale (ΛQCD ∼ 200

MeV). Due to the chiral symmetry left chiral and right chiral quarks are decoupled

from each other. According to the group theory, manifestation of a symmetry in a

quantum mechanical system is the presence of group multiplets as physical states.

However hadrons, which are the states of QCD, are specific parity states and we

do not see any chiral partners of hadrons. The explanation of this is provided by

assuming that the chiral symmetry is spontaneously broken in the low temperature

hadronic phase where the quarks acquire constituent masses. Chiral symmetry is

restored at high temperature. Due to the small masses of u, d, s quarks the chiral

symmetry is not an exact symmetry rather it is an approximate symmetry and is

explicitly broken by a small amount (softly broken). Lattice QCD results which are

applicable for QCD at high temperature and low baryon chemical potential indicate

that the deconfinement and chiral phase transition occurs approximately at the same

temperature [38], [39], [40], [41]. To understand the phase transition dynamics of

QCD, laboratory experiments are being carried out e.g. CERN (SPS, LHC) and

at BNL (AGS, RHIC), for some time now. AGS and SPS were both fixed-target

experiments which collided Au+Au at up to 11 GeV per nucleon beam energy (AGS)

and Pb+Pb at up to 160 A GeV (SPS) respectively. Although these experiments

were performed in 1980’s with limited technological advances, the results showed the

possible existence of a new hot and dense state of matter. In this relatively low

energy regime the target and the projectile cannot pass through each other due to

the strong coupling constant, giving rise to baryon rich matter in the reaction zone.

Thus, these reactions provide a tool to study very highly excited baryon rich matter

or baryon rich quark gluon plasma. This baryon rich matter closely resembles the

state of the matter inside to the core of compact astrophysical objects like neutron
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stars. But to understand QCD phase transition dynamics in the early universe we

have to probe QCD at high temperature, hence we have to go beyond the AGS/SPS

energy scales. At present, there are two ongoing high energy experiments, one is at

RHIC (BNL) with centre of mass energy per nucleon pair up to
√
SNN = 200 GeV and

the other one is at LHC (CERN) with centre of mass energy
√
SNN = 2.76 TeV and

higher. Contrary to the earlier fixed target experiments these are collider experiments

where two heavy ion beams collide at a very high center of mass energy. Because the

QCD coupling constant is small at high energy scales the target and projectile nuclei

almost pass through each other and the interaction region remains almost baryon free.

At relativistic energies when the highly Lorentz contacted nuclei pass through each

other, they deposit a large amount of energy at the center of the reaction zone to form

secondary partons. These secondary partons redistribute energy within themselves

due to enough rescatterings among them and produce a locally thermally equilibrated

system which is expected to be in the QGP phase. Thus, the QGP state formed in

RHIC and LHC at mid rapidity is almost baryon free with small baryon chemical

potential. For a review on heavy ion collision experiments, see [42] .

1.4 QGP at finite temperature

A rigorous and systematic study of QGP at finite temperature demands a statistical

description of Yang Mills theory. Using the formalism of finite temperature field

theory one can in principle construct the partition function of the system [43]. Once

the partition function is known one can compute thermodynamics quantities like

energy density, pressure etc. However one can extract lots of information about QCD

at high temperature by assuming QGP as a ideal gas of weakly interacting system of

quarks and gluons [34].

Number of quarks having momentum between p and p + dp, in a volume V and

temperature T can be written as,

dNq = gq V
4πp2dp

(2π)3

1

1 + e(E(p)−µq)/T
, (1.19)
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where we have used the Fermi-Dirac statistics for quarks. µq is the quark chemical

potential, and gq the quark degeneracy factor. Since quarks are colored spin half

particles and also comes in different flavors gq = NcNsNf , where Nc, Ns, Nf are

color, spin and flavour degrees of freedom. When µq = 0 the number density of

quarks is the same as that of antiquarks.

The energy of massless quarks (E ' p) is given by

Eq =
gqV

2π2

∫ ∞
0

p3 dp

1 + ep/T
. (1.20)

One can perform the above integration using the properties of the Gamma function

and the Riemann zeta function. This yields

Eq =
7

8
gq V

π2

30
T 4. (1.21)

It is known from statistical mechanics that for massless fermions and bosons the

pressure P is related to the energy density ρ = E/V as

P =
1

3
ρ . (1.22)

This is nothing but the equation of state for massless relativistic matter. Thus, the

pressure of the system of massless relativistic quarks is

Pq =
7

8
gq
π2

90
T 4, (1.23)

Hence the total pressure exerted by quarks and antiquarks present in the system

is

Pq + Pq̄ =
7

8
( gq + gq̄)

π2

90
T 4, (1.24)

where gq̄ is the degeneracy factor for antiquarks.

The number density of quarks and antiquarks is

nq = nq̄ =
gq

2π2

∫ ∞
0

p2 dp

1 + ep/T

=
gq

2π2
T 3 3

2
ζ(3) , (1.25)
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where ζ(3) = 1.20206.

Similar procedure can be followed for weakly interacting system of gluons in a

volume V and at temperature T . However in the case of gluons we have to use Bose

Einstein statistics and correct degeneracy factor for colored massless bosonic field.

The energy of such system is

Eg =
ggV

2π2

∫ ∞
0

p3 dp

{
1

ep/T − 1

}
, (1.26)

where gq is the gluon degeneracy,

gg = (number of different gluons, 8)× (number of polarization, 2) = 16. (1.27)

Hence, we get

Eg = gg V
π2

30
T 4. (1.28)

Again, using P = 1
3
ρ, we get the pressure for the gluon gas as

Pg = gg
π2

90
T 4. (1.29)

It is important to emphasize that the expressions for Eg and Pg are exactly the same

as those for quarks apart from the factor 7
8
, which in the manifestation of Fermi-Dirac

distribution.

The number density of gluons is

ng =
gg

2π2

∫ ∞
0

p2 dp

ep/T − 1

=
gg

2π2
T 3 Γ(3) ζ(3) ' 1.202

gg
π2
T 3. (1.30)

The net energy density of a system of quarks and gluons at temperature T is,

ρQGP = ρqq̄ + ρg

=

[
7

8
(gq + gq̄) + gg

]
π2

30
T 4,

(1.31)
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where gq = gq̄ = NC NS NF = 3× 2× 6 and gg = 16. So,

ρQGP =

(
7

8
× 72 + 16

)
π2

30
T 4 (1.32)

There are two very important assumptions that we have taken in the above deriva-

tion. These are, very weakly interacting system of quarks and gluons and that the

quarks are massless. However we know that in practical situation quarks are not

masslees and the partonic system may not behave as ideal gas. In the ideal gas limit

the above derivation is only valid for T � mtop ' 170 GeV. At a temperature of the

order T = 200 GeV (QCD phase transition scale) we can take u and d quarks to be

nearly massless. Hence,

gq+q̄ = 2× 3× 2× 2 = 24, (1.33)

and,

ρQGP =

(
7

8
× 24 + 16

)
π2

30
T 4

=
37π2

30
T 4. (1.34)

Using the above results of pressure of ideal gas of quarks and gluons and the stabil-

ity condition of the bag model we can estimate the temperature when deconfinement

happens.

By considering only u, d quarks we have,

P =
37π2

30
T 4. (1.35)

Hence the critical transition to QGP state is,

37π2

30
T 4
c = B (1.36)

⇒ Tc =

[
90B

37π2

] 1
4

(1.37)
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If we use the value of B = (206)4Mev4, then we get Tc ∼ 144 MeV. Current

estimates of Tc obtained from the lattice calculations is of the order of 154 MeV

[44]. For T = 200 MeV, we get ρQGP ' 2.5 GeV/fm3, where we have used 1fm =

(200MeV)−1. Therefore, if we are able to create a dense system of quarks and gluons

in thermal equilibrium with an energy density greater than the above estimate then

we can claim the possibility of QGP formation. Such a scenario is expected to be

realized in relativistic heavy-ion collision experiments where central energy density

well above 3 GeV/fm3 can be achieved.

1.5 QGP at high baryon density

In this section we will discuss QGP at high baryon density using Bag model. In this

case deconfining pressure develops inside the bag even at T = 0 due to high baryon

density. Since in this case we are discussing high baryon density at T = 0 we can

ignore the contribution of antiquarks and gluons to the deconfining pressure. This

pressure originates because of the Fermi momentum of the quarks.

The number density of the quarks in a volume V and within a momentum interval

p and p+ dp is,
gq V

(2π)3
4πp2dp. (1.38)

Because of the Fermi-Dirac distribution at T = 0 no states are populated having

momentum larger than quark Fermi momentum µq. Hence, the total number of

quarks is,

Nq =
gq V

(2π)3

∫ µq

0

4πp2dp

=
gq V

6π2
µ3
q. (1.39)

The number density of quarks is

nq =
gq

6π2
µ3
q. (1.40)
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The energy of the quark gas in a volume V is

Eq =
gq V

(2π)3

∫ µq

0

4πp3dp

=
gq V

8π2
µ4
q. (1.41)

Therefore the energy density is

ρq =
gq

8π2
µ4
q. (1.42)

Again, because of the relativistic equation of state, we have

Pq =
1

3
ρ =

gq
24π2

µ4
q. (1.43)

Once we have the expression for pressure of the system, now we can estimate the

critical value of chemical potential when bag undergoes a transition to QGP state.

Pq = B =
gq

24π2
µ4
q, (1.44)

leading to

µc =

[
24 π2B

gq

] 1
4

. (1.45)

corresponding value of critical number density quarks is,

ncriticalq = 4
( gq

24π2

) 1
4
B

3
4 , (1.46)

and the critical baryon density is

ncriticalB =
4

3

( gq
24 π2

) 1
4
B

3
4 . (1.47)

Considering only the u and d flavors , gq = 3× 2× 2 = 12 for 3 colors, 2 spins and

2 flavors. Using B
1
4 = 206 MeV we get µc = 434 MeV and the corresponding critical

baryon number density is nc = 0.72/fm3. In comparison the nucleon saturation

density in normal nuclear matter in equilibrium is nB = 0.16/fm3. So the critical

baryon density is about 5 times the normal nuclear matter density. This high baryon

density is still not accessible in laboratory experiments. However the core of compact

astrophysical objects can have deconfined QCD phase. In real situation system will

be at finite temperature and finite chemical potential. In this case the critical value

of temperature and baryon chemical potential will be in between the values for the

two extreme cases we have discussed.
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Figure 1.6: QCD phase diagram [45].

1.6 QCD Phase Diagram

In this section, we will briefly discuss our current understanding of the QCD phases.

QCD phase diagram as a function of temperature (T ) and baryon chemical poten-

tial is shown in figure 1.6. Somewhat concrete statements can be made only in the

case of finite temperature with a small baryon chemical potential (µB << T ) and at

an asymptotically high baryon chemical potential (µB >> ΛQCD). This is possible

because at finite temperature and low baryon chemical potential lattice QCD calcu-

lations, which include non perturbative effects, are predictive and reliable. On the

other side for very large chemical potential perturbative QCD is reliable because of

asymptotic freedom at large Fermi momentum. In the intermediate ranges of tem-

perature and chemical potential effective models of QCD e.g. NJL, PNJL, PQM etc

provide a relatively good description of strongly interacting matter.

The QCD phase transitions at finite temperature and very small chemical po-

tential have been studied extensively in the lattice QCD simulations. However, the

dynamics of the phase transition depends on the number of flavors, the mass of the
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quarks etc. For three colors, in the pure gauge case (no dynamical fermions), Lat-

tice calculations have shown that the confinement deconfinement transition is of first

order with transition temperature Tc = 270 MeV [46] . However in the presence of

dynamical fermions including realistic u, d, s quark masses confinement deconfine-

ment transition is not a phase transition rather it is a smooth crossover [47,48]. The

crossover temperature is in the range 150-200 MeV.

Along the chemical potential axis and at very low temperature, phase structure

of strongly interacting matter is very rich. As we move along the T = 0 axis we

approach towards the nuclear matter for µB ∼ 940 MeV. Nuclear matter is separated

from the hadronic gas by a first order phase transition line. This first order phase

transition line ends at a second order critical point. For larger values of µB one ex-

pects to find neutron superfluidity. Neutron superfluidity is expected to exists in the

interior of neutron stars. At a very large value of baryon chemical potential, one finds

some exotic phases of QCD e.g. 2 flavor color superconducting phase, color-flavor

locked phase, crystalline color superconducting phase etc. Symmetry breaking pat-

tern in this regime is very complicated. In this case due to the possible attractive

channel quark-quark condensate becomes the ground state of the system. This is

the analogue of electron superconductivity in condensed matter systems. But QCD

color superconductivity [49, 50] is more robust than the electron superconductivity

because electron superconductivity is possible because of the relatively weak phonon

interaction, but to achieve color superconductivity presence of background lattice is

not required. The excitation energy of electron superconductivity is in the electron

volt scale, but the characteristic scale of color superconductivity is in MeV scale. At

relatively low baryon density with two flavors u and d, 2SC color superconductivity

emerges, however, at very high µB including the strange quarks in the system it is

possible to have color-flavor locked (CFL) phase (for details, see section 3.2.5). In the

case of finite chemical potential effective QCD models predicts that the confinement

deconfinement transition is of first order. This first order phase transition line, sep-

arating nuclear matter and quark matter, ends at a critical point. Finding the exact

position of this critical point in (T − µB) plane is one of the main goals of RHIC
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beam energy scan program [51]. The core of the neutron star is likely to contain

these exotic high µB phases. Future experiments on compressed baryonic matter at

FAIR and NICA is expected to probe high µB region of QCD phase diagram.

With that we come to the end of the brief discussion on the topics which are

important for this thesis. The rest of the thesis is organized as follows:

In chapter 2 QCD phase transition will be covered in details. This includes some

simple toy models to demonstrate the physics of phase transition in field theory

models, phase transitions in QCD and the effective potential etc. In chapter 3 we

will discuss neutron star dynamics, pulsar glitches and anti-glitches. The concepts

introduced in this chapter will be important for the chapter 4 and 5 , where we will

discuss how QCD phase transition can affect the neutron star dynamics. In chapter

6 we will discuss the physics of inflation. In chapter 7 we will take a slight detour

and will discuss a key ingredient of our work - the reaction diffusion equation. In the

subsequent chapters we will discuss our work on the initial condition of inflation and

how reaction diffusion dynamics can resolve the issue. In the end we will conclude

the thesis.
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Chapter 2

QCD Phase Transitions

In this chapter, we will discuss QCD phase transitions. After a general introduction to

first order and second order phase transition we will discuss the physics of false vacuum

decay. This discussion will be important for subsequent chapters. After this we will

introduce QCD phase transitions e.g. confinement-deconfinement phase transition

and chiral phase transition. Towards the end of this chapter we will discuss the

topological defects which generally appear in symmetry breaking transitions. Effects

of these topological defect in the context of QCD phase transition will be important

for this thesis.

2.1 Phase Transitions

Phase transitions which we encounter in day to day life are of great importance in

every branch of physics, e.g. condensed matter systems, early universe as well as

in particle physics. Melting of ice, boiling of water are common examples of phase

transitions that we observe almost every day. The other examples of phase transitions

are paramagnet to ferromagnet, normal conductor to superconductor, normal fluid to

superfluid phase transitions etc.

A thermodynamic system can have different phases e.g. phases of water. A phase

of a system in equilibrium is characterized by temperature, volume, pressure, chem-

ical potential etc. A diagram drawn using any appropriately chosen parameters of a
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system give us what is known as a phase diagram, e.g. phase diagram of water, where

water can have distinct thermodynamics phases. We are familiar with the phase dia-

gram of water as a two-dimensional plot in the pressure-temperature plane, however

in general phase diagram can be multidimensional. If a given phase of a system is

in equilibrium, then partition function is analytic as a function of these parameters

over the relevant part of the phase diagram. Non-analyticity in the parameters of the

phase diagram arises due to the presence of a phase boundary separating two different

phases. According to the laws of thermodynamics, a dynamical system always tries

to minimize its free energy or maximize its entropy and this can drive a system to

pass over to a new phase across the phase boundary, leading to phase transition.

Often phase transitions are accompanied by a change in the symmetry properties

of the system. From particle physics point of view phase transitions associated with

spontaneous symmetry breaking are of great importance. In the early universe var-

ious types of symmetry breaking transition happened at different times during the

evolution of the universe. The topological defects associated with these symmetry

breaking phase transitions were earlier considered a possible candidate for structure

formation. In such theories, the ground state does not share the original symmetry

of the Hamiltonian and becomes degenerate after the phase transition. In the sym-

metric phase, the system has a unique ground state but when the symmetry breaks

spontaneously, more than one degenerate ground states are available for the system

and it has to choose one ground state out of many. For a dynamical system this choice

of the vacuum is very important, as perturbative series is developed about a specific

vacuum. Once a choice of vacuum is made the system no more remains invariant

under the symmetry transformations pertaining to its original unique (symmetric)

ground state. The symmetry of the system is therefore said to be broken sponta-

neously during the transition. The symmetric phase of a system is the disordered

phase and the symmetry breaking transition makes it more ordered. But it needs to

be emphasized that ‘ordering’ is not a necessary requirement for all transitions. For

example, liquid-vapor transition does not involve any symmetry breaking or ordering

since both phases are isotropic.

36



A suitable order parameter (OP) can be chosen to distinguish different thermody-

namics phases. Typically it is zero in more symmetric disordered phase and it takes

non zero value for less symmetric ordered phase. The unique values of the order pa-

rameter field which minimize the free energy in a particular phase constitute the order

parameter space. During electroweak symmetry breaking G ≡ SU(3)c × SU(2)L ×

U(1)Y symmetry group spontaneously breaks down to H ≡ SU(3)c × U(1)em via

Higgs mechanism. In this case vacuum expectation value of the Higgs field serves as

the order parameter field and the vacuum manifold is given as G/H. It is impor-

tant to note that the order parameter is symmetric under H ≡ SU(3)c × U(1)em.

This is a common feature of symmetry breaking transitions. It is also important to

mention that a system can have different kinds of underlying symmetries, e.g. gauge

symmetry, global symmetry, discrete symmetry or even space-time symmetries like

supersymmetry. Thus the system can have more than one order parameter depend-

ing upon the symmetry and the corresponding symmetry breaking transitions can in

principle be different from each other.

Order of the phase transition is defined in terms of the nature of the variation

of the order parameter as a function of controlling parameters e.g. temperature. If

the order parameter changes discontinuously with the control parameter then it is a

first order phase transition; otherwise, it is second order or a continuous transition.

An everyday example of first order phase transition is the transition between water

and ice or water and vapor, where density serves as order parameter. Let us assume

that Tc is the transition temperature. Because of the discontinuity, the state of the

system at Tc depends on which side the critical temperature was approached from.

For first order phase transition coexistence of the phases is possible at Tc. This is

exactly what happens when we put ice into a glass of water. A first order transition

occurs by nucleation of bubbles. Local fluctuations of the order parameter field drive

certain regions of one phase to the other phase because of a lower free energy of

the latter. Because of the local fluctuation or due to the presence of impurities

bubbles of the phase having lower free energy nucleate in the background of the other
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phase having relatively higher free energy. If the nucleated bubble size is larger than

a critical size (where critical size is determined by the parameters of the system),

then the supercritical bubbles expand, meet, and coalesce until the entire region gets

converted to the phase having smaller free energy. Such moving interfaces of bubble

walls lead to interesting physical effects. For example, Witten has shown that if

the quark-hadron transition in the early universe was a first order transition then

moving bubble walls can lead to concentration of baryon number and can lead to the

formation of quark nuggets [1]. (Though, now lattice calculations have shown that

it is a cross-over). An example of second order transition is para to ferromagnetic

transition where magnetization (M) is the order parameter.

2.2 Toy Models

In this section, we will briefly study the dynamics of phase transition in quantum field

theory system. Taking two simple Lagrangians [2] we will obtain the effective potential

as a function of the order parameter. The behavior of the effective potential dictates

the type of the phase transition. These toy models also offer us the opportunity to

describe features of the phase transitions that make them relevant in cosmology. For

detailed derivations and discussions see [3].

2.2.1 Second Order Phase Transition

To understand the second order phase transition let us consider the following simple

real scalar field Lagrangian,

L =
1

2
∂µφ∂

µφ− V, V =
λ

4

(
φ2 − v2

)2
, (2.1)

where φ is the real scalar field, V is the potential, and λ, v are constants. φ→ −φ

is a global symmetry of the above Lagrangian. Vacuum expectation values of φ are

±v. However, once the system chooses one of the vacuum states, φ→ −φ symmetry

is spontaneously broken.
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The ground state of the system is determined by minimizing the potential, ∂V
∂φ

= 0,

λ
(
φ3 − v2φ

)
= 0 (2.2)

Equation 2.2 shows that apart from φ = 0 there are other two non zero solutions,

these are φ = ±v. Note that φ = 0 is symmetric under φ → −φ. However, φ = ±v

is not symmetric under φ→ −φ. That implies that the symmetry of the Lagrangian

is broken by the choice of the vacuum. At a nonzero temperature (T ), the value

of φ fluctuates from point to point. If these thermal fluctuations are small, we can

write the field as the sum of the homogeneous background contribution φ0 and the

fluctuation δφ on top of φ0.

φ(x) = φ0 + δφ(x) (2.3)

If we consider only gaussian, symmetric thermal fluctuations then we can elimi-

nate those terms which are averages over odd powers of δφ. Using equation 2.2 and

averaging over the gaussian fluctuations and eliminating terms averages of odd powers

of δφ gives:

λ
(
φ3

0 + 3〈δφ2〉φ0 − v2φ0

)
= 0 (2.4)

Once we quantize these scalar field fluctuations δφ interms of creation and anni-

hilation operators, then the thermal vacuum expectation value of δφ2 can be given

as [4]:

〈δφ2〉 =

∫
d3p

(2π)3

1

ω

1

eβω − 1
, (2.5)

where β = 1/T , ω =
√

p2 +m2. Equation 2.5 does not include the zero point energy

term. This term can be absorbed during renormalization of the coupling constant of

the theory. Equation 2.5 can be solved in high temperature limit. For the details
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of this derivation see [3] and references therein. In conclusion, the leading thermal

contribution to 〈δφ2〉 is:

〈δφ2〉 ' T 2

12
− mT

4π
. (2.6)

After substituting the value of 〈δφ2〉 from equation 2.6 into the equation 2.4 and

using a crude approximation by neglecting O(T ) term with respect to O(T 2) term,

we get:

λ

(
φ2

0 +
T 2

4
− v2

)
φ0 = 0. (2.7)

Effective potential which describes the variation of φ0 as a function of temperature

can be obtained by integrating equation 2.7. Hence we get,

Veff (φ0) = λ

[
φ4

0

4
+
φ2

0

2

(
T 2

4
− v2

)]
. (2.8)

Once we have the effective potential of φ0, we can understand the evolution of

φ0 as a function of temperature. Note that φ0 is the vacuum expectation value of

the field φ and it can also be treated as the order parameter of the theory. From

equation 2.7 we can obtain the critical temperature of the system Tc = 2v. If T > Tc

then from equation 2.7 we can see that φ0 = 0 is the only solution, however for

T < Tc equation 2.7 has two nonzero solutions. This implies that as the temperature

decreases from a higher value to a lower value through Tc, we have a phase transition

at Tc. For completeness, we have shown the effective potential and its temperature

variations in the figure 2.1 . For this simple model, we found that the symmetry of the

Lagrangian is broken by the ground state below Tc, where φ0 has nonzero value and

the symmetry is restored at a temperature greater than Tc. In the symmetry restored

phase φ0 = 0. As soon as the temperature drops below Tc, φ0 6= 0 vacuum becomes

energetically favorable for the system and the phase transition takes place. In this

type of phase transition, the order parameter φ0 changes continuously. The above
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T > Tc

TT= c

T = 0

T< Tc

φ

V(φ)

+v−v

Figure 2.1: Toy model potential for a real scalar field with two degenerate local minima used

to illustrate a second order phase transition.

.

mentioned features are the characteristics of second order phase transition. Although

in this case, we have obtained second order phase transition in a simple toy model

but the conclusions which we have derived in this simple model will be applicable to

realistic more complicated cases, e.g. QCD phase transition etc.

2.2.2 First Order Phase Transition

Let us consider a more complicated Lagrangian which can give rise to a first order

phase transition [2].

L = Dµφ
∗Dµφ− λ

4

(
φ∗φ− v2

)2 − 1

4
FµνF

µν , (2.9)

where φ is a complex scalar field. The above Lagrangian can be obtained by

imposing local U(1) gauge symmetry in the complex scalar field Lagrangian 2.1 .

Lagrangian given in equation 2.9 also can be taken as the Lagrangian of the scalar

QED [5]. The covariant derivative is defined as Dµ = ∂µ + igAµ and the gauge

invariant field strength tensor of the U(1) gauge field is Fµν = ∂µAν − ∂νAµ. Under
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local U(1) gauge transformation the complex scalar field changes as,

φ→ eiθ(x)φ, (2.10)

corresponding transformation of the U(1) gauge field is,

Aµ → Aµ −
1

g
∂µθ. (2.11)

Following the earlier procedure of decomposing the scalar field into a homogeneous

background part and a thermal fluctuation on top of it, we can also decompose the

complex scalar field. Since in this case there is a U(1) symmetry associated with the

Lagrangian we can split the complex scalar field in the following way,

φ1 = φ0 + δφ1, φ2 = δφ2. (2.12)

Minimizing the potential with respect to φ1 gives the ground state of the system

(including the terms coming from the Dµφ
∗Dµφ),

λ
(
φ2

1 + φ2
2 − v2

)
φ1 + g2A2φ1 = 0. (2.13)

After using the values of φ1 and φ2 from equation 2.12, taking average of gaussian

symmetric fluctuations and dropping the terms having odd powers of δφ1 and δφ2,

we get,

λ

[
φ2

0 + 3〈δφ2
1〉+ 〈δφ2

2〉+
g2

λ
〈AµAµ〉 − v2

]
φ0 = 0 (2.14)

Note that once we decompose the scalar field with respect to the homogeneous

background, gauge field Aµ picks up an effective mass term because of the interaction

term between the scalar field and the gauge field in the covariant kinetic term. The

presence of φ0 gives it a mass m2
γ = g2φ2

0. Unlike the massless gauge field which
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has only two transverse degrees of freedom, a massive gauge field has an additional

longitudinal degree of freedom. Because of the three degrees of freedom it has three

times the thermal contribution of the scalar boson field δφ from equation 2.6:

〈AµAµ〉 '
T 2

4
− 3mγT

4π
. (2.15)

Plugging the expressions of δφ1,2 fields to the leading order in T (equation 2.6)

and the expression of 〈AµAµ〉 from equation 2.15, in equation 2.14 we obtain,

λ

[
φ2

0 −
3g3Tφ0

4πλ
+

(
1

3
+
g2

4λ

)
T 2 − v2

]
φ0 = 0. (2.16)

Integrating equation 2.16 we find the effective potential of φ0:

Veff (φ0) =
1

2

[(
λ

3
+
g2

4

)
T 2 − λv2

]
φ2

0 −
g3T

4π
φ3

0 +
λ

4
φ4

0 (2.17)

From equation 2.17 we can understand the behavior of φ1 as a function of temper-

ature. Its behavior is shown in the following figure 2.2. Unlike the effective potential

for the second order phase transition, in case of first order phase transition, the ef-

fective potential has a φ3 term. This cubic term gives rise to a local maxima. As

the temperature drops, a local maxima develops as a potential barrier which keeps

the field trapped near the origin. At the critical temperature, all the three minima of

the potential become degenerate. As the temperature drops below critical tempera-

ture minima corresponding to φ 6= 0 becomes energetically more favourable than the

minimum corresponding to φ = 0. However, because of the potential barrier, field

remains trapped in the false vacuum (vacuum corresponding to φ = 0). Classically

the field cannot roll down to the true vacuum (vacuum corresponding to φ 6= 0), how-

ever, quantum mechanically field can tunnel through the barrier. But this tunneling

probability is small. As the temperature drops below the nucleation temperature Tn,

the potential barrier becomes smaller and the probability for the field to tunnel to the

true vacuum becomes larger in the presence of fluctuations. Eventually, the field rolls
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T = Tc

T=T  < Tc

T = 0

T<T n

T>Tc

n

+v−v
φ

V( φ )

Figure 2.2: Toy model potential for a real scalar field with two degenerate local minima

used to illustrate a first order transition phase transition. It is clear from the figure that

at transition temperature degenerate vacua exist. These vacua are separated by a potential

barrier. For T < Tc, φ = 0 is the metastable vacuum.

down to the true minimum and completes the phase transition. (This simple picture

of only using φ1 was used as illustration of the dynamics of a first order transition. φ

in equation 2.9 is complex, hence full effective potential will be in terms of a complex

field with degenerate vacuum being U(1) symmetric.)

2.3 False Vacuum Decay

In the section 2.2.2 we have elaborately discussed how cubic term in scalar field can

give rise to first order phase transition. However in this toy model we have used finite

temperature corrections to construct the effctive potential. But in general φ3 term

can arise in a scalar field Lagrangian without finite temperature corrections, e.g. the

following potential of a real scalar field can give rise to first order phase transition,

V (φ) =
λ

2
φ2(φ− φ0)2 − λε0φ0φ

3. (2.18)

The potential is shown in the figure 2.3. Here the metastable vacuum is at φ = 0
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and the true vacuum appears at,

φ = σ = φ0

[
3(1 + ε0) +

√
(3(1 + ε0))2 − 8

4

]
. (2.19)

As pointed out earlier φ3 term in the potential gives rise to a potential barrier

between metastable and true vacuum. Note that, as ε0 → 0, the global minimum

σ approaches φ0 and the vacuum at φ = 0 and φ = σ becomes degenerate. In

the case of a first order phase transition, the field φ evolves from the metastable

vacuum φ = 0 (false vacuum) to φ = σ (true vacuum). Transition to the true

vacuum state by quantum tunneling occurs through the nucleation of bubbles of the

energetically favored phase φ = σ, which then expand outward nearly at the speed

of light. The semiclassical theory of quantum tunneling at zero temperature was

given in [6] and the finite temperature extension of this theory was proposed by

Linde [7]. We will discuss below semi-classical theory of false vacuum decay given by

Coleman (for details see, [8–10]). As we will see, the tunneling solution will require

consideration of a particle moving in potential −V (φ). For the later purpose we also

show, in Fig. 2.4 the inverted potential −V (φ).

False vacuum decay at zero temperature is a problem of quantum tunneling from

one vacuum state to the other. To illustrate the physics of the tunneling, we will

first consider a particle mechanics problem where a particle of mass m is moving in

potential V (x) in 1D, with the Lagrangian,

L =
1

2
mẋ2 − V (x). (2.20)

In general transition amplitude from a state |xi, ti〉 to a state |xf , tf〉 is given as,

〈xf , tf |xi, ti〉 = N

∫
Dx e

i
~S[x], (2.21)

where S[x] is the action of the system. It is important to note that in Minkowski

space this integral is oscillatory. However, in such a case we can rotate to Euclidean

space (imaginary time) to make the integral well behaved. This point will be clear in

the subsequent discussions. One can continue to use real time description keeping in
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Figure 2.3: Potential for a first order phase transition [10] .

mind the fact that the actual calculations are done in Euclidean space and the results

are rotated back to Minkowski space.

In path integral formalism, we can expand the action around the classical trajec-

tory (path which satisfy classical equation of motion),

x(t) = xcl(t) + η(t), (2.22)

where classical trajectory xcl satisfies,

(
δS[x]

δx(t)

)
x=xcl

= 0. (2.23)

Then, we have

S[x] = S[xcl + η]

= S[xcl] +
1

2

∫ ∫
dt1dt2η(t1)

δ2S[xcl]

δxcl(t1)δxcl(t2)
η(t2) +O(η3). (2.24)

Substituting the expression of S[x] back into the equation 2.21 , one can show that,
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Figure 2.4: Inverted potential in Minkowski space [10] .

〈xf , tf |xi, ti〉 = N

∫
Dηe

i
~

(
S[xcl]+

1
2

∫ ∫
dt1dt2η(t1)

δ2S[xcl]

δxcl(t1)δxcl(t2)
η(t2)+O(η3)

)

' Ne
i
~S[xcl]

∫
Dηe

i
2~
∫ ∫

dt1dt2η(t1)
δ2S[xcl]

δxcl(t1)δxcl(t2)
η(t2)

=
N√

det
(

1
~

δ2S[xcl]
δxcl(t1)δxcl(t2)

)e i~S[xcl]. (2.25)

It is important to note that the above derivation breaks down if,

det
δ2S[xcl]

δxcl(t1)δxcl(t2)
= 0, (2.26)

normally this happens when there is some underlying symmetry of the system. This

determinant is also known as determinant of fluctuations and in general it is very

difficult to calculate. There are only some systems e.g., double well potential, where

one can get the closed form exact expression of this determinant. However, in general

case one can use dimensional arguments to estimate this factor.

As already discussed, how a particle evolves from one position to another can be

expressed as the transition amplitude for a particle that starts at xi at t0/2 to ends

at xf at t0/2 as,
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〈xf |e−iHt0 |xi〉 = N

∫
Dx e

i
~S[x]. (2.27)

we can set ~ = 1 as we are working in natural units. The left hand side of the equation

2.27 can be expanded in energy eigenstates,

H|n〉 = En|n〉, (2.28)

which implies,

〈xf |e−iHt0|xi〉 =
∑
n

e−iEnt0〈xf |n〉〈n|xi〉. (2.29)

We have already said that path integral as given in equation 2.27 is oscillatory. To

make this integral well behaved we have to go to Euclidean space, where the time t is

rotated to the complex axis t→ −iτ . In the τ0 →∞ limit all the states with energy

higher than E0 are exponentially suppressed in comparison to the term involving |0〉.

This gives us,

e−E0τ0〈xf |0〉〈0|xi〉 ≡ e−E0τ0ψ0(xf )ψ
∗
0(xi), (2.30)

where ψ0 is the ground state wave function at position x. The action on the right

hand side of equation 2.27 under the Wick rotation takes the form,

iS[x(t)]→ −SE =

∫ τ0/2

−τ0/2

(
−1

2

(
dx

dτ

)2

− V (x)

)
dτ, (2.31)

where SE is the Euclidean action. Therefore the equation 2.27 becomes,

〈xf |e−iHt0|xi〉 = N

∫
Dx e−SE . (2.32)

The techniques that we have already discussed to get the equation 2.25 can also

be used in this case to get the closed form expression for the transition amplitude,

〈xf |e−iHt0|xi〉 ∝ Ne−SE , (2.33)
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Figure 2.5: Double well potential with unstable vacuum [10] .

where leading contribution to SE comes from classical trajectory and the proportion-

ality includes determinant of fluctuations.

Let us consider a potential of the form in figure 2.5 . It has a false vacuum at x = 0

and a true minima at x = a. In the classical case, if a particle is trapped at x = 0 then

the escape is impossible, apart from external effects (such as thermal excitations). In

the quantum case, however, the phenomena of tunneling will eventually cause the

particle to escape and evolve to the true minimum. The probability of this occurring

is given by the width of the state, which is in turn given by the complex component of

the energy. This can be understood in the following way, The probability of remaining

in a state at time t is,

|ψ(t)|2 = |U(t)ψ(0)|2 = |e−iEtψ(0)|2 = e−Γt, (2.34)

where Γ = −2Im(E) is the width of the state and in these units its inverse is the

lifetime [10] . By considering the determinant of fluctuations about the instanton solu-

tion (which mediates the tunneling), one can show that for this double well potential

the width of the state is,

Γ = −2ImE0 =

(
SE
2π

)1/2

e−SE
∣∣∣∣det′[−�E + V ′′(φ)]

det[−�E + V ′′(0)]

∣∣∣∣−1/2

, (2.35)

where ‘′’ indicates that zero modes of the operator are to be omitted when computing
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the determinant. This is important as we have discussed that zero modes in the

determinant of fluctuations arise due to the symmetry of the system. In this case the

system has one dimensional translation symmetry in time direction (this is separately

integrated in terms of the position of the instanton in the time direction). So the zero

mode corresponding to that has to be removed. Another important feature of the

above equation in the prefactor
(
SE
2π

)1/2
. This term comes because of the symmetry of

the system. In a (3+1) dimensional field theory system, which we will discuss later,

has four translational symmetries. Hence there will be four such factors of
(
SE
2π

)1/2
.

Now let us consider the field theory systems. Similar to the quantum mechanical

system, the rate of the false vacuum decay is given by [9] ,

Γ = Ae−SE(φ), (2.36)

where φ is a solution of the Euclidean field equation which extremises the Euclidean

action SE given by,

SE(φ) =

∫
d3xdtE

[
1

2

(
dφ

dtE

)2

+
1

2
(~∇φ)2 + V (φ)

]
, (2.37)

where, V (φ) is given in equation 2.18 and,

A =

(
SE
2π

)2 ∣∣∣∣det′[−�E + V ′′(φ)]

det[−�E + V ′′(0)]

∣∣∣∣−1/2

. (2.38)

At zero temperature, the least action Euclidean solution has O(4) symmetry. In

this case φ is only a function of r, where r2 = |~x|2 + t2E. The O(4) Euclidean equation

of motion for φ(r) is given by,

d2φ

dr2
+

3

r

dφ

dr
− V ′(φ) = 0, (2.39)

and the Euclidean action in terms of r can be expressed as,

SE = 2π2

∫ ∞
0

r3dr

[
1

2

(
dφ

dr

)2

+ V (φ)

]
. (2.40)
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The boundary conditions for the O(4) solution are φ = 0 at r = ∞ and dφ
dr

= 0 at

r = 0. The value of φ at r = 0 is decided by the two boundary conditions. Starting

with φ = φe and dφ
dr

= 0 at tE = 0, φ will evolve to φ = 0 at tE = ∞. Here φe is

somewhere in between φ = 0 and φ = σ. The technique to find φe can be illustrated

with the negative of the potential V (φ) as shown in the figure 2.4 . If we interpret φ

to be the “position” of a particle of unit mass and r to be the “time” variable, then

equation 2.39 describes the classical motion of a particle under the influence of the

inverted potential −V (φ) with a velocity dependent “friction” force. If φ starts at

rest from a specific point, the escape point φe , it will have just enough energy to

overcome the friction force and come to rest at φ = 0. If φ is released at rest from the

left of the escape point φe , it will undershoot the desired final configuration. That

is, after some finite r, φ will come to rest and then reverse direction at some point

before reaching φ = 0. If φ is released at rest from the right of the escape point φe ,

it will overshoot the point φ = 0 and go to negative φ. The escape point φe can thus

be identified by trial, and this is the solution for φ(r) for the bubble profile. Then we

can calculate Euclidean action for this solution.

In general analytic solution of equation 2.39 is not available. However, in thin

wall approximation it is possible to find a simple approximate analytic expression

for SE. In thin wall approximation, the difference in energy between the metastable

and true vacua is small compared to the height of the barrier. In the thin wall limit

(ε0 → 0), the minima are nearly degenerate. In order to overcome the friction term,

φe must be very close to σ. The form of the solution can be understood by again

using the particle analogy. For ε0 << 1, the particle sits near φ = σ or a very long

time (i.e up to a large value of r) making the dissipation term ineffective. Then at

some large value of r, say r ∼ R, the particle rapidly makes the transition across

the ‘dip’ in −V (φ), and finally slowly comes to rest at φ = 0. Here φ(r) corresponds

to the bubble profile and R is the bubble radius. In thin wall approximation, the

Euclidean action for O(4) symmetric instanton can be shown to be [8],
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SE(φ) = 2π2R3S1 − π2R
4

2
ε, (2.41)

where ε = V (φ0) =
−ε0λφ4

0

2
, S1 is the action of one dimensional instanton. We can de-

termine radius R by extremising Euclidean action dSE
dR

= 0. From this we find critical

radius Rc = 3S1

ε
. In the thin wall limit, bubble radius is much larger than the wall

thickness. The extremum action in this limit becomes SE =
27π2S4

1

2ε3
. Once we have

the estimates of the Euclidean action we can calculate the rate of false vacuum decay

provided we also know the determinant of fluctuations. We have already mentioned

that the exact calculations of the determinant of fluctuations is very difficult. How-

ever one can use dimensional arguments to estimate this factor. At finite temperature

one can replace this factor by T 4 for rough estimate. In this thesis we have considered

only zero temperature quantum tunneling. In this case determinant of fluctuations

can be estimated as R−4
c .

After this general discussion of phase transition and simple illustration of phase

transition dynamics in quantum field theory systems using simple toy models, we

will now focus on QCD phase transitions. The QCD confinement deconfinement

transition takes place in the early universe when the temperature of the universe was

∼ 100 MeV. It is the only particle physics transition of the early universe that can be

studied experimentally. However, the transition cannot be fully understood within

the framework of perturbative quantum field theory. QCD phase transition can be

characterized in two different ways. It can be viewed as a transition from a deconfined

phase to a confined phase as well as a spontaneous breaking of the chiral symmetry.

In the next sections we will discuss the confinement deconfinement transition and

after that, we will discuss the chiral symmetry breaking.

2.4 Confinement Deconfinement Phase Transition

In this section, we will briefly discuss confinement-deconfinement phase transition.

We follow [11] to construct the order parameter for the phase transition which is
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known as Polyakov loop. We will write the effective potential for the order parameter

and we will also discuss the symmetry properties of Polyakov loop. In the present

case, we will consider pure QCD with no dynamical quarks are in the picture.

2.4.1 Polyakov Loop Order Parameter

Consider SU(N) gauge theory at finite temperature without dynamical quarks. Let

|sG〉 denote the states of the system. The partition function of the system can be

written as,

Z = e−βF =
∑
sG

〈sG|e−βH |sG〉. (2.42)

To determine whether the system is in confined phase or not we use an infinitely

heavy static test quark at position ~x0, as a probe. This test quark has no dynamics

and it produces no back reaction on the system. In the presence of the test quark

the state of the system is not |sG〉. Now we denote the state by |s〉 = ψ†a( ~x0, 0)|sG〉.

The field creation operators ψ†a( ~x0, t) create a quark with color a at a position ~x0 and

time t. These fermionic operators satisfy their usual anti commutation relations,

{ψa( ~x1, t), ψ
†
b( ~x2, t)} = δabδ

3( ~x1 − ~x2). (2.43)

Then the partition function can be written as,

Zq = e−βF ( ~x0) =
1

N

∑
s

〈s|e−βH |s〉,

=
1

N

∑
sG

〈sG|
∑
a

ψa( ~x0, 0)e−βHψ†a( ~x0, 0)|sG〉,
(2.44)

where N is the number of colors. N = 3 for QCD. Thus the sum over a is on all

the possible color states. Here the sum is over all states |sG〉 with no quarks, that is,

over states of pure gauge theory. Time translation of any operator in the Euclidean

space is given as,

53



eβHO(t)e−βH = O(t+ β), (2.45)

which implies

eβHψa( ~x0, 0)e−βH = ψa( ~x0, β), (2.46)

⇒ Zq =
1

N

∑
sG

〈sG|
∑
a

e−βHψa( ~x0, β)ψ†a( ~x0, 0)|sG〉. (2.47)

Time evolution of the wave function is given by the Dirac equation in Euclidean

space,

(
−i∂0δ

ab − gAab0 ( ~x0, τ)
)
ψb( ~x0, τ) = 0, (2.48)

where A0 = Ai0λi, with λi being the Gell-Mann matrices. Solution of the above

equation is,

ψa( ~x0, β) = P

[
exp

(
ig

∫ τ=β

0

dτA0( ~x0, τ)

)]
ab

ψb( ~x0, 0), (2.49)

where P denotes path ordering forward in time. In the above equation, one can

immediately see that the time evolved field is related to the initial field value by an

overall phase factor. This overall phase is known as Wilson line, which is nothing but

the non-abelian analog of Arhanov-Bohm phase factor. It is a loop in the Euclidean

space due to the periodicity in the Euclidean time direction. The trace of this quantity

over all color degree of freedom is known as Polyakov Loop. It is defined as

L(~x) =
1

N
Tr

{
P

[
exp

(
ig

∫ τ=β

0

dτA0( ~x0, τ)

)]}
. (2.50)

Using eq. (2.49) and eq. (2.50) in eq. (2.47) we get

Zq =
∑
sG

〈sG|e−βHL(~x)|sG〉. (2.51)

After we introduce the test quark, partition function of the system changes.

Change in the free energy of the system is given as,

Zq
Z
≡ e−β∆F = 〈L(~x)〉, (2.52)
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where 〈...〉 denotes thermal expectation value. Since our test quark is static and

infinitely massive it does not have any dynamics. So there is no such notion of free

energy for this static, heavy quark. However, with a quark and an antiquark pair at

positions ~x and ~y respectively, one can show that the free energy of the system is a

function of the distance between the pair. Thus

〈L†(~y)L(~x)〉 ∝ e−βFqq̄ . (2.53)

If the distance between the quark and antiquark pair is very large then the fields

are uncorrelated over a distance scale larger than the correlation length. In this case

〈L†(~y)L(~x)〉 −→ 〈L†(~y)〉〈L(~x)〉 = |〈L(~x)〉|2. Then the equation 2.53 becomes,

|〈L(~x)〉|2 ∝ e−βFqq̄ . (2.54)

In the confining phase the free energy required to separate a quark- antiquark

pair is infinite. Thus Fqq̄ →∞. This implies that in the confining phase 〈L(x)〉 = 0.

However in the deconfined phase, Fqq̄ is finite, hence 〈L(x)〉 is finite in the deconfined

phase. Thus the Polyakov loop can serve as a good order parameter and it can be

used to distinguish between different phases of the system. In the high temperature

limit |〈L(~x)〉| can be normalized to 1.

2.4.2 Spontaneous Breaking of Z(3) Symmetry

Let’s understand the symmetry properties of the order parameter. QCD Lagrangian

is invariant under SU(3) gauge transformations. Let U(x, τ) be an arbitrary matrix

belonging to SU(3) gauge group. Under SU(3) gauge transformations the gauge fields

transform as,

Aµ(x, τ)→ A′µ(x, τ) = U(x, τ)Aµ(x, τ)U(x, τ)−1 + iU(x, τ)∂µU(x, τ)−1, (2.55)

and the Polyakov loop transforms as,

L(~x)→ L(~x)′ =
1

N
Tr

{
U(x, β)P

[
exp

(
ig

∫ τ=β

0

dτA0( ~x0, τ)

)]
U †(x, 0)

}
. (2.56)
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The gauge fields should be periodic in the direction of Euclidean time, i.e. Aµ(x, 0) =

Aµ(x, β). Thus, only gauge transformations are allowed which preserve the periodic

boundary conditions of the gauge fields. With Aµ(x, 0) = Aµ(x, β), if we choose

U(x, β) = U(x, 0), then using equation 2.55 one can show that A′µ(x, 0) = A′µ(x, β).

Under these transformations equation 2.56 tells us that the Polyakov Loop remains

invariant due to the cyclic properties of the trace and also U †U = 1. Now if we

consider U(x, β) = ZU(x, 0) such that Z ∈ SU(N), commutes with all the SU(N)

generators and is space-time independent, then also the periodic condition is satisfied.

Z is called the center group of SU(N) and is denoted as Z(N). The elements of Z(N)

are

Z = eiφ1; φ = 2πm/N ; m = 0, 1...(N − 1) (2.57)

Under the Z(N) transformation the gauge field remains periodic and the pure

gauge action remains invariant. However using U(x, β) = ZU(x, 0) in equation 2.56

we get,

L(~x)→ ZL(~x). (2.58)

For QCD N = 3 and according to equation 2.58 〈L(~x)〉 → Z〈L(~x)〉. Since in the

confined phase 〈L(~x)〉 = 0, thus 〈L(~x)〉 does not change. However, in the deconfined

phase 〈L(~x)〉 6= 0, thus it is not invariant under Z(3) transformations. Thus Z(3)

symmetry is spontaneously broken in the high temperature deconfined phase (QGP)

and there are 3 equivalent phases viz 〈L(~x)〉, Z〈L(~x)〉 and Z2〈L(~x)〉. Z(3) symmetry

is restored in the low temperature confined phase.

2.5 Chiral Symmetry Breaking

Apart from the SU(3) color gauge symmetry, QCD possesses two important global

symmetries, these are isospin symmetry and chiral symmetry [12]. For a pedagogical
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discussion on chiral symmetry and related topics see [13]. Isospin symmetry is very

important in the context of the development of the Quark model. Here we will not

discuss the isospin symmetry of QCD. For details of isospin symmetry and the quark

model see [14–21]. The full chiral symmetry of QCD arises in the vanishing mass

limit of quark flavors. But quarks are not massless, however certain quark flavors,

in particular, the u and the d quarks have masses which are small compared to the

QCD scale. In this small quark mass limit, chiral symmetry is not exact, rather

approximate.

To understand the origin of chiral symmetry and its breaking in QCD let us start

with the QCD Lagrangian for u and d quarks in the massless limit.

L =
d∑

f=u

ψ̄f ( iγµDµ)ψf −
1

4
Tr Fµν F

µν

= ψ̄ ( iγµDµ)ψ − 1

4
Tr Fµν F

µν , ψ =

u
d

 . (2.59)

The above Lagrangian remains invariant under the following SU(2) chiral trans-

formations,

ψL → ψ′L = e−i
~τ
2
. ~θLψL

ψR → ψ′R = e−i
~τ
2
. ~θRψR, (2.60)

where ~τ are the Pauli matrices, ~θL,R arbitrary constant parameters and ψL,R are

left and right chiral part of the field ψ, given as,

ψL,R =
1

2
(1∓ γ5)ψ. (2.61)

The QCD Lagrangian 2.59 is invariant not only under SU(3) color gauge trans-

formations, but also under the global chiral transforms 2.60. Thus global SU(2)L ×

SU(2)R is an additional symmetry of the massless QCD Lagrangian, it is known as
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chiral symmetry. One can get vector and axial vector currents using the linear com-

binations of the conserved currents associated with SU(2)L × SU(2)R global trans-

formations. These conserved vector and axial vector currents are associated with the

following transformations of the field ψ,

Vector transformation SU(2)V : ψ → ψ′ = e−i
~τ
2
.~θψ

Axial vector transformation SU(2)A: ψ → ψ′ = e−iγ5
~τ
2
.~θψ (2.62)

QCD Lagrangian is symmetric under the global SU(2)V×SU(2)A transformations.

These transformations are different representations of SU(2)L × SU(2)R transforma-

tions. Thus SU(2)V ×SU(2)A or SU(2)L×SU(2)R are an additional global symmetry

of the massless QCD Lagrangian. However the presence of mass term in the La-

grangian (equation 2.59) breaks the chiral symmetry explicitly because fermion mass

term mψ̄ψ = mψ̄LψR + ψ̄RψL couples left and right chiral part of the fermionic field

ψ. Hence the mass term is not invariant under SU(2)L×SU(2)R or SU(2)V ×SU(2)A

transformations. However, u and d quarks have masses which are small with respect

to the characteristic QCD scale ΛQCD ' 200MeV . So for the two flavor case, the

massless approximation is quite good and the chiral symmetry is almost exact. If

the ground state of the system also respects this symmetry then one expects de-

generate multiplets of particles corresponding to the irreducible representations of

the group SU(2)L × SU(2)R. For example, as a manifestation of chiral symmetry

triplet pseudo-scalar mesons (pions) should be accompanied by their parity part-

ners. But experimentally we have not seen such parity partners in nature. Thus the

absence of the chiral multiplets can be explained if the QCD vacuum is not invari-

ant under SU(2)L × SU(2)R global chiral transformations. However, we do see the

multiplet structure of SU(2) isospin in nature. Thus the vacuum of QCD must be

invariant under SU(2) isospin global symmetry. All this implies that in QCD the

SU(2)L × SU(2)R chiral symmetry is spontaneously broken to the SU(2) isospin

subgroup with the generation of pseudo-scalar Goldstone bosons as pions. However,

pions are not massless; they have nonzero masses arising from nonzero masses of
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quarks. Thus chiral symmetry is also explicitly broken by a small amount.

A simple phenomenological model which implements the idea of chiral symmetry

breaking is the linear sigma model [22] originally constructed to study chiral symmetry

in pion-nucleon system. This simple model contains some crucial features of low-

energy QCD. Here the Lagrangian is constructed out of the iso-triplet pion π =

(π1, π2, π3) fields and an iso-scalar σ field. The Lagrangian in terms of these fields, in

the chiral limit with zero quark masses, is [23]

L =
1

2
[(∂µσ)2 + (∂µπ)2]− V (σ, π), (2.63)

with the potential V (σ, π) describing the self-interaction of the scalars and is given

by

V (σ, π) =
µ2

2
(σ2 + π2)2 +

λ

24
(σ2 + π2)4. (2.64)

The Lagrangian given in equation 2.63 along with the potential given in equation

2.64 can be shown to invariant under SU(2)V ×SU(2)A. For this we have to consider

the mesons as combinations of quark fields. σ meson which is isoscalar-scalar can

be considered as ψ̄ψ and the isovector-pseudo scalar π mesons can considered as

iψ̄~τγ5ψ. Using the transformation properties of ψ under SU(2)V and SU(2)A one

can derive the transformation properties of the mesons under SU(2)V and SU(2)A

transformations. Under SU(2)V transforms, σ and π fields transform as follow [13]:

SU(2)V transformation of σ : ψ̄ψ → ψ̄ψ

⇒σ → σ

SU(2)V transformation of πi : iψ̄τiγ5ψ → iψ̄τiγ5ψ + iθjεijkψ̄τkγ5ψ

⇒~π → ~π + ~θ × ~π. (2.65)

Similarly one can show that,

SU(2)A transformation of σ : σ → σ − ~θ.~π

SU(2)A transformation of π : ~π → ~π + ~θσ (2.66)
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Equation 2.65 and 2.66 can be used to show that the Lagrangian of the linear

sigma model is invariant under SU(2)V × SU(2)A. Since the transformations of the

mesons 2.65,2.66 are linear in fields hence the name linear sigma model.

When the mass term µ2 is negative the minima of the potential is given by

σ2 + π2 = −6µ2

λ
. (2.67)

This set of minima defines the vacuum manifold M which is a 3-sphere (S3) in the

four-dimensional field space. Now, to determine the particle spectrum of the theory

one has to choose a vacuum state and rewrite the fields in terms of fluctuations around

it. A convenient choice of ground state is,

< σ >= v = −6µ2

λ
, 〈π〉 = 0. (2.68)

Note that the vacuum is the condensate of the sigma field. According to the transfor-

mation laws, sigma field remains invariant under SU(2)V isospin symmetry. However,

sigma field transforms non trivially under SU(2)A transformations. Hence the vac-

uum is isospin symmetric and SU(2)A symmetry is spontaneously broken. So the

spontaneous breaking of the chiral symmetry is well encoded in the linear sigma

model.

Expanding the sigma field around the minimum as σ = v+ζ, the Lagrangian 2.63

becomes,

L =
1

2
[(∂µσ)2 + (∂µπ)2] + µ2ζ2 − λv

6
ζ(ζ2 + π2)− λ

24
(ζ2 + π2)2. (2.69)

From the above equation is clear that σ is a massive excitation and pions are

massless excitation. Pions are the Goldstone bosons associated with the spontaneous

breaking of symmetry. In this case, SU(2)V × SU(2)A → SU(2)V leads to the ap-

pearance of three massless ( the number of broken generators being three ) pions.

In summary, chiral symmetry is an exact global symmetry of QCD only in the

massless limit. Current quark masses, however, are not zero. But, compared to

hadronic scales (ΛQCD), the two lightest quarks have negligible masses. So chiral

60



symmetry can be regarded as an approximate symmetry of QCD. Since chiral sym-

metry is only approximate, the pions get a finite but small mass, compared to other

hadrons, in the chiral symmetry broken phase.

2.6 Results from Lattice QCD

For a system in thermal equilibrium, various thermodynamic quantities can be ob-

tained once we know the partition function of the system. In QCD, thermal expec-

tation value of any operator can be expressed as,

〈Ô〉 =

∫
DAµ(x, τ)Dψ(x, τ)Dψ̄(x, τ)Ô[Aµ, ψ, ψ̄]e−SE∫

DAµ(x, τ)Dψ(x, τ)Dψ̄(x, τ)e−SE
, (2.70)

where SE is the Euclidean Action. For free field theory, one can evaluate the cor-

responding path integral using Gaussian integrals. However, due to the presence of

interaction, it is not always possible to carry out the path integral analytically. In

that case, one can use numerical techniques to evaluate the path integral. This is

how one uses Lattice QCD (LQCD) techniques to solve the path integral numeri-

cally. Apart from this fact, we are also interested to understand the phase structure

of QCD. Furthermore, since the equilibrium phases and the phase transition involve

quarks and gluon interacting over a large distance scale, they need to be studied

within the framework of nonperturbative QCD. Lattice QCD requires discretization

of space-time into space-time lattice with a lattice constant or lattice spacing and it

includes nonperturbative aspects of QCD. Although Lattice QCD works well for a

system at high temperature and zero baryon chemical potential, for nonzero baryon

chemical potential due to fermion “sign problem” LQCD loses its predictability. Thus

LQCD describes a quark gluon plasma with vanishing net baryon density, which is

approximately the situation in the Early Universe. However, QGP formed in heavy

ion collision experiment has small but non-zero baryon chemical potential. LQCD

and its extension to non-zero baryon chemical potential are areas of current research.
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Significant progress has been made and LQCD results for hadronization phase transi-

tion in a QGP with non-zero baryon chemical potential have been reported ( see, [24]

and references therein). In LQCD framework one typically studies thermodynamic

quantities e.g. energy density, pressure and behavior of the expectation value of the

Polyakov loop (order parameter for confinement deconfinement phase transition) and

chiral condensate (order parameter for chiral phase transition).

Quark masses plays an important role in these calculations. In the infinite quark

mass limit, QCD has a first order confinement-deconfinement phase transition, while

the chiral phase transition for three flavor is first order in the vanishing quark mass

limit. QCD phase transition as a function of the light and strange quark masses is

shown in the figure 2.6 . An interesting aspect of this phase diagram is the occurrence

of a second order transition line in the light quark mass regime, the boundary of the

region of first order phase transitions. The features of this diagram are richer than

what we have mentioned here. For details of this phase diagram see [25].

Figure 2.6: QCD phase transition at finite temperature and zero chemical potential as a

function of quark masses [26]. Physical point in the figure denotes the transition for the

physical quark masses.

In the presence of quark mass, Polyakov Loop is not a correct order parameters,

but it can be used as indication of phase transition. Lattice results for the order
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parameters and associated susceptibilities are shown in figure 2.7 [25,27] . In this fig-

ure, mq denotes the light quark mass. Figure 2.7 shows the variation of the thermal

expectation value of Polyakov Loop 〈L〉, which is the order parameter for deconfine-

ment in the pure gauge limit (mq → 0) and 〈ψ̄ψ〉, which is the order parameter for

chiral symmetry breaking in the chiral limit (mq → 0). This figure also shows the

corresponding susceptibilities as a function of the coupling β = 6/g2. It is interesting

to note that smooth change in Polyakov Loop and chiral condensate happens around

same β. Also the corresponding susceptibilities peaks at same β. These strongly

indicate that both the transitions happen almost simultaneously.

Figure 2.7: Deconfinement and chiral transition in two light flavor case. Left figure shows

the variation of Polyakov Loop and the associated susceptibility as a function of gauge

coupling. Right figure shows the behavior of chiral order parameter and associated suscepti-

bility [25]

.

Figure 2.8 shows the smooth variation of energy density for QCD with dynam-

ical quarks [28]. The energy density is larger for three light flavors relative to the

two light flavor case. The increment in the energy density of the system above the

transition temperature is due to the generation of new degrees of freedom, which

is consistent with the notion of deconfinement. It is now believed that the confine-

ment deconfinement transition is a crossover for physical quark masses. Similarly, the
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Figure 2.8: Lattice results showing the variation of the energy density for QCD with quarks

[28].

.

chiral transition at low chemical potential and for small quark masses is a smooth

crossover [24].

2.7 Effective potential for Polyakov Loop Order

Parameter

In this section we make the following notational changes - we suppress the arrow on

~x and denote the thermal expectation of the Polyakov loop by the symbol l(x).

A possible effective Lagrangian of the Polyakov loop which encodes the physics of

confinement deconfinement transition was proposed by Pisarski [29,30].

L =
N

g2
|∂µl|2T 2 − V (l), (2.71)

where

V (l) =
(
−b2|l|2 + b3(l3 + (l∗)3) + |l|4

)
b4T

4, (2.72)

where l(x) is the thermal expectation value of the Polyakov Loop. l is dimen-

sionless and the factor T 4 determines the dimensions of the potential. In mean

field theory, b4 is taken as constant and b2 varies with temperature. b3 term gives
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a cos(3θ) term, leading to Z(3) degenerate vacua when b3 6= 0. The parame-

ters are fitted in ref. [31–33] such that that the effective potential reproduces the

thermodynamics of pure SU(3) gauge theory on lattice [34, 35]. The coefficients

are b2 = (1− 1.11/x) (1 + 0.265/x)2 (1 + 0.300/x)3 − 0.478, (with x = T/Tc and

Tc ∼ 182 MeV), b3 = 2.0 and b4 = 0.6061 × 47.5/16. With the coefficients chosen

above, the expectation value of the order parameter approaches to y = b3/2 + 1
2
×√

b2
3 + 4b2 (T =∞) as T −→ ∞. Various quantities are normalized such that the

expectation value of the order parameter goes to unity for T −→∞. Hence the fields

and the coefficients of the potential are rescaled as,

l (x)→ l (x)

y
, b2 →

b2

y2
, b3 →

b3

y
, b4 → b4y

4. (2.73)

l(x) has the value zero at low temperatures and the potential has only one min-

imum. For T > Tc, l(x) picks up a non-vanishing vacuum expectation value l0, and

the cubic term gives rise to Z(3) vacua. The structure of these Z(3) vacua has been

discussed in the literature.

It is important to mention that other parametrizations of the effective potential for

the Polyakov loop have been given in the literature, e.g. in refs. [36,37]. The effective

potential of the Polyakov loop as provided by Fukushima [36] has the following form,

V [L]/T 4 = −2(d−1)e−σa/T |TrL|2−ln[−|TrL|4+8Re(TrL)3−18|TrL|2+27], (2.74)

where σ = (425MeV)2 is the string tension and 2(d−1)e−σa/Td = 0.5153 with Td = 270

MeV and d = 4 (number of space-time dimensions). Td is the transition temperature.

Lattice spacing a = (272MeV)−1. For a discussion on the phenomenology of the Z(3)

vacua and the associated Z(3) domaim walls see [38–45] and references therein.

2.8 Topological Defects

Topological defects emerge as a consequence of symmetry breaking phase transitions.

Formation of such objects during the phase transition is not necessarily restricted
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to a model of particle physics only. Whenever there is a phase transition based on

spontaneous symmetry breaking, topological defects are produced if they are allowed

by the structure of the vacuum manifold. Common examples of such defects in

condensed matter systems are the vortices in superfluid Helium [46], flux tubes in

type II superconductor [47], and line and point defects in liquid crystals [48, 49].

Topological defects formation occurs after the symmetry breaking transition because

of the random choice of the order parameter among the many possible ground states

in the different region of space. These regions form domains in space. During the

further evolution of the system, the order parameter may get ‘locked’ in the symmetric

state, while the remaining system will be in the symmetry broken phase. These locked

regions are in general called defects. If these defects are produced due to non-trivial

topology of the vacuum manifold, these are called topological defects.

Kibble in 1976 proposed the mechanism for the production of topological defects in

phase transitions in the context of early universe [50]. After a spontaneous symmetry

breaking phase transition, the physical space consists of regions, called domains. In

each domain, the configuration of the order parameter field (or the Higgs field) can

be taken as nearly uniform while it varies randomly from one domain to another. The

order parameter field configuration in between domains is assumed to be such that the

variation of the order parameter field is the minimum on the vacuum manifold. With

this simple construction, topological defects arise at the junctions of several domains

if the variation of the order parameter in those domains traces a topologically non-

trivial configuration in the vacuum manifold.

Let us consider a simple model with a single real scalar field having double well

potential. This model gives rise to planer topological defect, known as domain wall.

The Lagrangian is given by,

L =
1

2
(∂µφ)2 − λ

4

(
φ2 − η2

)2
. (2.75)

This Lagrangian is symmetric under φ → −φ. Thus Z(2) is the symmetry of the

Lagrangian. This potential has two minima at φ = ±η and a local maximum at
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+η φ−η

V(φ)

Figure 2.9: Double well potential

+η

−η

z

φ(z)

φ = 0

Figure 2.10: Domain wall or Kink solution

φ = 0 (see figure 2.9). The Z2 symmetry is spontaneously broken when the field

chooses one of the vacua. The field equation has the analytic solution under the

following boundary condition, and φ→ ±η at z → ±∞. This analytic solution is,

φ(z) = η tanh

[(
λ

2

)1/2

ηz

]
, (2.76)

the profile of the solution is also shown in the figure 2.10,

In the figure φ = −η on the far left, while φ = η on far right. φ also needs

to vary from −η to η continuously, because the energy of the system has to be

finite. This would mean that φ must pass through zero as it goes from far left to

far right. This solution is known as kink solution. Similar to kink solution, an anti-

kink solution is also possible with opposite boundary condition. It is important to

note that φ = 0 is the local maximum of the potential. Thus the system has an

energetically unstable region after the symmetry breaking. However, the stability of

the kink solution is a consequence of a topological conservation law. Kink or anti-kink

solutions are topologically stable and these cannot be removed by local operation. In

three dimension these solutions lead to domain wall. These defects occur in the

system where vacuum manifold has disconnected sectors.

In a formal language topological defects arise because of the topology of the vac-

uum manifold. The vacuum manifold or the order parameter space is defined as the

set of distinct ground states and is denoted by M. In technical terms, if a group G
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Table 2.1: Topological classification of defects with homotopy group πn(M)

Topological Defects Dimension Classification

Domain Wall 2 π0(M)

String defect 1 π1(M)

Monopole 0 π2(M)

Texture/Skyrmion - π3(M)

breaks down to H spontaneously, then vacuum manifold isM≡ G/H. It is precisely

the topology ofM which determines the type of defects which may arise during sym-

metry breaking transition. The necessary conditions for the formation of such defects

depend on the existence of non-trivial mapping from physical space to the vacuum

manifold. If the vacuum manifold has two or more disconnected pieces, then it can

be shown that zeroth homotopy group of vacuum manifold, π0(M) 6= 1. In such case,

domain walls form as topological defects. Domain walls are two dimensional topolog-

ical defects. Similarly, other topological defects like string defects (one dimension),

monopoles (point defects) may arise when the first and second homotopy group ofM

are non-trivial respectively.

Different classes of homotopy groups and the different types of topological defects

associated with these groups are listed in the table 2.1 . For a comprehensive review

of topological defects see [51]. Some examples of topological defects which arise in

different physical systems is given below,

• 2D Spins: The order parameter space is M = S1. First non-trivial homotopy

group of S1 is π1, π1(S1) = Z. Hence, in this case, the topological defects are

string defects in three space dimensions (vortices in two space dimensions).

• 3D Spins: The order parameter space is M = SO(3)/SO(2) ≡ S2. First non-

trivial homotopy group of S2 is π2. π1(S2) = 1 and π2(S2) = Z. Hence there

are point like topological defects.
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Figure 2.11: Domain wall between two

Z(3) domains [38].

Figure 2.12: QGP string at the junction

of Z(3) walls.

• Superfluidity of He4: The order parameter space is M = U(1) ≡ S1. First

non-trivial homotopy group of S1 is π1. π1(S1) = Z. Hence there are string

defects. These are superfluid vortices.

• Topological defects in Quark Gluon Plasma: In the pure QCD gauge

theory Z3 symmetry is spontaneously broken. Thus the vacuum manifold has

disconnected pieces. In this case, domain walls appear as the topological defects.

At the junction of three domain walls, one will have a string defect [52]. Figure

2.11 and figure 2.12 shows Z(3) interfaces and associated string respectively.
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Chapter 3

Neutron Star

In this chapter we will give a general qualitative overview of neutron star physics.

After a general introduction to the Neutron star we will discuss its structural proper-

ties, e.g. mass and radius, properties of matter in the crust and in the core of neutron

stars etc. This discussion will be followed by the discussion of the superfluid phase

in the core of the neutron star and its effects on the pulsar dynamics e.g. glitch and

recently observed antiglitch. In this discussion we will not go into the details of the

neutron star physics rather we will focus on the concepts which will be necessary for

this thesis. Large part of this discussion is mainly based on [1] and references therein.

3.1 General overview

The behavior of nuclear matter at extreme conditions is still not understood com-

pletely. This led to the speculations about the appearance of new phases of mat-

ter. Under conditions of high density and/or high temperature, the hadronic mat-

ter is expected to undergo a phase transition to deconfined quark matter known as

Quark Gluon Plasma (QGP). We have mentioned earlier that QGP phase can also

be achieved in ultra relativistic heavy ion collision experiments. However, very high

density environment, which exists in the interior of neutron stars, can also provide a

perfect condition for QGP phase. We will discuss the presence of deconfined phases

of QCD matter in the core of neutron star and how the presence of these phases can
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influence the dynamics of neutron stars, pulsars etc. In this chapter we will discuss

general features of neutron star, different QCD phases inside it and influence of these

phases on the dynamics of pulsars e.g. glitch mechanism etc.

Stars are dynamical, self-gravitating masses of hot gas supported by the nuclear

furnace at their center. Stars forms due to the gravitational collapse of clouds of dust

and gas and evolve from protostars through a contracting phase leading to nuclear

ignition and onto the main sequence. Main sequence stars spend their lives burn-

ing their nuclear fuel, fusing hydrogen into helium. Nuclear fusion provides enough

thermal energy to balance the gravitational collapse. But, when the nuclear fuel is

depleted, the pressure gradients can not balance the gravity anymore and the interior

of the star starts to collapse. The star can collapse either to a white dwarf, or neutron

star or black hole. For the details of astrophysical aspects of stellar evolution see [2].

For a general discussion on neutron star, its evolution, its matter content etc. see [3,4].

When the stellar evolution ends in a supernova explosion, the hot core with a

temperature of the order of tens of MeV, cools down to a temperature of the order

of 1 MeV or less by neutrino emission [5]. Meanwhile, the collapsed core becomes

an equilibrated system of neutrons, protons, hyperons, leptons and possibly quarks.

Thus a neutron star is born. Neutron star radius is about ten kilometers and the

average density in the core can be 5− 10 ρ0, where ρ0 is the nuclear saturation den-

sity, i.e. 3× 1014g cm−3. Their surface temperature is of the order of 106 Kelvin and

the surface magnetic field strength is around 108 − 1012 Gauss. Observed masses of

different neutron stars are generally of the order of 1.5M⊙, where M⊙ denotes Solar

mass (∼ 2 × 1030 Kg). Neutron star mass is dependent on the equation of state.

For a review on the observational constraints of the equation of state in a neutron

star see [6]. Neutron stars could exist and can be observed as an isolated star or in

a binary system. Measurements of Keplerian and post-Keplerian parameters of the

orbit can give the estimate of the mass of the neutron stars in a binary system [7,8].

Isolated neutron stars are observed as pulsars. Pulsars are rotating neutron stars with
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magnetic field axis oriented towards the observer. In pulsars, the magnetic field axis

is misaligned with the axis of rotation. Isolated neutron stars can also be observed

by the thermal radiation emitted by it [9].

In 1934, W. Baade and F. Zwicky first proposed the idea of the neutron star as

an end stage of stellar evolution [10]. They speculated the connection between su-

pernova and the origin of neutron stars. However, after the discovery of the neutron

by Chadwick [11], Landau had first suggested that at high densities, neutron matter

would be energetically favored over a mixture of protons and neutrons [12]. He also

suggested that very massive objects with high densities would consist almost entirely

of neutrons in chemical equilibrium [13]. In 1939, Tolman, Oppenheimer, and Volkoff

gave the formalism of full general relativistic equation of hydrostatic equilibrium for

spherically symmetric objects (TOV equation) [14, 15]. Assuming matter consists

of non-interacting neutrons, Oppenheimer and Volkoff found the maximally allowed

mass to be ∼ 0.7M⊙. However interaction of neutrons can increase this value [16,17].

Observational proof of neutron star started with the beginning of X-ray astronomy

during the ’60s [18]. Although several X-ray sources were discovered, but these were

not the conclusive proof for the existence of neutron stars (see [7, 19, 20]). In 1965,

Wheeler pointed out that it would be extremely difficult to detect the neutron stars

due to their tiny radii and hence low luminosity [21]. In that period a lot of theories

were proposed to suggest how to discover neutron stars (e.g. [22,23]). One of the sug-

gestions [24] was that a rapidly rotating neutron star with a strong dipolar magnetic

field could convert its rotational energy into electromagnetic radiation and accelerate

particles to high energies. In 1967, J. Bell and A. Hewish detected sources of pulsat-

ing radio beams during a galactic survey [25]. At first, the sources were thought of

as extra-terrestrial communications. However when they searched for Doppler shift

due to extra-terrestrial planetary orbital motion, they found Doppler shift due to

the earth’s motion only. Meanwhile, other sources were detected emitting pulsating

76



signals having the same radio wavelength and the idea of extra-terrestrial commu-

nication was abandoned. During that time many proposals were put forward which

can describe the observed signal. The simple vibration was one such proposal, but is

was ruled out because vibrations always contain some kind of damping, whereas the

pulsar period remained constant. A binary stellar system was discarded as a source

because these systems emit gravitational radiation and speed up, while pulsars were

observed to slow down on very large time scales. Rotating white dwarfs were ruled

out because to obtain an observed signal, the source region would have to be very

small, but white dwarfs are not that small. Also, observed data gave an indication

for high rotation frequencies. A white dwarf can not have very high rotation fre-

quency [26], otherwise, they would be ripped apart by the centrifugal force generated

at the equator. Hence the white dwarfs were also ruled out. In 1968 T. Gold first

proposed that only rotating neutron star can explain the pulsar phenomenon [27]. To

date, more than 2500 neutron stars have been detected as radio pulsars.

3.2 The Structure of Neutron Stars

3.2.1 Mass and Radius

Physical parameters such as mass, radius of an isolated neutron star can not be

measured directly. Using theoretical considerations Rhodes and Ruffini in 1974 gave

the bound on neutron star mass: 0.2M⊙ ≤ M ≤ 3.5M⊙ [17]. However, measure-

ment of pulsar masses is possible in certain binary systems. In 1999, Thorsett and

Chakrabarty constrained this mass range to very close to 1.4M⊙ using the measure-

ments from 14 pulsar binary systems [28]. Figure 3.1 shows their result. Fitting black-

body spectra to neutron stars with sufficient X-ray flux, their radii was constrained

in the range 8-15 km [29]. Alternatively, one can determine the radii and masses of

neutron stars using the relevant equation of states in Tolman-Volkoff-Oppenheimer

(TOV) equation. A typical example of mass radii relationship for different equation
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of states is shown in the figure 3.2. However, one can use non-relativistic and Newto-

nian equations for hydrostatic equilibrium to get the mass radii relationship. In this

thesis, we have used this approach to determine density profile as well as mass and

radius of a neutron star having polytropic equation of state. In this thesis although we

have used Newtonian approximation and non-rotating case to determine the density

profile for a polytropic equation of state, but we have used the results for a rotating

neutron star. This is an approximation, however we expect only small correction to

our results in a realistic situation.

Let us consider a spherical star in a hydrostatic equilibrium. Its structure is

described by two first order ODEs:

dP (r)

dr
= −Gm(r)ρ(r)

r2
, (3.1)

dm(r)

dr
= 4πr2ρ(r), (3.2)

where ρ(r), P (r),m(r) are mass density, pressure, and mass as a function of radial

coordinate r. G is the Newton’s constant.

From equation 3.1 we get,

dm(r)

dr
= − 1

G

d

dr

(
r2

ρ(r)

dP (r)

dr

)
. (3.3)

Comparing LHS of equations 3.2 and 3.3 we get second order Poisson equation,

1

r2

d

dr

(
r2

ρ(r)

dP (r)

dr

)
= −4πGρ(r). (3.4)

We assume that there is a polytropic relation between pressure and density:

P = Kρ1+ 1
n , (3.5)
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Figure 3.1: Figure showing neutron star mass results for fourteen pulsar binary systems.

The dotted lines contain the region which has values agreeing with all measurements, i.e. M

= 1.35 ±0.4M⊙ [28].

Figure 3.2: The plot shows non-rotating mass versus physical radius for several typical

EOSs. For details see [30].
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where K and n are real, positive constants. n is called the polytropic index. We

introduce first a dimensionless variable θ, such that,

ρ = ρcθ
n P = Pcθ

n+1, (3.6)

where ρc is the central density, θ is the “polytropic temperature”. In terms of these

new variables equation 3.4 can be written in the following form,

1

r2

d

dr

(
r2K(n+ 1)ρ

1
n
c

4πGρc

dθ(r)

dr

)
= −θn(r). (3.7)

Again introducing another dimensionless variable ξ, where,

r = αξ, α2 =
n+ 1

4πG
Kρ

1−n
n

c . (3.8)

Now the equation 3.7 becomes completely dimensionless,

1

ξ2

d

dξ

(
ξ2dθ(ξ)

dξ

)
= −θn(ξ). (3.9)

This is known as the Lane-Emden equation [31] for polytropic stars. This is a second

order ODE, so we need two boundary conditions to solve this equation.

1. At the center of the star ρ = ρc ⇒ θ(r = 0) = 1.

2. At r = 0, dP
dr

= 0 (because there is no mass inside zero radius). Using dimen-

sionless variables as defined in the equations 3.6, 3.8 and using the polytropic

equation of state(equation 3.5) one can show that:

dP

dr
∝ θn

dθ

dξ

or,

(
dP

dr

)
r=0

= 0⇒
(
dθ

dξ

)
ξ=0

= 0 (3.10)
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Hence hydrostatic equilibrium equations for a spherically symmetric star with

polytropic equation of state reduces to Lane-Emden equation 3.9, with the

following boundary conditions:

θ(ξ = 0) = 1 (3.11)(
dθ

dξ

)
ξ=0

= 0. (3.12)

As both boundary conditions are at the same point, they are in fact initial condi-

tions. Therefore, for every value of a polytropic index n, there is only one solution of

equation 3.9. The solution has a physical meaning as long as θ ≥ 0. The surface of a

polytropic star is at ξ = ξ1. At ξ = ξ1, θ = 0 and according to equation 3.6 density

and pressure also goes to zero.

One can find three analytical solutions for different values of n. These are,

1. n = 0, θ = 1− ξ2

6
, ξ1 =

√
6 ' 2.45,

2. n = 1, θ = sin ξ
ξ

, ξ1 = π ' 3.14,

3. n = 5, θ =
(

1 + ξ2

3

)−1/2

, ξ1 =∞.

Once we know θ as a function of ξ we can calculate the mass(M) and radius(R)

of the star. In fact, one can show that,

R = αξ1 =

(
K

G

n+ 1

4π

)1/2

ρ
1−n
n

c ξ1, (3.13)

M =

∫ R

0

4πr2ρ(r)dr = 4πα3ρc

∫ ξ1

0

ξ2θndξ

= 4π

(
K

G

n+ 1

4π

)3/2

ρ
3−n
2n
c

(
−ξ2dθ

dξ

)
ξ=ξ1

. (3.14)

It is important to note that it is not always possible to find analytic solution

of Lane-Emden equation with appropriate boundary conditions for any polytropic
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equation of state. In that case, we have to solve hydrostatic equations using numerical

techniques. In this thesis, we have used a complicated polytropic equation of state

and we have used numerical techniques to find the density profile of a neutron star.

We will discuss this in the later chapters. In this section, we have talked about non-

rotating spherical polytrope in Newtonian approximation. For rotating deformed

polytropes mathematical treatment will be different, e.g. see [32–34]. For a detailed

discussion on polytropes and their properties see [35].

3.2.2 Atmosphere and Outer Crust

Very little is known about the surrounding atmosphere of a neutron star. In this

thesis, neutron star atmosphere is not relevant. However for completeness, one can

see [36,37] and references therein.

Below this atmosphere, there exists a solid crust. Nuclear theory shows that

under normal circumstances 56Fe is most stable due to the maximum binding energy

per nucleon. Hence the outer layer of solid crust is made of 56Fe lattice. Matter

density increases with decreasing radius of the neutron star. Due to large pressure

and density, electrons in this region becomes relativistic and degenerate. These high

energy electrons can participate in inverse beta decay process. As a result protons and

electrons convert into neutrons. This regions of the crust contains lattice of heavier,

neutron-rich nuclei, such as 78Ni, 76Fe, 118Kr etc. [38–40]. Typically the crust layer

exists up to a density of the order of 4 × 1011g cm−3. This density is also known as

neutron drip density.

3.2.3 Inner Crust, Outer core, and Superfluidity

Below the outer crust, at densities greater than the neutron drip density, the neutrons

begin to leak out of the nuclei. These neutrons form a neutron fluid which interpen-

etrates the crusts lattice. At nuclear density ρ0 = 2.7× 1014g cm−3, the crust lattice

dissolves altogether, leaving only bulk fluid, mostly made out of neutrons. However,
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a small amount of (∼5%) protons and electrons remain in this bulk fluid. The bulk

of the neutron star is in a superfluid phase. The superfluid occurs in both the outer

core and the inner crust.

Migdal pointed out the possible existence of superfluidity inside neutron star [41].

In case of electromagnetic superconductor electrons form cooper pairs due to elec-

tron phonon interaction. It is expected that nucleons in neutron star at a sufficiently

high density and low temperature can also form Copper pairs due to the long-range

attractive nuclear force and lead to superfluidity and superconductivity. However,

nucleonic superfluidity is quite different from electron Cooper pair formation. For-

mation of electron Cooper pairs only happens in the presence of lattice, but nucleonic

superconductivity and superfluidity do not require any lattice. Also, the excitation

energy of electron Cooper pair is much smaller than the nucleonic superconductivity

and superfluidity, because relevant energy scales are very different. In this thesis we

are not interested in proton superconductivity inside a neutron star, so we will not

discuss it further.

There exist three types of superfluids inside the neutron star. These are neutron

superfluidity of type 1S0 in the inner crust region, neutron superfluidity of type 3P2

and proton superconductivity of type 1S0 in the outer core (where ρ ∼ 2ρ0). As

mentioned earlier because of low density, nucleons are bound inside the nucleus and

are not free to move. Hence there is no superfluidity in the outer crust. In the inner

crust region due to large nuclear density, inverse beta decay takes place. With more

and more neutrons present, eventually, extra neutrons go to continuum states giving

rise to neutron Fermi sea. Neutrons near the Fermi surface interact through long-

range attractive interaction and form Cooper pairs (see, [42] and references therein).

Typical temperature of a neutron star is much smaller than the estimated critical

temperature for superfluidity. Although we have neutron superfluidity in the inner

crust, protons are still not free and locked inside the nucleus. As we go towards the

outer core, density becomes so large that neutrons and protons are free. In this high
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density, neutrons become superfluid, however of different type. Due to extremely high

density, short range repulsion of nuclear force will come into play, neutron superfluid

will no longer be 1S0. However 3P2 partial wave nucleon-nucleon interaction becomes

attractive at high density [43]. Thus in this region neutron superfluid is of type 3P2.

However, proton number is much less than that of neutron and the short range nuclear

force repulsion is not dominant for protons. They will form 1S0 superconductor similar

to conventional superconductor [44]. The presence of superfluidity is very important

for the explanation of pulsar glitch mechanism. We will discuss this topic shortly.

3.2.4 Inner Core

In the inner core density can be as large as 1015g cm−3. There are many hypothe-

ses regarding the matter present in the inner core. One of the speculations is the

presence of hadronic matter besides nucleons. It can contain charged mesons like

pions or kaons or other hyperons such as Σ− or Λ. However, the interaction between

hyperons and nucleons and between kaons and nucleons are not well known. Hence

the transition densities of nuclear matter(NM) to hadronic matter(HM) are not well

understood.

Due to the attractive interaction between K− and nucleons the kaon energy de-

creases with increasing density and eventually, it drops below electron chemical po-

tential (µe) in NM. Hence K− will condense [45]. Kaon condensation requires very

high density core inside the neutron star. Like Kaon condensation pion condensation

is also possible when their chemical potential becomes lower than µe [46]. For studies

on the hyperonic matter see [47]. Apart from pion, kaon etc, QGP phase can also

exist under extreme conditions. Exotic phase of QCD e.g 2SC phase, CFL phase can

exist in the dense inner core of the neutron star. We will briefly discuss CFL phase

in the next section.
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3.2.5 Quark Matter and Color superconductivity

As we have already mentioned because of asymptotic freedom, at high temperature

and/or high density, QCD phases are readily described in terms of quarks and gluons.

In QCD phase diagram (figure 1.6) at low temperature and high density, there is a

first order phase transition line separating hadronic phase (low chemical potential

phase) and a degenerate system of deconfined quarks and gluons (high chemical po-

tential phase) [48–54]. Speculations about the existence of a quark matter phase at

high density was made a long time back even before the understanding of asymptotic

freedom of QCD [55–59].

At very high densities (far to the right on the phase diagram in figure 1.6 , in the

deconfined phase of quarks and gluons) the ground state of QCD is the color-flavor-

locked (CFL) color superconductor [48,49,60–67], for review see [68–78]. In this high

density regime deconfined quarks fill the Fermi sea and the interesting physics is that

of quarks near their Fermi surface. Quark-quark scattering amplitude in the one

gluon exchange approximation is proportional to [78]:

N2
c−1∑
A=1

TAaa′T
A
b′b = −Nc + 1

4Nc

(δaa′δb′b − δab′δa′b) +
Nc − 1

4Nc

(δaa′δb′b + δab′δa′b). (3.15)

In the quark-quark interaction (equation 3.15) first term corresponds to attractive

antitriplet channel, which is antisymmetric, responsible for Cooper pairing, whereas

the second term corresponds to repulsive sextet channel, which is symmetric. Because

a quark-quark condensate cannot be a color singlet object, the quark-quark BCS con-

densate breaks color gauge symmetry, hence it is called color superconductivity. At

very high densities along with the u and d quarks, strange quark mass can also be

neglected and flavor SU(3) is a good symmetry of the QCD Lagrangian (recall chiral

symmetry). SU(3) color and SU(3) flavor both are important for the existence of

CFL phase. However at lower densities strange quark mass can not be neglected,

hence SU(3) flavor symmetry is explicitly broken. However quark-quark pairing only
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requires attractive channel, which is possible even in non-CFL phase. Any quark-

quark pairing breaks color symmetry so the system remains as an “unlock” non-CFL

color superconductor. Thus moving down the chemical potential axis in QCD phase

diagram (figure 1.6) from very high density towards relatively low density, there is a

possibility of “unlocking” transition [53,79–84].

It is important to note that non-CFL phases can be of different nature depend-

ing upon the symmetry properties of quark-quark condensate. 2SC color supercon-

ductivity, crystalline color superconductivity, gapless 2SC(g2SC) etc are candidates

for non-CFL superconductivity. The properties of the vacuum are very different in

these phases. In 2SC phase only two flavors (u, d) participate in Cooper instability.

The unpaired massive strange quarks introduce a U(1)S symmetry. In this phase

SU(3)c gauge symmetry is broken down to SU(2)rg red-green gauge symmetry. No

global symmetries are broken in a 2SC pairing. The condensate is symmetric un-

der SU(2)L × SU(2)R flavor symmetry. However, baryon number symmetry U(1)B

is broken to U(1)B̃, where B̃ is a linear combination of B (baryon number) and T8

(color generator). Electromagnetism is also partially broken in a complicated manner,

for details see [74]. 2SC quark matter is a color superconductor but it is neither a

superfluid nor an electromagnetic superconductor. In the crystalline phase, Cooper

pairs forms with non-zero total momentum. Condensates of this type spontaneously

break translation and rotational invariance, leading to gaps which vary periodically

in a crystalline pattern. For details of these exotic phases see [74, 78] and references

therein.

At extremely high densities, the quarks at the Fermi surface have very large mo-

menta and their interactions are asymptotically weak. Due to medium effects long

range interactions are screened, hence no bad infrared behavior. Due to these prop-

erties of QCD a rigorous theoretical analysis of the QCD ground state is possible

under extreme condition [60, 80, 85–92]. This analysis predicts that at an asymptot-

ically high density where u, d and s quarks are massless, color flavor locked (CFL)
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is preferred ground state of QCD. All nine quarks (three flavors each comes in three

colors) together form diquark condensate of the form [64,73] ,

〈ψiαa(~x)ψjβb(~x)〉 ∝ 40εabAεijA(Cγ5)αβ, (3.16)

where (α, β) are spin indices, (a, b) are color indices, (i, j) are flavor indices, index

A is summed and it locks color and flavor in the vacuum. C is the Dirac chrage

conjugation matrix and 40 is the CFL gap calculated in the asymptotic limit for

one gluon exchange. The εabA term indicates that the condensate is an SU(3)color

antitriplet. We have already mentioned that the antitriplet channel is attractive and

gives rise to quark-quark condensate. The εijA term indicates that the condensate

is an SU(3) flavor antitriplet. One can show that the condensate is rotationally

invariant, parity even and spin singlet. Symmetry breaking pattern of CFL phase is:

G ≡ SU(3)color × SU(3)L × SU(3)R × U(1)B → H ≡ SU(3)color+L+R × Z2, (3.17)

where the first group of G is the color gauge symmetry, SU(3)L and SU(3)R belong

to chiral symmetry and the last factor is due to baryon number conservation. Along

with these symmetries, there is also electromagnetism U(1)Q which is not written

here. Due to the formation of condensate the color and chiral flavor symmetries

are broken to a diagonal global symmetry group SU(3)color+L+R. Chiral symmetry is

spontaneously broken and there is an octet of massless pseudoscalar bosons associated

with eight broken generators. Breaking of SU(3)color and U(1)Q is complicated. The

vacuum is not invariant under original U(1)Q, however, there is a residual U(1)Q̃

symmetry remains after the symmetry breaking. U(1)Q̃ is a combination of original

U(1)Q and one of the diagonal SU(3)color generator T8 ≡ 1√
3

diagonal(−2, 1, 1) in

(r, g, b) color space. Vacuum is symmetric under the new U(1)Q̃ symmetry and the

corresponding conserved charge is Q̃ = Q+ 1√
3
T8. This new rotated photon is massless

and can be represented as A∗µ = cos(α)Aµ+sin (α)G8
µ, where Aµ and G8

µ are the gauge

fields associated with the original U(1)Q and T8 color generator respectively. Mixing

angle α is given by cos(α) = g/
√
e2/3 + g2 ∼ 1. So the new photon is almost the

usual photon with a very small admixture of the gluon. The orthogonal combination
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of A∗µ and the other seven QCD gauge fields becomes massive after the symmetry

breaking, due to Meissener-Higgs mechanism. Baryon number is broken to a discrete

Z2 symmetry. Breaking of U(1)B → Z2 has non-trivial topological implication. This

symmetry breaking gives rise to superfluid vortices. Presence of these vortices can

have non-trivial effects on neutron star dynamics and also on low energy heavy ion

collisions at FAIR and NICA, see [93, 94].

3.3 Pulsar Glitch Mechanism

The rotation period of pulsars increases slowly. It was pointed out that the rotational

energy of a rotating neutron star would decrease due to magnetic dipole radiation,

resulting in the pulsar slowing down. This spin down is gradual and largely pre-

dictable. However, there exist timing irregularities such as a “Glitch”, when rota-

tional frequency of pulsar exhibits a sudden increase, followed by a slow exponential

relaxation. The relaxation time scale can vary from days to months for different pul-

sars. The following figure 3.3 shows the observational data of pulsar glitch of Vela

pulsar. The standard theory of pulsar glitch mechanism in intimately related with

nuclear superfluidity inside the neutron stars. Superfluid vortex pinning and vortex

creep model is widely used for the explanation of glitch mechanism. Two fluid model

of a neutron star which is based upon the existence of superfluid phase in the inte-

rior of a neutron star can explain the post-glitch relaxation mechanism. Apart from

this there are other models which were also proposed to explain glitch phenomenon,

e.g. crust driven glitch mechanism by Ruderman in 1976 [95], thermally driven glitch

model by Link and Epstein in 1996 [96], flux-tube model by Ruderman, Zhu, and

Chen in 1998 [97], centrifugal buoyancy model by Carter, Langlois, and Sedrakian in

2000 [98] etc. In this section, we will discuss the two fluid model and vortex creep

model for glitch mechanism. For a detailed discussion on pulsar glitch mechanisms

and some other topics which we have already discussed, see [1, 42] and references

therein. QCD phase transitions can also play a very important role in pulsar glitch

mechanism [93] and this is one of the main topics of this thesis. After introducing
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the glitch mechanism we will discuss how QCD phase transitions can affect pulsar

dynamics in a later chapter. In this section we will first review the basic physics of

superfluid vortices, then we will discuss the physics of vortex creep model of glitch

mechanism and two fluid model of glitch relaxation.

3.3.1 Superfluid Vortex

The bulk of the neutron star is believed to be in a superfluid state. The super-

fluidity occurs in the outer core and the inner crust. Superfluid is a macroscopic

coherent quantum system. Superfluidity was first observed in helium II. Macroscopic

behaviour of superfluid can be described by a condensate wave function. In the in-

terior of neutron star due to Cooper instability arising from the attractive nuclear

force, superfluid neutrons are paired together like Cooper pairs in a superconductor.

Paired neutrons are bosons and the fluid obtains bosonic properties giving rise to

Bose Einstein Condensate. The superfluid condensate can be described by a complex

order parameter,

Ψ(~r, t) = Ψ0(~r, t)eiS(~r,t), (3.18)

|Ψ0|2 gives the density of superfluid and the superfluid velocity can be given as,

~vs =
~
mnp

∇S. (3.19)

S is the phase of the condensate and mnp is the mass of the neutron pair. Using

the above equation one can reach Landau criterion of superfluidity,

∇× ~vs = 0, if ~vs 6= 0, (3.20)

detailed derivation of this criterion can be found in any standard textbook, e.g. see

[99].
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Figure 3.3: Observed period of Pulsar Vela. x-axis in given in Julian year and y axis gives

the period showing the sudden decrease in time period or increase in rotational frequency.

Inset figure shows the exponential relaxation. This figure is taken from [42].
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Landau’s criterion is important for the rotation of the superfluid. The circulation

which is a measure of fluid rotation is defined as,

κ =

∮
L

~vs.d~l, (3.21)

where L is the integration contour, which is entirely in the superfluid. Using

Stokes theorem and the Landau criterion in equation3.21 we get,

κ =

∮
L

~vs.d~l =

∫
A

(∇× ~vs).d ~A = 0. (3.22)

Equation 3.22 tells us that due to the Landau criterion pure superfluid can not

have circulation, hence no rotation. Landau criterion and the observed rotation of

superfluid can be reconciled by allowing a multiply connected region inside the in-

tegration contour. This gives rise to the concept of vortex core, which is a hole in

the superfluid having cylindrical symmetry and either empty of fluid or containing

normal fluid. For the vortex core ∇× ~vs 6= 0. The vortex core is surrounded by pure

superfluid matter having irrotational flow.

Using equation 3.21 and 3.19 we get,

κ =
~
mnp

∮
L

∇S.dl =
~
mnp

(∆S)L. (3.23)

Since the wavefunction in equation 3.18 is singled valued S can only be either 0 or

integer multiple of 2π. Hence,

κ = n
h

mnp

, (3.24)

for n = 0 we get back Landau criterion. n 6= 0 gives non-zero circulation applica-

ble for vortices. Due to the criterion given in equation 3.24 superfluid circulation is

quantized. Thus rotation of superfluid is manifested by quantized vortices. In fact

one can also show that both velocity and angular momentum of the fluid around a

vortex line are quantized. These quantized vortices exist in HeII and also in rotating
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neutron star due to the superfluid phase in the interior. Note that in this case we

have considered the vortex formation entirely due to the rotation of the superfluid.

However these superfluid vortices can also be formed via Kibble mechanism in a nor-

mal to superfluid transition [100].

3.3.2 Vortex creep model

The presence of the superfluid vortices has been exploited in one of the most recog-

nized models of glitch mechanism, known as vortex pinning and vortex creep, model,

first proposed by Anderson and Itoh in 1975 [101]. The basic idea of vortex creep

model is pinning and unpinning of the superfluid vortices in the inner crust layer

of a neutron star and the transfer of angular momentum from superfluid core to

non-superfluid crust. We have already shown that for rotating superfluid we have

quantized vortices having quantized rotation. Thus, for a fixed number of vortices,

the rotation frequency of superfluid is also fixed. It has been shown that it is en-

ergetically favorable for the vortex to pin nucleus in the crust. As we have already

discussed due to radiation energy loss rotational frequency of the crust layer decrease

with time. However, the rotation of the superfluid part remains the same. This dif-

ferential rotation between the core and the crust gives rise to a magnus force which

tries to unpin the vortices from the crust. Pinning force can sustain some differen-

tial rotation and it acts as an angular momentum reservoir. When the magnus force

exceeds the pinning force unpinning occurs, as a result huge angular momentum will

be transferred to crust, thus the angular momentum of the crust increases suddenly

resulting in a glitch.

3.3.3 Post glitch relaxation: Two component model

Like the glitch mechanism, relaxation after the glitch can also be explained in the

presence of superfluid core in the interior of a neutron star. Two component model
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was proposed [102]to predict the post glitch behavior of a pulsar. It is important to

note that the observed rotation frequency of a neutron star is the frequency of crust

layer. We do not have a direct observation on the frequency of superfluid core. The

two components are the solid crust and the nuclear superfluid in the core, having

moment of inertia Ic and In and angular velocities Ωc and Ωn respectively. The

angular acceleration of crust is given by the total torque divided by its moment of

inertia,

Ω̇c =
−α−Nint

Ic
, (3.25)

where α and Nint are external torque and internal torque respectively. External torque

term is arising from the electromagnetic braking of the pulsar. Internal torque is due

to coupling between crust layer and superfluid core and can be assumed to be of the

following form [103],

Nint = InΩ̇n = Ic
Ωc − Ωn

τc
. (3.26)

Hence equations of motion of the two components after a glitch event:

IcΩ̇c = −α− Ic
Ωc − Ωn

τc
, (3.27)

InΩ̇n = Ic
Ωc − Ωn

τc
, (3.28)

here τc is the crust-core coupling time, which is model dependent. In this analysis Ic,

In, α, τc are constant over the timescales of interest. Equation 3.27 and 3.28 can be

solved to give (for details see [19]),

Ωc = −α
I
t+

In
I
Ae−t/τ +B, (3.29)
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Ωn = Ωc − Ae−t/τ +
ατ

Ic
, (3.30)

where I = Ic + In, τ = τcIn/I. A and B are integration constants. One can verify

that Ωc and Ωn as given in the equations 3.29, 3.30, actually satisfy equation 3.27

and 3.28. Using equation 3.30 it is straight forward to show that, the steady state

solution (t/τ →∞) is,

α =
Ic
τ

(Ωn − Ωc). (3.31)

If the integration constants are known in terms of ∆Ω0 (i.e. the absolute mag-

nitude of the glitch) and Q (known as ‘healing parameters’), then one can get the

following equation,

Ωc(t) = Ω0(t) + ∆Ω0[Qe−t/τ + (1−Q)], (3.32)

where Ω0 is the frequency without a glitch. The healing parameter Q describes the

degree to which the angular velocity relaxes back towards its extrapolated value.

When Q = 1, we have Ωc(t)→ Ω0(t) as t→∞. The behavior indicated by equation

3.32 is illustrated in the figure 3.4. A crucial test for this simple phenomenological

model is to test whether or not the fitted post glitch functions give the same values

of Q and τ for all the glitches of a single pulsar. Although this model was successful,

however plenty of observation data show violations of the two-component model [104].

Vortex creep model of glitch and two component model of post glitch relaxation

tells us that microphysics of superfluidity is necessary to understand properties of

neutron stars.
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Figure 3.4: Time dependence of the pulsar angular frequency Ωc(t), followed by a glitch.

This figure is taken from [19].This figure also shows exponential relaxation after pulsar glitch

from two-components model.

3.4 Anti-glitch: a new observation

Like conventional radio pulsars, magnetars also exhibit glitches phenomenon. There

are several hundred observed glitches in radio pulsars and magnetars (magnetars have

huge magnetic field) where astronomers have observed sudden spin-up (increase in

the angular velocity) of the star. As we discussed above, a possible explanation of

this glitch phenomenon is the vortex creep model which assumes the rotation of su-

perfluid in the interior is faster than the crust. However, Archibald and collaborators

have reported an ‘anti-glitch’ [105]. Instead of an abrupt spin-up, the star abruptly

spun down. Astronomers have searched for surrounding afterglow, which rules out

the possibility of sudden particle outflow that could have carried off the angular mo-

mentum. Observation of anti-glitch put forward a great challenge for the theorists.

The well-tested models like vortex creep, model, two component model of pulsar

glitch necessarily requires a superfluid core. In these model superfluid rotation is

larger than the crust rotation, which is very natural to assume. These simple models

cannot explain the anti-glitch. However some of the possible solutions of anti-glitch
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have already been proposed, see [106–108]. Though, some of the models also assume

superfluid core but the models are complicated with respect to the vortex creep or

two component model e.g. one models [107] assumes that the collision of a small solid

body with a pulsar can lead to an observable glitch/anti-glitch. Although theorists

are trying to get the possible explanation of the anti-glitch phenomenon, it will be

nice to have a simple unified framework for glitch/anti-glitch mechanism. In this

thesis, we will introduce a simple unified model, which can give rise to glitch as well

as anti-glitch.
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Chapter 4

Effects of Phase Transition induced

density fluctuations on pulsar

dynamics

In the chapter 3 we have discussed the physics of neutron stars. The core of the

neutron star can have deconfined QCD matter and some other exotic QCD phases.

However we can not observe these phases directly, but these phases can affect the

dynamics of a neutron star. Thus analyzing neutron star dynamics we can extract

information regarding the different QCD matter in the core. We have also introduced

the phenomenon of pulsar glitch and antiglitch. Superfluid phase in the core of the

pulsar plays a very important role in the glitch mechanism. Superfluid vortex creep

model is a well established model of glitch mechanism. However this simple models

does not account for anti-glitches. Although new models are proposed to explain the

observation of anti-glitches, these models are not simple and elegant as the vortex

creep model. These models also do not explain glitch and anti-glitch in a unified

simple framework. In this chapter we introduce a relatively simple way by which one

can probe the interior of the neutron star. During the evolution of a pulsar, various

phase transitions may occur in its dense interior, such as superfluid transition, as

well as transition to various exotic phases of quantum chromodynamics (QCD). We

propose a technique which allows to probe these phases and associated transitions by
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detecting changes in rotation of the star arising from density changes and fluctuations

during the transition affecting stars moment of inertia. In this chapter we have also

discussed how QCD phase transition and different QCD phases at extremely high

density can explain phenomena of glitch and anti-glitch in a simple unified manner.

4.1 Introduction

The core of an astrophysical compact dense object, such as a neutron star, provides

physical conditions where transition to exotic phases of quantum chromo dynamics

(QCD) [1] may be possible. Superfluid phases of nucleons are also believed to exist

inside neutron stars with vortex de-pinning associated with glitches (though it may

not provide a viable explanation for anti-glitches). In this chapter we propose a

technique to probe the dynamical phenomena happening inside the neutron star,

which may also account for glitches and anti glitches in a unified framework.

We consider density fluctuations which invariably arise in any phase transition.

We show that even with relatively very small magnitudes, these density fluctuations

may be observable with accurate measurement of pulsar timings which can detect

very minute changes in the moment of inertia (MI) of the pulsar. This provides a

very sensitive probe for density changes and density fluctuations (especially due to

formation of topological defects) during phase transitions in the pulsar core. Non-zero

off-diagonal components of moment of inertia arising from density fluctuations imply

that a spinning neutron star will develop wobble leading to modulation of the peak

intensity of pulses (as the direction of the beam pointing towards earth undergoes

additional modulation). This is a unique, falsifiable, prediction of our model, that

rapid changes in pulsar timings should, most often, be associated with modulations

in changes in peak pulse intensity. It is important to note that the vortex de-pinning

model of glitches is not expected to lead to additional wobble as the change in rotation

caused by de-pinning of vortex clusters remains along the rotation axis. Density

fluctuations will also lead to development of rapidly changing quadrupole moment

which can provide a new source for gravitational wave emission due to extremely
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short time scales involved (despite small magnitude of this new contribution to the

quadrupole moment) .

The effect of phase changes on the moment of inertia has been discussed in liter-

ature. For example, moment of inertia change arising from a phase change to high

density QCD phase (such as to the QGP phase) is discussed in ref. [2]. In the sce-

nario of ref. [2], the transition is driven by slow decrease in the rotation speed of

the pulsar, leading to increasing central density causing the transition as the central

density becomes supercritical. It is assumed that as the supercritical core grows in

size (slowly, over the time scale of millions of years), it continuously converts to the

high density QGP phase (even when the transition is of first order). Due to very

large time scale, the changes in moment of inertia are not directly observable, but

observations of changes in the braking index may be possible.

Our work differs from these earlier works primarily in our focus on the rapidly

evolving density fluctuations arising during the phase transitions. This has not been

considered before as far as we are aware. (Though effects of density inhomogeneities

in a rotating neutron star have been discussed [3].) Density fluctuations inevitably

arise during phase transitions, e.g. during a first order transition in the form of

nucleated bubbles, and may become very important in the critical regime during

a continuous transition. The density fluctuations arising from a phase transition

become especially prominent if the transition leads to formation of topological defects.

Extended topological defects can lead to strong density fluctuations which can last for

a relatively long time (compared to the phase transition time). It is obvious that such

randomly arising density fluctuations will affect the moment of inertia of the star in

important ways. Most importantly, it will lead to development of transient non-zero

off-diagonal components of the moment of inertia, as well as transient quadrupole

moment. Both of these will disappear after the density fluctuations decay away and

the transition to a uniform new phase is complete. Net change in moment of inertia

will have this transient part as well as the final value due to change to the new

phase. It seems clear that this is precisely the pattern of a glitch or anti-glitch where

rapid change in pulsar rotation is seen which slowly and only partially recovers to the
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original value. As we mentioned above, transient change in quadrupole moment will

be important for gravitation wave emission. It is important to realize that the net

change in MI (as discussed previously, e.g. in [2]) is only sensitive to the difference

in the free energies of the two phases, and cannot distinguish different types of phase

transitions. In contrast, density fluctuations arising during phase transitions crucially

depend on the nature of phase transition, especially on the symmetry breaking pattern

(e.g. via topological defects). Identification of these density fluctuations via pulsar

timings (and gravitational waves) can pin down the specific transition occurring inside

the pulsar core.

We consider the possibility of rapid phase transition in a large core of a neutron

star. The scenario of slow transition as discussed in [2] is applicable for slowly evolv-

ing star (e.g. by accretion), with a transition which is either a weak first order, or a

second order (or a crossover). If the transition is strongly first order then strong su-

percooling can lead to extremely suppressed nucleation rate, with transition occurring

suddenly after the supercritical core becomes macroscopic in size. (This is similar to

the situation of low nucleation rate leading to nucleation distance scales of the order

of meters in the early universe as discussed by Witten [4].) Rapid transition in a

large core of neutron star is naturally expected during the early stages of evolution of

neutron star due to rapid cooling of star. It could also be driven by rapid accretion

on a neutron star, coupled with a first order transition.

We will not discuss any detailed scenario of such a rapid transition in this chapter,

and rather just note the possibility of such transitions. Our focus will be that once

such a rapid transition occurs, what are its observational implications. Clearly, change

in phase will lead to net change in MI of star, affecting its rotation. This has been

discussed earlier, e.g. in [2]. We will focus on additional effects associated with

presence of density fluctuations which lead to qualitatively new effects, not included

in the earlier investigations. These effects are, a transient component of change in MI,

development of the off-diagonal components of MI, and a transient, rapidly evolving

quadrupole moment.
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4.2 Effects of density fluctuations due to bubble

nucleation

A rough estimate of change in the moment of inertia due to phase change can be

taken from ref. [2] using Newtonian approximation, and with the approximation of

two density structure of the pulsar. If the density of the star changes from ρ1 to a

higher density ρ2 inside a core of radius R0, then the fractional change in the moment

of inertia is of order (from ref [2], we have for R0 << R),

∆I

I
' 5

3
(
ρ2

ρ1

− 1)
R3

0

R3
, (4.1)

where, I ' (2/5)MR2. Here R is the radius of the star in the absence of the dense

core. For a QCD phase transition, density changes can be of order one. We take the

density change to be about 30% as an example. If we take the largest rapid fractional

change in the moment of inertia of neutron stars, observed so far (from glitches), to

be less than 10−5, then Eq.4.1 implies that R0 ≤ 0.3 Km (taking R to be 10 Km).

For a superfluid transition, we may take change in density to be of order of superfluid

condensation energy density ' 0.1 MeV/fm3 (see, ref. [5]). In such a case, R0 may be

as large as 5 Km. These constraints on R0 arise from observed data on glitches/anti-

glitches. These estimates may also be taken as prediction of possible large fractional

changes in the moment of inertia (hence pulsar spinning rate) of order few percent

when a larger core undergoes rapid phase transition. For example, R0 may be of

order 2-3 km for QCD transition (from estimates of high density core of neutron

star [6]), or it may be only slightly smaller than R for superfluid transition. For a

detail description on how rapid QCD phase transtion can affect the pulsar dynamics

see section 5.2, where we have discussed the change in moment of inertia due to

rapid QCD phase transition in the core of a non rotating neutron star. Although the

discussion on the rapid phase transition in the section 5.2 is in the context of non

rotating neutron star, but the results are applicable to a rotating neutron star if we

ignore small general relativistic corrections .
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We now discuss density fluctuations during phase transitions. First we consider

fluctuations arising simply from a first order transition. Consider nucleation of rela-

tively large number of bubbles (several thousand) inside the supercritical core. This

is possible due to nonuniformities, even of purely statistical origin (e.g. from fluctu-

ations in temperature [7]).

4.2.1 Parameters for bubble nucleation and Results

We simulate random nucleation of bubbles filling up a core of size R0 (= 300 meters).

Effects of bubble nucleations will be characterized in terms of the following parame-

ters. Bubble radius r0 will be taken to vary from 5 meters to 20 meters, with bubble

separation being of same order as bubble size (close packing). Density change in bub-

ble nucleation is taken to be about the nuclear saturation density ' 160 MeV/fm3

(e.g. for QCD scale).

We find that density fluctuations lead to fractional change in MI, ∆I/I ' 4×10−8

for r0 = 20 meters implying similar changes in pulsar timings. Change in MI remains

of same order when r0 is changed from 20 meter to 5 meter. Due to random nature of

bubble nucleation, off-diagonal components of the moment of inertia, as well as the

quadrupole moment become nonzero and the ratio of both to the initial moment of

inertia are found to be of order Ixy/I0 ' Q/I0 ' 10−11 − 10−10.

This aspect of our model is extremely important, arising entirely due to density

fluctuations generated during the transition. As these density fluctuations homoge-

nize, finally leading to a uniform new phase of the core, both these components will

dissipate away. The off-diagonal component of moment of inertia will necessarily lead

to wobbling (on top of any present initially), which will get restored once the density

fluctuations die away. This will lead to transient change not only in the pulse timing,

but also in the pulse intensity (as the angle at which the beam points towards earth

gets affected due to wobbling). We again emphasize that the conventional vortex de-

pinning model of glitches is not expected to lead to additional wobble as the change

in rotation caused by de-pinning of vortex clusters remains along the rotation axis.
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Thus, the presence of intensity modulations associated with a glitch can distinguish

between our model and the vortex de-pinning model.

Generation of quadrupole moment has obvious implication for gravitational wave

generation. One may think that a quadrupole moment of order Q/I0 ' 10−10 is too

small for any significant gravity wave emission. However, note that the gravitation

power depends on the (square of) third time derivative of the quadrupole moment [8].

The time scales will be extremely short here compared to the time scales considered in

literature for the usual mechanisms of change in quadrupole moment of the neutron

star. Here, phase transition dynamics will lead to changes in density fluctuations

occurring in time scales of microseconds (or even shorter as we will see below in

discussions of topological defects generated density fluctuations). This may more

than compensate for the small amplitude of quadrupole moment and may lead to

these density fluctuations as an important source of gravitational wave emission from

neutron stars, as we will discuss below.

4.3 Density fluctuations from topological defects

Topological defects form during spontaneous symmetry breaking transitions via the so

called Kibble mechanism [9]. These defects can be source of large density fluctuations

depending on the relevant energy scales, and their formation and evolution shows

universal characteristics, (e.g. scaling behavior). This may lead to reasonably model

independent predictions for changes in MI, and quadrupole moment and subsequent

relaxation. As bubbles, strings, domain walls, all generate different density fluctua-

tion, with specific evolution patterns, high precision measurements of pulsar timings

and intensity modulations (from wobbling) and its relaxation may be used to identify

different sources of fluctuations, thereby pinning down the specific phase transition

occurring. Specific phase transitions expected inside pulsars lead to different types

of topological defects. Important thing is that a random network of defects will arise

in any phase transition, and resulting defect distribution can be determined entirely

using the symmetry breaking pattern. For example, superfluid transition leads to
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formation of random network of vortices. Confinement-deconfinement QCD transi-

tion can lead to formation of a network of domain walls and global strings arising

from the spontaneous breaking of Z(3) center symmetry [10]. QCD transition may

also give rise to only global strings, e.g. in the color flavor locked (CFL) phase with

SU(3)c×SU(3)L×SU(3)R×U(1)B symmetry (for 3 massless flavors) is broken down

to the diagonal subgroup SU(3)c+L+R × Z2 [1]. As the resulting density fluctuations

are mostly dominated by the nature of defect (domain walls, or strings, or both), we

will model formation of these different defect networks in the following using correct

energy scale and try to estimate resulting density fluctuations.

4.3.1 Results of model simulation of defect network

We model formation of U(1) strings and Z2 domain walls by using correlation domain

formation in a cubic lattice, with lattice spacing ξ representing the correlation length,

as in ref. [11]. It is not possible to carry out these simulation covering length scales of

km (for star) to fm (QCD scale). Hence these simulations are necessarily restricted

to very small system sizes. Each lattice site is associated with an angle θ randomly

varying between 0 and 2π (to model U(1) global string formation), or two discrete

values 0,1 (when modeling Z2 domain wall formation). For string case, winding of θ on

each face of the cube is determined using the geodesic rule. For a non-zero winding, a

string segment (of length equal to ξ ) is assumed to pass through that phase (normal to

the phase). For domain wall case, any link connecting two neighboring sites differing

in Z2 value is assumed to be intersected by a planar domain wall (of area ξ2, and

normal to the link). The mass density (i.e. mass per unit length) of the string was

taken as 3 GeV/fm, and the domain wall tension is taken to be 7 GeV/fm2. These

values are taken as order of magnitude estimates from the numerical minimization

results in ref. [10] for the pure gauge case. (Note that logarithmic dependence of

global strings on inter-string separation may lead to much larger density fluctuations

than considered here.)
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We consider spherical system of size R and confine defect network within a spher-

ical core of radius Rc = 0.3
10
R. This is in view of the constraints on the supercritical

core size Rc being of order 0.3 km for a neutron star with radius R = 10 km. Of

course, in our simulations, R is extremely small, with maximum value of 4000 fm.

For ξ ' 10 fm, we find the resulting value of δI
Ii
' 10−12 − 10−13 implying similar

changes in the rotational frequency. Here Ii, i = 1, 2, 3 are the three diagonal values

of the MI tensor. As we increase Rc from 5 ξ to about 400 ξ, we find that the value

of δI
Ii

stabilizes near 10−13 − 10−14 as shown in the table below. This change in ξ

amounts to change in the number of string and wall segments by a factor of 106.

This gives a strong possibility that the same fractional change in the MI may also be

possible when R is taken to have the realistic value of about 10 Km, especially when

we account for statistical fluctuations in the core. For the formation of domain walls

we find fractional change in MI components (as well as quadrupole moments) to be

larger by about a factor of 40. With accurate measurements, these small changes may

be observable. Also, for a larger core size undergoing transition these changes can be

larger. We are only presenting change in MI due to transient density fluctuations dur-

ing phase transition, which as we see, can have either sign. (As we discussed above,

the net change in MI will include the very large contribution of order 10−5 due to net

phase change of the core [2].) This suggests that the phase transition dynamics may

be able to account for both glitch and anti-glitch events (with associated wobbling

from off-diagonal components leading to pulse intensity modulation).

We now consider superfluid transition. A rapid superfluid transition could occur

after transient heating of star (either due to another transition releasing latent heat,

or due to accretion etc). (In this work we neglect any possible effect of star rotation

on this mechanism of random vortex formation which is expected to lead to a much

denser network than the one arising from star rotation.) We take the vortex energy

per unit length to be 100 MeV/fm and correlation length for vortex formation of order

10 fm (ref. [5]). Table 4.1 shows that the string induced transient fractional change

in MI is of order 10−10 (compared to net fractional change in MI of order 10−5 as

discussed in Sect.4.2). Ratios of the quadrupole moment and off-diagonal components
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of MI to the net MI of the pulsar are also found to be of order 10−10. The transient

change in the MI decays away when the string system coarsens, thereby restoring less

than few percent of the original value. We note that this pattern (and numbers) are

similar to that of a glitch (or anti-glitch).

Table 4.1: Fractional change of various moments of the pulsar caused by inhomogeneities

due to defects, with the correlation length ξ = 10 fm. For QCD scale strings, the string

tension is taken as 3 GeV/fm, while the QCD Z(3) wall tension is taken as 7 GeV/fm2

(from simulations in ref. [10]). For the superfluid vortices, the energy per unit length is

taken to be 100 MeV/fm [5].

QCD Strings QCD Walls Superfluid Strings

Rc

ξ
δIxx

I
δIxy

I
Qxx

I
δIxx

I
δIxy

I
Qxx

I
δIxx

I
δIxy

I
δQxx

I

5 5E-10 -3E-10 -1E-10 2E-8 -1E-8 -8E-10 2E-6 -1E-6 -4E-7

50 5E-12 -2E-12 2E-12 1E-10 -8E-11 -1E-11 2E-8 -7E-9 7E-9

200 1E-13 2E-14 -7E-14 5E-12 -4E-12 -6E-12 5E-10 6E-11 -2E-10

400 -3E-15 -5E-14 -9E-14 3E-12 -2E-12 3E-14 -1E-11 -2E-10 -3E-10

4.3.2 Field theory simulations for QCD transition

As a further support for these estimates, we have also carried out field theory simula-

tions of confinement-deconfinement (C-D) QCD transition using effective field theory

Polyakov loop model. This leads to spontaneously broken Z(3) symmetry (for the

SU(3) color group) in the QGP phase giving rise to topological domain wall defects

in the QGP phase and also string defects forming at wall junctions. We carry out

a field theory simulation for the C-D transition using a quench (quench is used for

simplicity as only domain formation is relevant here), see ref. [10] for details. It is not

possible to carry out field theory simulation covering length scales of km (for star) to

fm (QCD scale). Hence these simulations are necessarily restricted to system sizes of

tens of fm only. The physical size of the lattice is taken as (7.5 fm)3 and (15 fm)3. We

use periodic boundary conditions and take a spherical region with radius Rc (repre-

senting star’s core) to study change of MI, with Rc = 0.4 × lattice size. We mention

that the model of ref. [10] does not directly apply to the case of neutron star which has
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large baryonic chemical potential. However, the most relevant features of the model

are formation of Z(3) defects with similar energy scale as in the neutron star case.

Hence we use those simulations [10] to estimate defect induced density fluctuations

for the present neutron star case. We also use dissipation to relax density fluctuations

but total energy is kept fixed by adding the dissipated energy. Thus we only focus on

re-distribution of energy in defect network and the background. For the net change

in the MI, we will use the estimates of ∆I/I from Sect.4.2 (refs. [2]). QCD transition

may also give rise to only global strings, e.g. in the color flavor locked (CFL) phase

with SU(3)c×SU(3)L×SU(3)R×U(1)B symmetry (for 3 massless flavors) is broken

down to the diagonal subgroup SU(3)c+L+R × Z2 [1]. For this case, we modify the

model studied in ref. [10] by removing terms which correspond to Z(3) structure of

the vacuum manifold. This gives rise to string defects only without any domain walls,

with energy scale of QCD.

Figure 4.1: Fractional change in MI and quadrupole moment during phase transitions.

(a),(b) correspond to lattice size (7.5 fm)3, and (c),(d) correspond to lattice size (15 fm)3

respectively. Plots in (a) and (c) correspond to the C-D phase transition with Z(3) walls and

strings, while plots in (b) and (d) correspond to the transition with only string formation

as for the CFL phase.

Plots in Fig.4.1 show the time evolution of the resulting fractional change in the

MI and the quadrupole moment of the core relative to the initial total MI for these

field theory simulations. Here we have taken dense core of fractional size 0.3/10 (in

view of transition in core size of 300 meter for a 10 km star). We add the MI of a shell

115



outside the core so that total system size = 10
0.3

of the core size, and the shell has the

same uniform density as the core. Fractional changes for all components of MI as well

as the ratio of quadrupole moment to MI are found to be of similar order. We are only

presenting change in MI due to transient density fluctuations during phase transition,

which as we see, can have either sign. (Net fractional change in MI will include the

very large contribution of order 10−5 due to net phase change of the core [2].) This

suggests that the phase transition dynamics may be able to account for both glitch

and anti-glitch events (with associated wobbling from off-diagonal components leading

to pulse intensity modulation). As discussed above, rapid changes in the quadrupole

moment will lead to gravitational wave emission.

4.4 Gravitational wave generation due to density

fluctuations

Despite the small values of quadrupole moments in Table 4.1, the power emitted in

gravitational waves may not be small due to very short time scales in the present

case. The defect coarsening will be governed by microphysics with time scale being

of order tens of fm/c. Even with extremely dissipative motion of strings, and much

larger length scales, the change in quadrupole moment due to strings can happen in

an extremely short time scale (during string formation, and/or during string decay),

thereby boosting the rate of quadrupole moment change. Even a very conservative

value of the time scale of microseconds (e.g. for nucleation of bubbles with nucleation

sites few meters apart, as discussed above) for the evolution of density fluctuations will

still be 1000 times smaller than fastest pulsar rotation time of milliseconds, resulting

in huge enhancement in the gravitational power, as can be seen from the following

expression for the power [8]

dE

dt
= −32G

5c5
∆Q2ω6 ' −(1033J/s)(

∆Q/I0

10−6
)2(

10−3sec.

∆t
)6 (4.2)

Here I0 is the MI of the pulsar, and ∆Q is the change in the quadrupole moment
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occurring in time interval ∆t. For the present case, we can take ∆Q/I0 of order

10−14− 10−10 from Table 4.1 (which is much smaller than the value of 10−6, typically

used for deformed neutron stars). Even though ∆Q/I0 is very small here, the relevant

time scale ∆t is also very small. Thus, even with a conservative estimate of the time

scale for the transition (e.g. bubble coalescence), ∆t = 10−6 − 10−5 sec., the power

in gravitational wave can be significant due to large enhancement from the (10−3sec.
∆t

)6

factor. A shorter time scale may make this source as potentially very prominent for

gravitational waves. For an estimate of the expected strain amplitude from a pulsar

at a distance r, we use the following expression [8]

h =
4π2G∆Qf 2

c4r
' 10−24(

∆Q/I0

10−6
)(

10−3sec.

∆t
)2(

1kpc

r
) (4.3)

With ∆Q/I0 of order 10−10 and a time scale for the transition (e.g. bubble coa-

lescence), ∆t = 10−6− 10−5 sec. we can have h ' 10−24− 10−22 for a pulsar at 1 kpc

distance. As we mentioned above, the time scale for evolution of density fluctuations

may be even shorter, leading to larger strain amplitudes (even if much smaller values

of ∆Q/I0 are taken from Table 4.1), and much larger power emitted in gravitational

waves. Since the wave emission is only for a single burst, lasting for only duration

∆t, net energy lost by the star remains small fraction of the star mass.

4.5 Conclusions

To summarize our results, we have shown that density fluctuations arising during

a rapid phase transition lead to transient change in the MI of the star. Such den-

sity fluctuations in general lead to non-zero off-diagonal components of moment of

inertia tensor which will cause the wobbling of pulsar, thereby modulating the peak

intensity of the pulse. This is a distinguishing and falsifiable signature of our model.

The conventional vortex de-pinning model of glitches is not expected to lead to ad-

ditional wobble as the change in rotation caused by de-pinning of vortex clusters

remains along the rotation axis. We find that moment of inertia can increase or de-

crease, which gives the possibility of accounting for the phenomenon of glitches and
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anti-glitches in a unified framework. Development of nonzero value of quadrupole mo-

ment (on a very short time scale) gives the possibility of gravitational radiation from

the star whose core is undergoing a phase transition. Net change in MI (as discussed

previously, e.g. in [2]) is only sensitive to the difference in the free energies of the

two phases, and cannot distinguish different types of phase transitions. In contrast,

density fluctuations arising during phase transitions crucially depend on the nature

of phase transition, especially on the symmetry breaking pattern (e.g. via topological

defects). Identification of these density fluctuations via pulsar timings (and gravita-

tional waves) can pin down the specific transition occurring inside the pulsar core.

This is an entirely new way of probing phase transitions occurring inside the core of

a neutron star. Though our estimates suffer from the uncertainties of huge extrapo-

lation involved from the core sizes we are able to simulate, to the realistic sizes, they

strongly indicate that expected changes in moment of inertia etc. may be well within

the range of observations, and in fact may be able to even account for the phenomena

of glitches and anti-glitches.

One aspect of glitches which may raise concern in our model is multiple occur-

rences of glitches. For vortex de-pinning model multiple glitches seem natural due to

formation of vortices due to star rotation with glitches occurring with de-pinning of

clusters of vortices. In our model, multiple occurrence of glitches will require multiple

phase transitions. This is not very improbable, though, when the transition happens

due to accretion from companion star causing heating, with subsequent cooling down.

Essentially, in this case, the matter in the neutron star core will continue to remain

in the vicinity of the phase boundary in the T − µ plane (in the QCD phase dia-

gram). Accretion will move the system across the boundary by increasing µ, causing

a phase transition, and subsequent cooling will move the system back through the

phase boundary with another transition. Such processes could in principle repeat for

certain neutron stars leading to multiple glitches. One should also allow the possibility

that glitches could occur due to multiple reasons. Some glitches/anti-glitches could

occur due to the model proposed here, that is due to phase transition induced density

fluctuations, while other glitches could occur due to the conventional de-pinning of
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vortex clusters. Main point of our work is to emphasize that if and when a transition

happens in the core of a neutron star, it invariably leads to density fluctuations which

manifest itself in glitch/anti-glitch like behavior, along with other implications such

as wobbling of star, gravitational wave emission etc.

It is thus important to investigate this interesting possibility further. With much

larger simulations, and accounting for statistical fluctuations of temperature, chemical

potential etc. in the core, more definitive patterns of changes in moment of inertia

tensor/quadrupole moment etc. may emerge which may carry unique signatures of

specific phase transitions involved. (For example, continuous transitions will lead to

critical density fluctuations, and topological defects will induce characteristic density

fluctuations depending on the specific symmetry breaking pattern.) If that happens

then this method can provide a rich observational method of probing the physics of

strongly interacting matter in the naturally occurring laboratory, that is interiors of

neutron star. It will be interesting to see if any other astrophysical body, such as

white dwarf, can also be probed in a similar manner.
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Chapter 5

Probing Dynamics of Phase

Transitions occurring inside a

Pulsar

In the last chapter, we have seen that density change and fluctuations originating

from various phase transitions, e.g. superfluid transition or transition to various

exotic phases of QCD, affect star’s moment of inertia. Our result suggests that these

changes may be observable and may possibly account for glitches and anti-glitches. In

this chapter, we will carry out detailed calculations of a first order transition dynamics

for the quark-hadron transition in the core of a neutron star. We will calculate the

density profile in the neutron star and will calculate bubble nucleation probability

for the transition. We will also discuss specific field theory models which lead to

topological defect induced density fluctuations as discussed in chapter 4.

5.1 Introduction

Exotic phases of quantum chromo dynamics (QCD), viz., quark-gluon plasma (QGP),

color flavor locked (CFL) phase, [1] etc. are possible at very high baryon density. The

core of an astrophysical compact dense object, such as a neutron star, provides phys-

ical conditions where a transition to these phases may be possible. Superfluid phases
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of neutrons (as well as of protons) are also believed to exist inside neutron stars. Also,

relatively young pulsars show the phenomenon of glitches [2] and, recently observed

anti-glitches [3], where the spinning rate of the pulsar rapidly changes, and then slowly

relaxes. Conventional understanding of a glitch in terms of depinning of a cluster of

superfluid vortices in the core of a neutron star (which transfers angular momentum

to the crust) does not seem viable for explaining anti-glitch, though external body

impact has been proposed as a possible cause for anti-glitches.

In the last chapter, we have proposed a technique to probe the dynamical phenom-

ena happening inside the neutron star, which seems to be capable of also accounting

for the phenomena of glitches and anti glitches in a unified framework. Basic physics

of our approach is based on the fact that phase transitions are typically associated

with density changes as well as density fluctuation. Density fluctuation in the core of

a star will in general lead to transient changes in its moment of inertia (MI), along

with a permanent change in MI due to phase transformation. This will directly affect

its rotation and hence the pulsar timings. As accuracy of measurement of pulsar tim-

ings is extremely high (4ν
ν
∼ 10−9), very minute changes of the moment of inertia of

star may be observable, providing a sensitive probe for phase transitions in these ob-

jects. Non-zero off-diagonal components of the moment of inertia arising from density

fluctuations imply that a spinning neutron star will develop wobble leading to mod-

ulation of the peak intensity of pulses (as the direction of the beam pointing towards

earth undergoes additional modulation). This is a unique, falsifiable, prediction of

our model, that rapid changes in pulsar timings should, most often, be associated

with modulations in changes in peak pulse intensity. It is important to note that

the vortex depinning model of glitches is not expected to lead to additional wobble

as the change in rotation caused by depinning of the vortex, clusters remains along

the rotation axis. Density fluctuations will also, lead to a development of rapidly

changing quadrupole moment which can provide a new source of gravitational wave

emission due to extremely short time scales involved (despite the small magnitude of

this new contribution to the quadrupole moment).

Moment of inertia change arising from a phase change to high density QCD phase
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(such as to the QGP phase) is discussed in ref. [4]. The transition is driven by a slow

decrease in rotation speed of the pulsar, leading to increasing central density causing

the transition as the central density becomes supercritical. It is assumed that as the

supercritical core grows in size (slowly, over the time scale of millions of years), it

continuously converts to the high density QGP phase (even when the transition is of

the first order). Due to very large time scale, the changes in the moment of inertia

are not directly observable, but observations of changes in the braking index may be

possible.

As we have mentioned that hadronic phase to QGP phase transition is first order.

In the case of strong first order phase transition with large latent heat transition

from hadronic phase to quark matter phase may not happen continuously via bubble

nucleation. In this case, transition can take place in superdense core of macroscopic

size e.g. large nucleation distances, of the order of meters, could be possible in the

original discussion of Witten [5] in the context of quark hadron transition in the early

universe. In this chapter, we discuss how in a neutron star supercritical core can grow

to macroscopic size. Phase transition from hadronic to QGP phase in the supercritical

bubble can occur in very short time (see [6] for rapid transitions in the context of hot

neutron stars during its very early stages). Subsequently, we will also discuss specific

field theory models which can lead to density fluctuations via topological defects as

discussed in the previous chapter.

5.2 Change in moment of inertia due to a first or-

der transition

As we mentioned above, the discussions in ref. [4] about the change in moment of iner-

tia due to a phase transition assumed that the phase conversion happens continuously

in the supercritical region of the core. This will happen for a second order transition,

or a crossover, or for a weak first order transition with very large bubble nucleation

rate. However, for a strong first order phase transition, this may not happen. As we
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mentioned above, for very low nucleation rates, the supercritical core may become

macroscopically large before a single bubble of new phase nucleates. Once nucleated,

the bubble will expand fast sweeping entire supercritical core and converting it to

the new phase. This will lead to the change in the moment of inertia of the pulsar

in a very short time which may be directly observable. Using the constraints from

glitches, that the fractional change in the moment of inertia of the neutron star be

less than about 10−5, we had argued in chapter 4 that the core size (R0) undergo-

ing quark-hadron transition should be less than about 300 meters. For superfluid

transition, R0 could be as large as 5Km.

Let us now discuss the conditions which will allow such a rapid phase transition in

a large core. As an example, we consider a simple case of zero temperature transition

(as appropriate for late stages of neutron star) between a nucleonic phase and a QGP

phase with pressures (P ) and energy densities (ε) of the two phases given as follows [7].

Pnucleon =
M4

6π2

(
µ

M

(
µ2

M2
− 1

)1/2(
µ2

M2
− 5

2

)
+

3

2
ln

[
µ

M
+

(
µ2

M2
− 1

)1/2
])

(5.1)

εnucleon =
2µ

3π2
(µ2 −M2)3/2 − Pnucleon (5.2)

PQGP =
µ4
q

2π2
−B (5.3)

εQGP = 3PQGP + 4B (5.4)

Here µq and µ(= 3µq) are the baryon chemical potentials for quarks and nucleons

respectively, M is the mass of the relevant hadron (nucleon), and B is the bag pres-

sure. Note that with this simple Bag model equation of state, the transition to QGP

phase requires absorption of latent heat which should be provided by the release of

gravitational potential energy from the compression of the core. For other equations

of state (see, e.g. [6]), or for other QCD transitions (say from QGP to CFL phase)

the transition may release latent heat which will be rapidly dissipated by the star.
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The nucleation rate appropriate for zero (low) temperature is dominated by quan-

tum tunneling mediated by O(4) symmetric instantons, and is given by [8].

Γ = A
S2

0

4π2
exp(−S0) (5.5)

where A is the determinant of fluctuations around the instanton configuration

and S0 is the Euclidean action of the instanton. In our case, we will be interested in

the situation of extremely low nucleation rates, corresponding to very large values of

action S0. The nucleation rate, then will be completely dominated by the exponential

factor, and the pre-exponential factor can be approximated by dimensional estimates

using A = R−4
c where Rc is the radius of the critical bubble (size of the instanton in

Minkowski space). Recall, that at finite temperature T , dimensional estimates use

A = T 4. The action S0 for the instanton can be obtained from the action for an O(4)

symmetric configuration written as follows,

S = −1

2
π2R4∆P + 2π2R3S1 (5.6)

where ∆P is the pressure difference between the two phases and S1 is the action of

a one-dimensional instanton giving the contribution of the surface term of the bubble

to the action. Extremization of S gives the critical radius Rc = 3S1/(∆P ) with which

the action of the instanton S0 is found to be

S0 =
27π2S4

1

2(∆P )3
(5.7)

For our case, ∆P = PQGP − Pnucleon (Eqns. 5.2,5.4). For calculation of S1, one

needs the free energy functional (e.g. Landau-Ginzburg free energy). In the absence

of that, we simply consider a range of values of surface tension S1 ranging from 0.01

MeV/fm2 to 5 MeV/fm2. As we discussed above, for QCD scale phase transitions,

observations constrain the critical core size to be less than about 0.3 Km. We calculate

the number of bubbles nucleated in 300 meter radius core in one million year time

duration as a function of core density. This is given in Fig.5.1a. For this, we have used

parameters B1/4 = 177.9 MeV, surface tension S1 ≡ σ = 0.05 MeV/fm2 and M =
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1087.0 MeV (taken as the mean of the nucleon and delta mass, ref. [7]). The value of

surface tension is unusually small here. With the simple equations of state for the two

phases used here, nucleation rate rapidly drops with much larger values of σ. For a

more realistic equation of state, larger values of surface tension may be possible. (Note

that we are considering homogeneous nucleation here. There may be inhomogeneities

in the core region enhancing the nucleation probability via heterogeneous nucleation.)

With these choices, the critical density for the transition is found to be ρc = 2.500ρ0

(where ρ0 ' 0.15mnucleon is the nuclear saturation density). Fig.5.1 shows that at a

density ρnucl ' 2.502ρ0 the number of nucleated bubble is one. The critical radius of

the bubble Rc = 50 fm at this density. Nucleation rate changes sharply as a function

of density and is insignificant at lower values of ρ. For example, with a decrease in

density by only 0.01%, the number of bubbles nucleated is about 10−10.
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Figure 5.1: (a) Plot of the number of bubbles nucleated in 300 meter radius core in one

million year time duration as a function of core density for a QCD transition. (b) Solid

plot shows the density profile of the core region of the neutron star with neutron star mass

is M1 = 1.564M0. Density at r = 0 has just reached the critical value ρc. The dashed

plot shows the density profile when the supercritical core size (with ρ > ρc) has increased to

about 300 meter. The mass of the neutron star at this stage is M2 = 1.567M0.

For density change of the neutron star, we consider the case of accretion driven

change. Typical data shows that neutron stars in a binary system accrete matter at

126



the rate of about 1015−1018 grams/sec [9]. With accretion rate of 1017 grams/sec, for a

solar mass neutron star, this will mean about 0.1% change in its mass in one million

years. We calculate density profile of a non-rotating star (this approximation will

be valid for slowly rotating pulsars) in Newtonian approximation using a polytropic

equation of state P = Kρα. We take α = 2.54 with K = 0.021ρ−1.54
0 (as in ref. [4])

and solve the following equation for density profile [4].

1

ρ

dP

dr
= −Gm

r2
; dm = 4πr2ρdr (5.8)

With central density ρ = 2.5ρ0 (= ρc, the critical density for hadron-QGP transi-

tion) we get neutron star mass to be 1.564 M0 (M0 is the solar mass) and its radius to

be about 13.7 Km. We consider the situation when a neutron star with sub-critical

central density accretes matter such that its central density becomes super-critical.

Consider the stage when the central value of the density of the neutron star (at radius

r = 0) just reaches the critical density ρc by mass accretion. We calculate the density

profile with ρ = ρc at the center r = 0. This situation is shown by the (solid) plot in

Fig.5.1 b showing the density profile of the core region of the neutron star. Mass of

the star at this stage (with our choice of parameters) is M1 = 1.564M0. Subsequently,

the continued accretion increases the size of the core region where the density is su-

percritical (ρ > ρc). The dashed plot in Fig.5.1 b shows the density profile of the

core region when the supercritical core size has increased to about 400 meters. The

mass of the neutron star at this stage is M2 = 1.567M0. Taking the accretion rate

of 1017 grams/sec. it will take about one million years for the supercritical core size

to increase to this size. Nucleation rate in Fig.5.1 a shows that at this stage there

can be just about one bubble nucleation possible in this supercritical core. (Actually

core needs to be somewhat larger as in regions away from the center of the super-

critical core, nucleation rate is smaller. This difference is unimportant for our rough

estimates).

Once the bubble is nucleated, it will sweep through the entire supercritical core.

Typical speed of bubble wall propagation will be relativistic, and one may take the
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speed of sound in a relativistic plasma (c/
√

3) as an estimate. Thus the transition

will be completed in a time of order microsecond. The resulting transition is therefore

completed in a very short time, even though the supercritical core grew over a million

year time. We again point out that this scenario is very similar to the one discussed

by Witten [5] for the the early universe where bubble nucleation is insignificant until

the age of the universe is few microseconds (many orders of magnitude larger than the

strong interaction time scale), and inter-bubble separation of order centimeters or even

meters is possible. As discussed above, such a rapid transition in a macroscopically

large core of the neutron star will lead to the fractional change in moment of inertia

of order 10−5− 10−6 which may be observed as a pulsar glitch. The supercritical core

size (in which a single bubble can nucleate) may be larger (for appropriate values

of parameters such as bubble surface tension). In that case, the fractional change

in moment of inertia of even few percent (occurring in a very short time of order

micro seconds) may be possible and this can be taken as a prediction of our model

suggesting lookout for such candidates.

One more consequence of the scenario discussed above has implication for the

superfluid phase of the neutron star. We consider the above discussed transition

such that latent heat of order few hundred MeV/fm3 is released in the QCD scale

transition. Assuming that most of the neutron star is in the neutron superfluid

phase (and/or proton superconducting phase) at this stage, with the free energy

density scale for the superfluid transition being of order 0.1 MeV/fm3, the latent

heat released by the QCD transition will heat up the superfluid phase to the normal

phase. Simple volume ratio will tell that the latent heat released in a 300 meter core

undergoing QCD transition will convert about 3 km radius region from a superfluid

to the normal phase as the heat pulse sweeps through the neutron star. Subsequent

cooling will again lead to transition to the superfluid phase for all that region. Our

estimates of change in moment of inertia above suggest that even this superfluid

transition happening in a radius of about 3 km will again lead to fractional change

in moment of inertia of order 10−5 − 10−6. Again, a larger core will lead to a larger

change in moment of inertia.
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5.3 Effect of Density fluctuations on the neutron

star dynamics

The core of a neutron star may go through a transition from hadronic matter to QGP

due to gradual slowing down of the rotating neutron star [4], or due to accretion of

matter. Or a QGP core formed during early hot and dense phase of neutron star

may undergo a transition to hadronic matter after a relatively longer time as the core

cools. At these baryon densities, the transition is very likely a first order transition

which proceeds via bubble nucleation. Bubble nucleation can give rise to density

fluctuations. As we discussed above, for strong first order case, a core of size few

hundred meters (or larger) can become supercritical without any bubble nucleation

taking place inside the core. With further accretion of matter, the density may

become sufficiently large so that bubble nucleation can take place. We discussed

the case above when a single bubble nucleation takes place. However, there can the

situations when density change is such that no bubbles are nucleated until density

increases to a value when a reasonably large number of bubbles (several thousand)

can nucleate inside the supercritical core. With strictly ideal, monotonic decrease in

density with radial distance such a scenario looks unlikely. However, we emphasize

that in general the core region will be expected to have minute nonuniformities,

even of purely statistical origin. For example, the temperature of different parts of

the core (even at the same radial distance, but in different directions) cannot have

exactly the same value. Purely from statistical fluctuations, there will be fluctuations

in temperature in these regions (similarly in chemical potential) which will depend on

properties such as specific heat [10]. In fact, such density fluctuations can lead to large

enhancement in our estimates of density fluctuations from defect formations. This is

because the density of defects is entirely determined by the correlation length which

sensitively depends on parameters like temperature, chemical potential etc. Varying

correlation length will lead to an additional source of fluctuation in the density of

defects, hence for density fluctuations. We will not get into such details here, but

only conclude that a situation where many bubbles may nucleate in different parts of
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the supercritical core may not be unreasonable for a realistic case. After nucleation,

bubbles (with initial critical size being microscopic, of order tens of fm) rapidly expand

and coalesce. At the time of coalescence, the supercritical core region will consist of

a close packing of bubbles of a new phase, embedded in the old phase. We assume

that the latent heat is released from the star which either contributes to a uniform

background in energy density (contributing to the net moment of inertia of the star as

a homogeneous sphere), or it is simply dissipated away from the star. In either case,

the latent heat will not affect the off-diagonal component of the moment of inertia

and the quadrupole moment.

Such Random nucleation of spherical bubbles filling up a spherical bubble can

give rise to change in moment of inertia ∆I/I ' 10−8. The radius of such random

bubble can have a range from 5 meters to 20 meters. Quadrupole moment generated

due to the random distribution of the bubbles in the interior can be of the order of

10−11−10−10 (see section 4.2.1 for details). As we have already discussed in the section

4.2.1 we again emphasize that the off-diagonal component of the moment of inertia

will necessarily lead to wobbling, which will get restored once the density fluctuations

die away. Non zero quadrupole moment has obvious implication for gravitational

wave generation (see section 4.4) . Although in this case quadrupole moment of order

10−10, but the time scales of the fluctuations are of the order of Fermi. Due to this

small time scale involved gravitation power can be large (large compared to the usual

mechanisms of change in quadrupole moment of the neutron star) [11] .

As we have already discussed density can give rise to observable effect in neutron

star dynamics. Phase transitions naturally introduce density fluctuations. Topologi-

cal defects [12] which are the outcome of symmetry breaking phase transitions, can

be a source of large density fluctuations depending on the relevant energy scales.

The defect network resulting from a phase transition and its evolution shows uni-

versal characteristics, e.g. defects have initial densities which basically depend only

on the correlation length and on the relevant symmetries and the evolution of string

defects and domain wall defects show scaling behavior. This has important implica-

tions, as the universal properties of defect network and scaling during evolution may
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lead to reasonably model independent predictions for changes in moment of inertia

(hence glitches/anti-glitches) and quadrupole moment, and subsequent relaxation to

the original state of rotation.

Most important aspect of these changes in moment of inertia components (espe-

cially the off-diagonal ones) and the quadrupole moment arising from density fluc-

tuations during phase transition is the following. The specific pattern of density

fluctuation and the manner in which it decays (to eventual uniform new phase) cru-

cially depends on the nature of the source of the fluctuations. Bubbles, strings,

domain walls, all generate different density fluctuations, and detailed simulations can

determine the nature of resulting changes in pulsar timings and intensities (due to

wobbling as discussed above) resulting from these. High precision measurements have

the potential of distinguishing between different sources of fluctuations, thereby pin-

ning down the specific phase transition occurring inside the core of a neutron star.

Similarly, the evolution of density fluctuation also depends on the specific case being

considered. For example, the bubble generated density fluctuations discussed above

will decay away quickly in time scale of coalescence of bubbles, while domain wall

network and the string network may coarsen on much larger time scales ( and dif-

ferently from each other). Thus the relaxation of the pulsar spinning (and wobbling

etc.) can also provide important information about the specific transition (leading to

corresponding defect formation) occurring inside the neutron star.

Various kinds of symmetry breaking phase transition and the associated topo-

logical defects are possible in the interior of the neutron star. The inner core of a

neutron star can have nucleonic superfluid phase and the associated superfluid vor-

tices. We have discussed the implication of these superfluid phases in the context of

the glitch mechanism. Deconfined quark matter can exist in the core of the neutron

star. Confinement-deconfinement transition in QCD gives rise to Z(3) domain walls

and QCD string defects. Phase structure of deconfined quark matter at very high

density is very rich. One of the possible QCD phases at very high density regime is the

color flavor locked (CFL) phase. Symmetry breaking pattern of the CFL transition

is very complex (see section 3.2.5) . Symmetry breaking in the case of CFL transition
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gives rise to global strings. One can use numerical methods to simulate these defect

with proper energy scale and can estimate the change in moment of inertia.

We have already discussed that the expectation value of the Polyakov loop, l(x),

is the order parameter for this transition [13]. l(x) is zero in the hadronic phase and

is non-zero in the QGP phase breaking Z(3) center symmetry (for the SU(3) color

group) spontaneously as l(x) transforms non-trivially under Z(3). This gives rise to

topological domain wall defects in the QGP phase which interpolate between different

Z(3) vacua and also string defects (QGP strings) forming at the junction of these Z(3)

walls [14–16]. We point out that in the presence of quarks, Z(3) symmetry is also

explicitly broken and it affects the dynamics (especially at late times) of Z(3) walls

and the QGP string in important manner [16]. However for an order of magnitude

estimate, we focus on very early stages of evolution of defect network and neglect

these quark effects. We carry out a field theory simulation of the evolution of l(x)

from an initial value of zero (appropriate for the hadronic phase) as the system is

assumed to undergo a rapid transition (quench) to the QGP phase (as in [17]). Use

of quench is not an important point here is the formation of defects only requires

formation of uncorrelated domains, and the size of the domains in this model has to

be treated as a parameter.

We mention that the estimates of change in moment of inertia due to the formation

of the QGP string and Z(3) domain walls etc. require microphysics governed by QCD

scale of order 10−15 meters, while the star radius is in km. It is not possible for us to

carry out simulation covering such widely different scales of length and time. Results

with appropriate length scales are not possible for the general case and one has to

resort to simulations. We now discuss detailed field theory simulations, which are

necessarily restricted to very small system sizes. To simulate the domain walls the

effective Lagrangian proposed in [18] can be used.

L =
N

g2
|∂µl|2T 2 − V (l). (5.9)
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Here, N = 3 and V (l) is the effective potential for the Polyakov loop given by,

V (l) =
(
−b2

2
|l|2 − b3

6

(
l3 + (l∗)3

)
+

1

4

(
|l|2
)2
)
b4T

4. (5.10)

l0 is given by the absolute minimum of V (l) and the normalization of l(x) is chosen

such that l0 → 1 as T →∞. Values of various parameters in Eq. 5.10 are fixed with

lattice result following Ref. [18] (see refs. [15, 16] for these details). Time evolution

of l(x) is governed by the field equations obtained from Lagrangian in Eq.5.9 . We

use leap frog algorithm with periodic boundary conditions for the simulation (for

details see section 4.3) . The actual simulation is done for the physical size of the

lattice is taken as (7.5 fm)3 and (15 fm)3 with lattice spacing, ∆x = 0.025 fm and

time step, ∆t = 0.9×∆x√
3

. To minimize the effects of periodic boundary conditions, a

spherical region with radius Rc is chosen to study change of moment of inertia, with

Rc = 0.4(lattice size). This represents the core of the neutron star. Although in the

simulation T = 400 MeV is used as a sample value, the temperature of few hundred

MeV is needed to get correct energy scale of QCD transition for field theory model

of Eqn.5.9 which corresponds to lattice data at zero chemical potential. Please note

that this value of T has nothing to do with the actual temperature of the neutron

star where QCD transition can occur at very small temperatures due to high baryon

density. A dissipation term is added to enable relaxation of density fluctuations

so that finally homogeneous phase is reached completing the phase transition. The

decrease in energy due to dissipation term is added as a uniform background to the

core energy to keep the total energy fixed. Note that with this assumption the change

in the moment of inertia due to the net change in the phase of the core is ignored.

The reason for this is there are numerical errors (of order few percent) in evolving a

field theory configuration via leapfrog algorithm. Since we are looking for fractional

changes of order 10−6 or even smaller, numerical errors will mask any such changes.

Thus we keep the net energy fixed and only focus on redistribution of energy in defect

network and the background. For the net change in the moment of inertia, we will

use the estimates from Eqn.4.1 ( [4]).

In the case of color flavor locked (CFL) phase inside the core of a pulsar the QCD
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symmetry for three massless flavors, SU(3)c × SU(3)L × SU(3)R × U(1)B is broken

down to the diagonal subgroup SU(3)c+L+R × Z2 at very high baryon density [1] by

the formation of a condensate of quark Cooper pairs. This transition will give rise

to global strings (vortices). To roughly estimate resulting change in MI, we consider

a simplified case by replacing the cubic term (l3 + l∗3) in Eq.5.10 by (|l|2 + |l∗|2)3/2

term. This modification in the potential will give rise to string defects only without

any domain walls, as appropriate for the transition from (say) QGP phase to the CFL

phase, while ensuring that we have the correct energy scale for these string defects.

The results of field theory simulations for C-D phase transition and the transition

with only string formation as appropriate for the CFL phase are summarized in Fig.4.1

in section 4.3.2 . The magnitudes of the fractional changes due to density fluctuations

for all the diagonal components, Ixx, Iyy and Izz are found to be of the same order,

though the changes for different components may be positive or negative. Net change

in MI will include the very large contribution of order 10−5 due to net phase change of

the core ( [4]). The change due to fluctuations is the transient one and will dissipate

away as star core achieves uniform new phase. As we see, the transient change have

either sign, similarly the net change can also have either sign depending on the nature

of the transition (QGP to CFL, or reverse transition, or hadronic to QGP etc.). Thus,

this evolution pattern of fractional changes in MI suggests that the phase transition

dynamics may be able to account for both glitch and anti-glitch events. The small

change in the off-diagonal components, Ixy, Ixz&Iyz will cause the pulsar to wobble

about its axis of rotation. This will lead to modulation of the peak intensity of

pulse. This is a definitive, falsifiable, prediction of this model. Such phenomenon, if

observed will be a signal for random density fluctuations occurring inside the star,

strongly indicating a phase transition. Changes in the quadrupole moment will lead

to gravitational wave emission.

Instead of doing dynamical field theory approach to estimate the effects of fluc-

tuations due to topological defects, one could take a static approach in which one

produces a network of defects inside the core of the pulsar by modeling the cor-

relation domain formation in a cubic lattice, with lattice spacing ξ representing the
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correlation length [19]. For the details of this approach and estimates of the fractional

change in moment of inertia, see section 4.3.1 .

Thus we have shown that with simple equation of state for quark hadron transi-

tion, one can get a first order transition dynamics via mass accretion by a neutron

star allowing for bubble nucleation. The estimates of critical bubble nucleation rate

at density profile of the neutron star show that the transition can proceed after signifi-

cant supercooling so that a single bubble nucleates at the centre sweeping through the

entire supercritical core, thereby leading to a rapid change in the moment of inertia

of the neutron star. Such macroscopic bubble nucleation can lead to density fluctu-

ation as discussed in chapter 4 which can lead to glitches / anti-glitches. We have

also discussed specific field theory realization of topological defect induced density

fluctuations.
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Chapter 6

Inflation

Cosmological inflation is a phase of exponential expansion assumed to have taken

place in the very early universe. Inflation was introduced [1] as a solution to the

cosmological problems which appear in the standard big bang model. Inflation pro-

vides correct initial conditions for the standard big bang cosmology. As it turned out,

inflation also provides the seed of structure formation. However, there are two main

unresolved questions concerning inflation. These are, realistic elementary particle

physics model which can give rise to inflation, and the initial conditions for infla-

tion. Till date many models of inflation have been proposed [2] which are in good

agreement with the observational data, however issue of initial conditions for inflation

is still a debatable issue. What is meant by initial conditions for inflation is that,

whether inflation is generic or it requires special fine tuned initial conditions? This

question is very important because inflation was initially proposed to solve similar

initial condition problems of big bang model. If inflation itself requires fine tuned

initial condition then the issue of initial conditions is not solved and the existence of

our universe is not generic. In this thesis we will argue how to generate inflation from

a generic initial condition. In this chapter, the cosmological standard model will be

discussed first, after that the inflationary paradigm will be introduced. For a brief

review on cosmology and inflation, also see [3–7] and references therein.
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6.1 Standard Model of Cosmology

The hot big bang model assumes that the universe has been expanding and gradually

cooling from an initial state of singularity (hot big bang). It also assumes that the

universe is homogeneous and isotropic on large scale (today these scales are of the

order of 100 Mpc). Both assumptions are justified by the observation of the cosmic

microwave background radiation (CMBR), a relic of the earlier hot era.

The universe is, therefore, described to a good approximation by the Friedmann-

Robertson-Walker (FRW) metric which is the most general metric of a homogeneous

and isotropic spacetime,

ds2 = dt2 − a(t)2

[
dr2

1− kr2
+ r2

(
dθ2 + sin2 θ dφ2

)]
, (6.1)

where the coordinates (r, θ, φ) are comoving coordinates independent of t, and the

time coordinate t is the cosmological time, time measured by a comoving observer.

In the line element 6.1, a(t) is the scale factor which encodes the expansion of the

universe. The evolution of the scale factor a(t) determines the evolution of the uni-

verse which is in turn determined by the matter content of the universe through

Einstein equations. Here k represents the curvature of the spatial part of the FRW

metric. k can take three values: k=1 for a positively curved closed universe, k=0 for a

flat universe and k=-1 for a negatively curved open universe. For a homogeneous and

isotropic universe as given by equation 6.1, the Eienstein equations lead to Friedmann

equations [8–10],

(
ȧ

a

)2

+
k

a2
=

8πG

3
ρ, (6.2)

ρ̇+ 3
ȧ

a
(ρ+ P ) = 0, (6.3)

ä

a
= −4πG

3
(ρ+ 3P ), (6.4)
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where ρ is the total energy density, P is the total pressure, G is the gravitational

constant and an over-dot is a derivative with respect to cosmological time t. For the

homogeneous and isotropic metric, ρ, P and a(t) are only functions of t. For a multi

component universe total energy density and pressure can be written as the sum of

the energy density and pressure of all the individual components,

Tµν =
∑
α

T (α)
µν ⇒ ρ =

∑
α

ρ(α), P =
∑
α

P (α), (6.5)

where α denotes different components like, radiation, matter etc. Equation 6.3 is

satisfied for all the individual components. The underling assumption is that interac-

tions among individual components are not significant for the background evolution.

Although in this case we neglect the interaction between different components, how-

ever these interactions are really important for whatever cosmological structure we see

today e.g. CMB, galaxy etc. Equation 6.3 can also be derived from the conservation

of total energy momentum tensor,

∇µT
µν = 0. (6.6)

This is very interesting that equation 6.3 which is derived using only the curvature

part of the Einstein equation, can also be derived using the conservation of energy

momentum tensor. This happens due to the Bianchi identity, which is an alternative

way to derive Einstein equations.

To quantify the change in the scale factor, it is useful to define the Hubble pa-

rameter,

H(t) =
ȧ

a
, (6.7)

H−1 is called the Hubble radius.

The energy momentum tensor can be assumed to have ideal fluid form with equa-

tion of state P = ωρ for constant ω. For different components the value of ω can be

given as,
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• Dust/cold non relativistic matter: ω = 0, so P = 0.

• Radiation/hot matter: ω = 1
3
, so P = 1

3
ρ.

• Vacuum energy: ω = −1, so P = −ρ.

Substituting the equation of state P = ωρ in the equation 6.3 and integrating it, we

get the following normalized equation,

ρ = ρ0

(a0

a

)3(1+ω)

, (6.8)

where a0 is the scale factor for energy density ρ0. Scale factor can be normalized in

such a way that a0 = 1, is the present value of the scale factor. After substituting

different values of ω in the equation 6.8 we get,

• Dust/cold non relativistic matter: ω = 0, ρ(t) ∼ a−3(t), so matter dilutes

because of the change in the number density due to the expansion,

• Radiation/hot matter: ω = 1
3
, so ρ(t) ∼ a−4(t). Energy density of the radiation

changes not only because of the change in number density, but also due to the

change in the energy (cosmological redshift).

• Vacuum energy: ω = −1, ρ = constant.

Form the time evolution of the different components of the universe it is clear that

radiation energy density falls more rapidly than the matter energy density. So to-

wards the beginning of the universe when the temperature was very high, evolution

of the universe was dominated by the radiation energy density (Radiation dominated

era). However as the universe expanded there was an epoch when the radiation en-

ergy density became equal to the matter energy density. This epoch is known as

radiation-matter equality. For cosmological evolution radiation-matter equality is

very important, CMB power spectrum, large scale structure formations etc. depend

on this epoch. After this epoch matter energy density takes control over radiation
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(Matter dominated era). For the growth of the density perturbations matter domi-

nated era is very important. Radiation dominated era does not allow for the growth

of the primordial density perturbations due to the radiation pressure, on the other

hand, matter dominated era allows for the non-linear growth of density perturbations.

Eventually, matter density also fades away and the vacuum energy or the cosmological

constant (Λ) takes control. Our universe has recently (w.r.t the age of the universe)

entered the Λ dominated era. For the behavior of the energy densities of different

components it is clear that once the universe is dominated by the cosmological con-

stant, it will always be the dominating component. So in the early universe, the

fraction of the cosmological constant in the total energy density must be very small.

The key characteristics of our universe today are determined by the following

parameters,

• Hubble parameter H0 determines the expansion rate of the universe.

• Deceleration parameter q0 determines the rate of expansion. Historically it was

assumed that the expansion of the universe will eventually slow down due to

the attractive nature of gravity, hence the name ‘deceleration parameter’, but

observations of type Ia supernovae tell us that our universe is not decelerating,

on the contrary, the expansion rate is increasing.

• Dimensionless density parameter Ω(t) and its value today Ω0.

In terms of density parameter first Friedmann equation can be written as,

Ω(t)− 1 =
k

a2H2
, Ω(t) ≡ ρ(t)

ρc(t)
=

8πGρ

3H2
, ρc(t) =

3H2

8πG
. (6.9)

It is clear from the equation 6.9 that Ω(t) is the measure of the spatial curvature of

the universe. There are three possible cases,

• Ω(t) = 1 implies k = 0 and ρ = ρc −→ flat universe (just expands forever).

• Ω(t) > 0 implies sign(k) > 0 and ρ > ρc −→ closed universe (re-collapses),
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• Ω(t) < 0 implies sign(k) < 0 and ρ < ρc −→ open universe (expands forever).

From the first expression in equation 6.9 it is clear that the right hand side does

not change sign under cosmological evolution, hence e.g. if the universe started with

ρ > ρc then, during the evolution ρ(t) will always be greater than ρc(t).

After this brief discussion lets come to the ΛCDM model. This model is a

parametrization of the Big Bang cosmological model of our Universe with a cos-

mological constant (Λ)/dark energy, cold dark matter (CDM) and radiation. This

is the widely accepted model for our Universe, and till date this model is consistent

with all the observational data e.g. CMB [11], large scale structures [12], Hubble

constant measurement and the expansion of the universe [13, 14]. All the observa-

tional data indicates that our universe is spatially flat (k = 0) to a great accuracy,

Ω0 = 1.0005 ± 0.00333 [11], with Ωm ' 0.3 and ΩΛ ' 0.7. Value of H is around 70

Km s−1 Mpc−1. Here we are not giving exact recent numbers, because that is not

necessary for this thesis. However one can see recent Planck results for exact values

of cosmological parameters [15].

For spatially flat universe, using the Friedmann equation 6.2 and equation 6.8 one

can show that for a single component characterized by equation of state parameter

ω,

(ȧ)2 ∝ a−(1+3ω). (6.10)

Further if we assume a(t) has power law behaviour, a(t) ∝ tq, then it can be shown

that, the scale a(t) has the following time dependence,

a(t) ∼ t2/(3+3ω), when ω 6= 1, (6.11)

hence for radiation dominated era (ω = 1/3), a(t) ∼ t1/2 and for matter dominated

era (ω = 0), a(t) ∼ t2/3.
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One very important comoving distance is the comoving horizon, which is defined

as the distance travelled by the light since t = 0. This is given by,

η =

∫ t

0

dt′

a(t′)
. (6.12)

Since the beginning of the universe at t = 0, no information could have propagated

beyond a comoving distance η. The proper size of the horizon could then be written

as a(t)η. It is important to note that there are two length scales associated with

cosmology, these are proper horizon and the Hubble radius. However using the time

dependence of the scale factor a(t) in radiation and matter dominated era, one can

show that both length scales are, ∼ 1
t
. Hence in radiation and matter dominated

era one uses Hubble length and horizon interchangeably. As we will discuss later for

inflationary era Hubble and horizon have different time dependencies.

In the expanding universe, the light traveling towards us from a distance sources

will be red shifted since these sources are moving away from us. The red shift z is

defined as,

1 + z ≡ λobserved
λemitted

=
1

a
, (6.13)

where we have used the fact that today the scale factor is normalized to 1. Since

in a given cosmological model a(t) is a monotonic function of t, we can also use the

redshift as an equivalent of time.

6.2 Short Comings of Big Bang Cosmology

We have already mentioned that standard hot big bang cosmology model is very

successful and in accordance with different observational data. It has successfully

predicted experimentally verified observable, e.g. cosmic microwave background, an

abundance of light elements etc. But the hot big bang cosmology has some short

comings, these are,
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• The flatness problem,

• The monopole problem,

• The horizon problem.

6.2.1 The Flatness Problem

Let us assume that Einstein equations are valid since the Planck era. Einstein equa-

tions are classical field equations and at the Planck era quantum gravity effects will

be dominating. Hence this assumption is a tremendous extrapolation. At the Planck

era the temperature of the universe is Tpl ∼ mpl ∼ 1019GeV. It is clear from equation

6.9 if the universe is perfectly flat today, then Ω = 1 at all times. But if there is a

small curvature term present today, then Ω 6= 1 and in that case, (Ω− 1) has a non-

trivial time dependence.

During radiation dominated era H2 ∝ ρR ∝ a−4 and in matter dominated era

H2 ∝ ρM ∝ a−3. Hence, in radiation dominated era the evolution of Ω as a function

of scale factor can be written as,

Ω− 1 ∝ 1

a2H2
∝ 1

a2a−4
∝ a2, (6.14)

and in the matter dominated era,

Ω− 1 ∝ 1

a2H2
∝ 1

a2a−3
∝ a, (6.15)

In both the cases Ω − 1 decreases as we go backwards in time. Since we know

(Ω − 1) today we can track (Ω − 1) at the epoch of BBN using single component

approximation,

|Ω− 1|T=TN

|Ω− 1|T=T0

'
(
a2
N

a2
0

)
'
(
T 2

0

T 2
N

)
∼ O(10−16), (6.16)
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where we have used, T ∼ 1
a
, T0 ∼ 10−13 GeV is the present temperature of CMB

radiation and nucleosynthesis happened at a temperature TN ∼ 1 MeV [5]. Simple

extrapolation of this analysis to the Planck scale will give,

|Ω− 1|T=Tpl

|Ω− 1|T=T0

'
(
a2
pl

a2
0

)
'

(
T 2

0

T 2
pl

)
∼ O(10−64), (6.17)

where we have used, Planck scale temperature Tpl ∼ 1019 GeV.

Even in a multi component universe one can show that in early stages universe

was remarkabley more spatially flat than today. In order to get the correct value of

(Ω− 1) today, its value must be fine tuned to extremely close to zero at early times.

But there is no reason for such fine tuned value of (Ω− 1) in the early universe.

6.2.2 The Monopole Problem

Our universe has gone through symmetry breaking transitions many times. One of

such transitions is the GUT scale symmetry breaking phase transition. The energy

scale associated with the GUT phase transition is EGUT ∼ 1012TeV, and the associ-

ated time scale tGUT ∼ 10−36sec. Grand Unified Theories predict that the GUT phase

transition creates point-like topological defects, known as magnetic monopoles.The

rest mass of the magnetic monopoles created in the GUT phase transition is predicted

to be, mM ∼ EGUT ∼ 1012 TeV. If we assume that number of magnetic monopoles

in a Hubble volume at the GUT scale (H−1
GUT = 2tGUT )is atleast one, then the lower

bound on the number density and the energy density of these magnetic monopoles at

the time of their creation would be nM(tGUT ) ∼ 1082m−3 and ρM(tGUT ) ∼ 1094TeV

m−3, respectively. However, Energy density of radiation at the time of the GUT

phase transition was ργ(tGUT ) ∼ 10104 TeV m−3. We also know that, ργ ∝ a−4 and

ρM ∝ a−3. Thus the magnetic monopoles would have dominated the energy density

of the universe when the age of the universe was only t ∼ 10−16sec. However today

the universe is apparently free of magnetic monopoles, this puzzle is known as the

monopole problem.
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6.2.3 The Horizon Problem

In the early universe when the cosmological red shift was around z ∼ 1100, there

were three closely related epochs. First, is the epoch of recombination, when ionized

baryonic component of the universe (atomic nucleus, free electron etc.) formed neutral

atoms. Before this era, photon energy was higher than the binding energy of the

neutral atoms (mainly Hydrogen atoms). So, there were no neutral atoms before

this era. But as the temperature of the universe decreases due to expansion, photon

became less energetic and eventually for the first time, neutral atoms are formed.

Primary interaction between photons and the free electrons is the Thomson scattering

and the interactions between free electrons and photons are dominant over the nucleus

photon interactions. Due to the formation of neutral atoms the number density of the

free electrons became less and the Thomson scattering rate, which is proportional to

the number density of free electron, also became less. Once the Thomson scattering

rate dropped sufficiently below the Hubble expansion rate, photons decoupled from

the rest of the plasma. This was the era of photon decoupling. The photon decoupling

was not a rapid event, however, there was a time when the Thomson scattering

rate became so low that photons suffered the last scattering and after that their

momentum distribution became frozen. This is the epoch of the last scattering. After

last scattering photon did not scatter with the free electrons and today we observe

these photons as Cosmic Microwave Background Radiation. Since there momentum

space distribution was not altered after the last scattering (apart from overall refshift),

they carry pristine information about the physics at the surface of the last scattering.

CMB sky as measured by WMAP is shown in the figure 6.1. The average tem-

perature of CMB is around 2.7K. Temperature fluctuations in CMB are shown as

red spots and blue spots. The temperature fluctuations in the CMB result from the

density fluctuations that existed at the time of the last scattering. In this plot blue

spots corresponds to over densities and red spots correspond to under densities. Tem-

perature fluctuations are of the order of δT/T ∼ 10−5, as shown in the figure 6.2.

Angular separation between two points in the CMB sky is related to the multipoles
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Figure 6.1: CMB sky as measured by WMAP Figure 6.2: Temperature fluctuations as a

function of multipoles.

as, θ ∼ 180/l.

It can be shown that the angular separation corresponding to the horizon distance

at the last scattering surface as seen from the Earth today is θhor ' 2° [5]. Points on

the last scattering surface separated by an angle θ > 2° were out of contact with each

other at the time the temperature fluctuations were stamped upon the CMB. But in

the figure 6.2 we find δT/T is as small as 10−5 on scales θ > 2°. How can the average

temperature and fluctuations in causally disconnected regions be of the same order,

this is known as the horizon problem.

Horizon problem and its solution can be understood easily in the conformal dia-

gram because in an expanding space-time the propagation of light (photons) is best

studied using conformal time. The line element in conformal time coordinate becomes,

ds2 = a2(τ)[dτ 2 − dχ2]. (6.18)

For null geodesics, ∆χ(τ) = ±∆τ , and the light cone diagram is shown in the

figure 6.3. In this figure dotted lines show the worldlines of comoving objects. The

event horizon is the maximal distance to which we can send signal. The particle

horizon is the maximal distance from which we can receive signals. Mathematically
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Figure 6.3: Spacetime diagram illustrating the concept of horizons [6]. Horizontal axis and

vertical axis corresponds to comoving distance χ and conformal time respectively.

particle horizon can be written as,

χph(τ) = τ − τi =

∫ t

ti

dt

a(t)
=

∫ ln a

ln ai

(aH)−1d ln a. (6.19)

For a universe dominated by a fluid with constant EOS: P = ωρ,

a(t) =

(
t

t0

)2/3(1+ω)

, (aH)−1 = H−1
0 a

1
2

(1+3ω), H−1
0 =

2

3(1 + ω)
t0. (6.20)

Hence, with strong energy condition, (1 + 3ω > 0), the comoving Hubble radius

(aH)−1 increases as the universe expands. So in this case contribution in particle

horizon is dominated by the late times and early time contributions are negligible.

χph(a) =
2H−1

0

1 + 3ω
[a

1
2

(1+3ω) − a
1
2

(1+3ω)

i ] ≡ τ − τi, (6.21)

where, τi ≡ 2H−1
0

1+3ω
a

1
2

(1+3ω)

i . If (1 + 3ω) > 0, then τi → 0 as ai → 0.
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Since in the standard big bang Model radiation and matter satisfy the strong

energy condition, universe begins when ai = 0 and τi = 0. Thus in the standard big

bang Model of universe the age of the universe is finite in the conformal coordinate

as illustrated in the figure 6.4,

Figure 6.4: Conformal diagram of Big Bang cosmology. [6].

It is clear from the figure 6.4 that finite value of τi is the reason of the horizon

problem. So, if the the big bang singularity can be pushed to negative conformal

time, then the horizon problem can be solved (figure 6.5). This can be achieve in the

following way,

τi ≡
2H−1

0

1 + 3ω
a

1
2

(1+3ω)

i → −∞, as ai → 0, iff (1 + 3ω) < 0. (6.22)

It is clear from this discussion that horizon problem can be solved if the strong

energy condition is violated: (1 + 3ω) < 0. This also translates into the fact that a

phase of decreasing Hubble radius in the early universe can solve the horizon problem.

Hence,

d

dt
(aH)−1 = − ä

(ȧ)2
< 0⇒ ä > 0. (6.23)
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Figure 6.5: Conformal diagram of inflationary cosmology [6].

Thus a phase of accelerating universe in the early universe can solve the horizon

problem. This epoch of accelerating expansion is known as Inflation. Cosmological

constant with P = −ρ can give rise to Inflation. For cosmological constant, Friedmann

equation 6.4 gives,

ä

a
=

8πGρ

3
=

Λi

3
⇒ ä > 0, (6.24)

other Friedmann equation 6.2 for k = 0,

(
ȧ

a

)
=

Λi

3
= H2

i ⇒ a(t) ∝ eHit. (6.25)

In the case inflation driven by cosmological constant, H is constant and the scale

factor grows as eHit. Thus in this case |1 − Ω(t)| ∝ 1/a2(t) ∝ e−2Hit. The relation

between the density parameter before and after inflation,

|1− Ω(tf )| = e−2N |1− Ω(ti)|, (6.26)
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where N = Hi(tf − ti). ti is the start of inflation and tf is the end of inflation. N is

the number of e-folding. If N = 100, then |1−Ω(tf )| ∼ 10−87, even if |1−Ω(ti)| ∼ 1.

Thus the value of density parameter Ω(t) close to 1 can be easily achieved naturally.

Also, During the period of exponential expansion number density of the magnetic

monopoles decreases as, nM(tf ) = e−3NnM(t) ∼ 10−49m−3. Thus inflation which was

introduced to solve horizon problem can also solve flatness problem and monopole

problem. However inflationary paradigm became more important because inflation

can give rise to correct initial conditions for structure formation [16].

6.3 Inflationary Models

Inflationary cosmology started to emerge around the 1970s. Cosmological constant

can give rise to inflation, but it is not a good candidate for inflation, because in

cosmological constant model inflation never ends. So one needs a dynamical field

which can give rise to inflation and also there is a way to achieve the graceful exit. It

became apparent that the energy density of a scalar field is equivalent to the vacuum

energy/cosmological constant [17], but changing due to cosmological phase transitions

[18]. For first order phase transitions, these changes can occur discontinuously [19].

The first model of inflation was proposed by Starobinksy [20]. First particle physics

motivated model was proposed by Guth [1]. This model is known as “old inflation”

based on supercooling during cosmological phase transitions. Till date there are many

models of inflation proposed, e.g. Power Law model [21], Hilltop model [22], Natural

inflation [23, 24], D-brane inflation [25–27], Exponential potential in supergravity

inspired models [28–32], Hybrid model [33,34], α attactors [35], Higgs inflation [36–39]

etc. For good reviews of the inflationary models and their current status see, [2,40–43].
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6.3.1 Old Inflation

The old inflation model assumed general relativity plus a single scalar field which

is trapped in a metastable vacuum state of nonzero potential energy. At high tem-

perature, field is localized in the vicinity of the origin. This constant vacuum en-

ergy gives rise to inflation. In this model inflation proceeds exponentially with

a(t) ∝ exp(
√

V0

3M2
pl
t), where V0 is the potential energy of metastable vacuum.

In this model classically stable inflation ends by quantum tunneling of the field

into the true vacuum, nucleating a bubble of true vacuum in the sea of false vacuum.

However to reheat the universe the bubbles must collide. The Universe is expanding

at an exponential rate while the bubbles are nucleating. Even though the bubbles

nucleate at a constant rate per volume per time, they will be unable to meet and per-

colate unless the nucleation rate is high enough. On the other hand, if the nucleation

rate is high enough then the phase transition will be completed almost immediately,

failing to provide sufficient inflation. Thus achieving the correct amount of inflation

and also graceful exit of inflation are two contradictory requirements. Guth himself

noticed this problem. This problem was solved by Linde in the so called new inflation

picture. Schematic diagram of old and new inflation is shown in the figure 6.6

Figure 6.6: Schematic visualization of old and new inflation [44].
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6.3.2 New Inflation

A new inflation theory emerged between 1981-1982 [45, 46]. In this model, inflation

can be achieved due to an unstable state at the top of the potential as shown in

the figure 6.6. The inflation field φ then rolls down to the minimum of its effective

potential, where it oscillates and reheats the universe. This new scenario explained

the homogeneity of the Universe and it does not occur in the false vacuum state.

This model requires the effective potential to have a very flat plateau near φ = 0. For

discussion on the generation of density perturbation during slow roll inflation in this

model see, [47].

6.3.3 Single Field Slow-Roll Theories of Inflation

The central feature in slow-roll models of inflation is that the potential energy of

the inflaton field dominates the energy density of the field and changes slowly during

inflation epoch due to an almost flat potential (see figure 6.7). Ordinary fields such

as matter and radiation fields also exist during this period but their contributions

are negligible with respect to the inflaton field. In later stages of inflation, potential

energy decreases as the kinetic energy of the inflaton field increases. Once the energy

of the inflaton field is no longer sufficiently dominated by potential energy, inflation

ends. At the end of the inflation, inflaton field oscillates in the true vacuum of the

potential and reheats the universe.

For single scalar field models, the energy density and pressure of the homogeneous

background scalar field can be expressed as,

ρφ =
1

2
φ̇2 + V (φ), (6.27)

Pφ =
1

2
φ̇2 − V (φ). (6.28)

Equation of motion of the inflaton field is,

φ̈+ 3Hφ̇+ V ′ = 0, (6.29)
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Figure 6.7: Example of inflationary potential with a “flat” region. After the slow-roll of the

inflaton field φ the reheating phase starts, the field oscillates around the minimum of the

potential and decays to other particles [48].

where φ̇ is the derivative of homogeneous inflaton field with respect to t and V ′ is

the derivative of the potential with respect to the field φ. It can be shown that a

convenient way to assess whether a given potential V (φ) can lead to slow-roll inflation

is to compute the potential slow-roll parameters [6],

εV ≡
M2

pl

2

(
V ′

V

)2

, |ηV | ≡M2
pl

|V ′′|
V

, (6.30)

where M2
pl = 1

8πG
.

Successful slow-roll inflation occurs when these parameters are small, εV << 1

and |ηV | << 1. The first condition tells that for inflation to occur φ̇2 term has to

be negligible compared to V (φ). Under this condition, the equation of state of single

scalar field model becomes P (φ) ' −ρ(φ) and it can give rise to inflation. The second

condition comes from the fact that, for sufficient inflation, the first condition has to

be satisfied for a sufficient amount of time during the field evolution. This is achieved

by assuming φ̈ term in the equation of the motion of the scalar field is small compared

to the φ̇ term. Due to this condition the inflaton field moves towards the true vacuum

slowly and hence produces sufficient inflation. Inflation stops when εV ∼ O(1) and

|ηV | ∼ O(1). Number of e-foldings in the slow roll inflation model can be written as,

155



N =
1

M2
pl

∫ φ

φend

V

V ′
dφ. (6.31)

The lower bound for sufficient inflation is in the range N = 50− 60 [49].

6.3.4 Evolution of Scales

We have already introduced the notion of conformal time, which is defined as,

dτ =
dt

a(t)
. (6.32)

In this coordinate system spatially flat FRW metric becomes,

ds2 = a2(τ)
(
−dτ 2 + δijdx

idxj
)
. (6.33)

In this coordinate system one of the Friedmann equations 6.4 reduces to,

H′ = −1

2
H2(1 + 3ω), (6.34)

where H ≡ aH is the comoving Hubble parameter and ‘′’ denotes the derivative with

respect to conformal time. We have already discussed that inflation occurs when

(1 + 3ω) < 0. Thus in case of inflation equation 6.34 clearly shows that comoving

Hubble H increases or the comoving Hubble radius H−1 decreases with time. For

standard radiation and matter dominated era (1 + 3ω) > 0 and comoving Hubble

H decreases or the comoving Hubble radius H−1 increases with time. All the other

comoving scales always remains unchanged. Comoving Hubble radius and the other

comoving scales are shown in the figure 6.8 .

In figure 6.8 λ1 and λ2 are some covoming wavelengths and λ1 > λ2. The fluc-

tuations corresponding to the wavelengths λ1 and λ2 are originated deep inside the

horizon (Hubble) before the inflation. As the inflation starts the comoving Hubble

decreases, however, the comoving wavelengths remains unchanged. The epoch when

a wavelength crosses the comoving Hubble radius is known as ‘Horizon exit’. This

epoch can be quantified as λ = aH. After the end of the inflation comoving Hubble

radius increases. Thus the wavelengths which are outside the Hubble volume start to
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Figure 6.8: Evolution of scale during and end of the inflation

reenter the Hubble volume. For the figure 6.8 it is clear that large wavelengths get

out of the Hubble volume first and they re-enter the Hubble volume late. It is impor-

tant to note that ‘horizon exit’ for the large wavelengths happen very early, within

a couple of e-foldings. Smaller wavelengths leave the Hubble volume late but they

re-enter very early. When the wavelengths representing some fluctuation is outside

the Hubble volume their evolution cannot happen by any causal dynamics. These

wavelengths are ‘frozen’ outside the horizon. But once they re-enter the Hubble vol-

ume they again start to evolve. The first acoustic peak that we observe in the CMB

power spectrum corresponds to the wavelength which just entered the Hubble volume

at the time of the last scattering. All the other wavelengths smaller than this entered

the Hubble volume much earlier and they went through an evolution in the cosmic

plasma. These small wavelengths give rise to the subsequent peaks in the CMB power

spectrum (for details see [3]), known as acoustic peaks.
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6.3.5 Constraints on Models of Inflation

As we have seen in the figure 6.2, apart from a smooth background, CMB also has

temperature fluctuations. According to the current understanding seed of these fluc-

tuations were generated in the inflationary era. We will not discuss cosmological

perturbation theory in this thesis, for details of cosmological perturbation theory and

the derivations of different constraints, see [4, 6, 50, 51]. It can be shown that due

to homogeneity and isotropy of the background, different Fourier modes (momentum

space) of fluctuations evolve independently in linear order perturbation theory. Also,

Fourier modes of different helicity (scalar, vector, and tensor perturbations) evolve

independently. Due to these simplifications inflationary perturbations can be split

into scalar, vector and tensor modes. Vector modes are not important because in an

expanding universe these modes decay quickly. However, imprints of the scalar and

tensor perturbations can be observed as temperature fluctuations in CMB and pri-

mordial gravitational wave. Using initial condition given by the Bunch Davis vacuum,

power spectrum (two point correlation in momentum space) of these fluctuations can

be calculated. Every power spectrum is associated with two important parameters,

these are amplitude and spectral index. In the slow roll approximation the scalar

power spectrum or the power spectrum of curvature perturbation R can be expressed

as,

PR(k) ∝ Ask
ns−1, (6.35)

where As is the amplitude of the power spectrum and ns is the corresponding spectral

index. Similarly one can also define the tensor power spectrum as,

Pt(k) ∝ Atk
nt , (6.36)

In slow roll inflationary model using slow roll approximation one can calculate PR(k),

Pt(k), r, ns, nt where r = Pt
PR

[52]. In the slowroll approximation PR(k), r, ns, nt can

be completely expressed by the potential and its derivatives,
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ns = 1 + 2ηV − 6εV , (1st order in slow roll), (6.37)

nt = −2εV , (1st order in slow roll), (6.38)

PR(k) =
1

12π2M6
pl

V 3(φ)

(V ′)2
(zeroth order in slow roll), (6.39)

r = −8nt (consistency relation). (6.40)

PR(k) and Pt(k) should be calculated for each k mode at the time of horizon crossing

(k = aH). Given any slow roll single scalar field model, we can calculate εV , ηV , ns, nt,

PR(k), r to compare them with measured values. In this way, inflationary models can

be constrained. However it is important to note that till date tensor power spectrum

is not observed, so there are only upper bounds available for tensor perturbations. It

is important to mention that At can be shown to be directly proportional to the height

of the potential. Thus measurement of At will give us the scale of inflation. Figure

6.9 shows the predictions of various slow-roll models as well as the latest constraints

from measurements by the Planck satellite, for details see [53]

6.4 Issue of initial conditions

Recall the old inflationary model, where the assumption is that universe was in ther-

mal equilibrium from Planck scale to GUT scale and at GUT scale a first order phase

transition happened. Since in the first order phase transition, there is a metastable

vacuum at φ = 0, the field φ gets stuck at the false vacuum. Once the field is in the

false vacuum it can give rise to inflation and the inflation ends once the field makes

a transition from false vacuum to true vacuum by bubble nucleation. However in the

new inflationary model, there was no false vacuum at φ = 0 and in this case, the

potential is of the second order phase transition. For second order phase transition,

the field φ always sit in the true vacuum as soon as the temperature goes below the
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Figure 6.9: Latest constraints on the scalar spectral index ns and the scalar to tensor ratio

r [53].

transition temperature. But in the new inflationary model, the assumption is that

the field φ is initially close to φ = 0 and eventually it goes towards the vacuum. In

this case, there is no false vacuum which can hold the value of φ close to zero. Thus

there is no justification for the field to start close to φ = 0. Again evolution equation

of the inflating field is only applicable to length scales comparable to Hubble scale.

Thus for sufficient inflation to happen the field φ should be close to zero, over the

Hubble scale. However one can show that at the GUT scale there are 109 thermally

uncorrelated domains within the Hubble volume. The argument is as follows,

Let us consider GUT scale inflation. Also assume that the universe was in thermal

equilibrium from the Planck scale to GUT scale. In radiation dominated era H ∼ 1
t

and T ∼ 1
a(t)
∼ t−1/2. Hence,

H−1
GUT =

T 2
pl

T 2
GUT

H−1
pl . (6.41)
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Figure 6.10: Uncorrelated domains within the Hubble volume. Within each correlation

domain field value φ is same but different domains have different values of φ.

On the other hand correlation length ξ ∼ T−1. Hence,

ξGUT =
Tpl
TGUT

ξpl. (6.42)

However at the Planck scale there was only one length scale M−1
pl ∼ T−1

pl . So at the

GUT scale H−1
pl = ξpl,

H−1
GUT

ξGUT
=

Tpl
TGUT

×
H−1
pl

ξpl
∼ 103

Thus at the GUT scale Hubble volume contains about 109 uncorrelated domains as

represented in the figure 6.10. Within a correlation domain field value φ can be taken

to have uniform value. But the probability, that all the correlation domains have

the same field value φ is very small (we will give an estimate of this probability for

Natural inflation). Thus over the Hubble volume, initial value of the field might not

be φ = 0 or close to zero. Thus Initial homogeneity of the inflating field is fine tuned!

6.5 Natural Inflation

For a general class of inflation models involving a single slowly-rolling field the ratio

of change in the height of the potential and the corresponding change in the field

must satisfy [54],
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χ ≡ ∆V/(∆φ)4 ≤ 10−6 − 10−8, (6.43)

where ∆V is the change in the potential V (φ) and ∆φ is the change in the field φ

during the slow rolling portion of the inflationary epoch. Thus the inflating field

must be very weakly coupled. However from particle physics point of view very small

coupling is another problem of “fine-tuning” because there is no guaranty that the

small coupling constant will remains small after the radiative correction. However,

the smallness of the coupling constant can be protected by symmetry, e.g. SUSY. In

this case, the small coupling may arise from a small ratio of mass scales. However, it

is not clear how the mass hierarchy will generate at the first place.

In Natural inflation [23, 24] this mass hierarchy and thus inflation itself arise dy-

namically in a particle physics model. In particle physics models Nambu-Goldstone

bosons (NGB) arise whenever a global symmetry is spontaneously broken. The

potential of Goldstone bosons is exactly flat due to a shift symmetry under φ →

φ+ constant, for example, recall the shape of the potential of electroweak symmetry

breaking or the spontaneous chiral symmetry breaking in QCD and the associated

massless excitation. As long as the shift symmetry is exact, the inflaton field can not

roll because every vacuum state is degenerate. So, for inflation to happen there must

be additional explicit symmetry breaking, e.g. explicit breaking of chiral symmetry

in QCD. Then these particles become pseudo-Nambu Goldstone bosons (PNGBs),

with “nearly” flat potential and a true vacuum, which can give rise to inflation. In

these models required mass hierarchy is generated dynamically, e.g. in the axion

model [55, 56]. In axion models, a global U(1) symmetry is spontaneously broken at

some large mass scale f , due to the vacuum expectation value of a complex scalar

field, 〈Φ〉 = f exp(ia/f). a is the massless axion field, the angular Nambu-Goldstone

mode around the bottom of the Φ potential. At energies below the scale f , the only

relevant degree of freedom is the massless axion field a. However, at much lower

energy scale the symmetry is softly broken by loop corrections, e.g. in QCD case due

to chiral anomaly axion gets a mass from instanton processes. Instanton processes
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give rise to a periodic potential of height Λ4
QCD for QCD axion. In invisible axion

model where Peccei-Quinn symmetry breaking scale is fPQ ∼ 1015 GeV, the axion

self coupling is λ ∼ (ΛQCD/fPQ)4 ∼ 10−64.

Interestingly pseudo-Nambu-Goldstone bosons (PNGBs) like the axions are rou-

tinely available in particle physics models, whenever an approximate global symmetry

is spontaneously broken e.g. pions are pseudo-Goldstone bosons due to the explicit

chiral symmetry breaking. These Goldstone bosons originate naturally and have suf-

ficiently flat but tilted potential. So they can be a good candidate for inflaton. In

Natural inflation model [23,24] it is assumed that a global symmetry is spontaneously

broken at a scale f, with soft explicit symmetry breaking at a lower scale Λ. These two

scales completely characterize the model and will be specified by the requirements of

successful inflation. Many types of candidates have subsequently been explored for

natural inflation, e.g. natural chaotic inflation in SUGRA [57], natural inflation in

extra dimensional model [58], PNGB in braneworld scenario [59,60] etc.

The potential of the PNGB in the Natural inflation model is generally of the form,

V (φ) = Λ4 (1± cos(Nφ/f)) . (6.44)

In the original model [23] positive sign was taken and N = 1 was assumed. So the

height of the potential is 2Λ4. φ = πf is the unique minimum of the potential. It is

assumed that the inflation is initiated from thermal equilibrium state. This is assumed

keeping in mind that PNGB potential is arising from a phase transition associated

with spontaneous symmetry breaking. For temperatures T ≤ f , the global symmetry

is spontaneously broken, and the field φ describes the phase degree of freedom of the

vacuum manifold. Initially, the field φ is randomly distributed between 0 and 2πf in

different regions. Within the Hubble volume, the evolution of the field is described

by,

φ̈+ 3Hφ̇+ Γφ̇+ V ′(φ) = 0, (6.45)

where Γ is the decay width of inflaton field and is neglected in the rest of the analysis
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below. For Λ ≤ T ≤ f Hubble term is dominant over the potential term. Hence in

this region potential is dynamically irrelevant. At T ≤ Λ, the region of the universe

with φ close to the top of the potential starts to roll down the hill towards the

minimum. This gives rise to inflation.To successfully solve the cosmological puzzles

of the standard cosmology, this model should satisfy the following constraints coming

from the requirements of slow roll regime, sufficient inflation, density fluctuations etc.

In the slow roll regime φ̈ term can be neglected with respect to φ̇ and V ′(φ) term

in the inflaton evolution equation. Hence under slow roll approximation,

3Hφ̇+ V ′(φ) = 0. (6.46)

After taking time derivative of equation 6.46, dividing both sides by 9H2φ̇ and after

so rearrangements, one can get the following equation,

φ̈

3Hφ̇
= −V

′′(φ)

9H2
− Ḣ

3H2
, (6.47)

where − Ḣ
3H2 is a slow roll parameter which can also be written as 1

2
M2

pl

(
V ′

V

)2
and

M2
pl = m2

pl/8π. Also note that V ′′ is negative in this case. Thus the equation 6.47

becomes,

φ̈

3Hφ̇
=

∣∣∣∣V ′′(φ)

9H2

∣∣∣∣+
m2
pl

48π

(
V ′

V

)2

. (6.48)

Neglecting φ̈ with respect to 3Hφ̇ implies,

|V ′′(φ)| ≤ 9H2, and

∣∣∣∣V ′mpl

V

∣∣∣∣ ≤ √48π. (6.49)

In this model with V (φ) = Λ4 (1 + cos(φ/f)) and H2 ' 24π
3m2

pl
V (φ),

|V ′′(φ)| ≤ 9H2 ⇒
(

2| cos(φ/f)|
1 + cos(φ/f)

)1/2

≤
√

48πf

mpl

, (6.50)

and,

∣∣∣∣V ′mpl

V

∣∣∣∣ ≤ √48π ⇒ sin(φ/f)

1 + cos(φ/f)
≤
√

48πf

mpl

. (6.51)
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Apart from φ/f = π, where the inflation ends, left hand side of equation 6.50 and

6.51 are of O(1). Thus,

O(1) ≤
√

48πf

mpl

⇒ f ≥ mpl√
48π

. (6.52)

Inflation ends when the inequalities 6.50 and 6.51 are violated. This happens

when φ = πf . If φ2 is the field value when the inflation ends, then from equation 6.51

one can see φ2/f ' 2.98 when f = mpl and φ2/f ' 1.9 when f = mpl/
√

24π. Thus

as f grows φ2/f approaches π. Hence if f is small inflation ends quickly.

If we demand the lower bound on the number of e-foldings during inflation is 60

then in slowroll approximation we can show that,

N(φ1, φ2, f) ≡ ln(a2/a1) =

∫ t2

t1

Hdt

= − 8π

m2
pl

∫ φ2

φ1

V (φ)

V ′(φ)
dφ =

16πf 2

m2
pl

ln

(
sin(φ2/2f)

sin(φ1/2f)

)
≥ 60, (6.53)

where the inflation begins at a field value 0 < φ1/f < π. Once φ2/f is fixed we

can calculate φ1/f from the equation 6.53. For a given φ2/f there is a maximum

value of φ1/f above which the inequality in equation 6.53 is not satisfied. Thus for

just enough inflation with N(φ1, φ2, f) = 60, φ1/f should lie within (0, φ1max/f). We

also assume that φ1/f is uniformly distributed between 0 and π from one horizon to

the other. For f = mpl and φ2/f = 2.98, φ1max/f = 0.61 with probability 0.2. For

f = mpl/
√

24π and φ2/f = 1.9, φ1max/f ∼ 10−40 with probability ∼ 10−40. From

the above analysis it is clear that probability of getting a Hubble volume with φ1/f

close to zero is very small. Thus if one starts with the initial condition with φ ' 0

at the beginning of the inflation, then this initial condition is not generic. Thus from

the above analysis it is clear that f ∼ mpl allows more natural initial conditions for

enough inflation.

The amplitude and spectrum of density fluctuations produced in the natural in-

flation model can be compared with microwave background data in order to constrain

the height and width of the potential. Density perturbation in this model using the
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slow roll approximation can be expressed as [6],

δρ

ρ
' 0.3Λ2f

m3
pl

(
8π

3

)3/2
[1 + cos(φmax1 /f)]3/2

sin(φmax1 /f)
. (6.54)

This expression has to be calculated at the time of horizon crossing of the fluctuations

[61]. Measured value of δρ/ρ ∼ 10−5. For f = mpl ∼ 1019GeV one gets Λ ∼ 1016 GeV

or GUT scale. Thus the two parameters of the model f and Λ can be constrained by

sufficient inflation and the amplitude of density fluctuations.

However as we have already discussed, this model also suffers the initial condition

problem. We have shown that at the GUT scale there are about 109 uncorrelated

domains present within the Hubble volume. Again in Natural inflation model with

0 ≤ φ/f ≤ πmpl, φ/f should be close to zero for sufficient inflation. If one take

a modarate value φ/f = 0.1 then the probability of having the the field value over

entire Hubble volume is 0.1109
which is practically zero. Thus the initial condition of

the field is not generic. Although in this chapter we have discussed the issue of initial

condition in the context of Natural inflation, but this problem will arise in other

models of inflation, where the scale of inflation in well below planck scale. In the

later chapter, we will discuss how to achieve inflation from a generic initial condition

where we will not assume same value of the inflaton field over all such domains within

a Hubble volume.
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Chapter 7

Reaction-Diffusion Equations

In this chapter, we take a detour and talk about a particular class of non-linear differ-

ential equations, known as the reaction-diffusion equations. After a brief introduction

to reaction diffusion equation, we will discuss some specific examples in the context

of high energy particle physics model to understand its applicability.

7.1 The Diffusion Equation

In this section, we will discuss the well-known diffusion equation in some details. We

will consider the mass balance approach to get the diffusion equation. For simplicity,

we first consider only a one-component system, after that we will extend the analysis

to multicomponent systems. This discussion can be found in any statistical mechanics

book, for example, [1]. Let ρm(~r, t) be the local mass density of the system at position

~r at time t and let ~u(~r, t) be the corresponding velocity. The total mass in an arbitrary

fixed volume V enclosed by the surface area S within the fluid is

M =

∫
V

ρm(~r, t) dV. (7.1)

The rate of change of mass due to the change in the density within the volume V is

dM

dt
= −

∫
V

∂ρm
∂t

dV. (7.2)

where V is fixed in space. Now, according to the mass conservation, the rate of change

of mass in V must be the same as the rate at which mass flows through the surface
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S. Since the local flow rate of mass is ρm ~u, therefore

dM

dt
= −

∫
S

ρm ~u · ~n dS, (7.3)

where ~n is a unit outward normal (local) to S. Using Gauss’s divergence theorem we

have
dM

dt
= −

∫
V

∇ · (ρm ~u) dV. (7.4)

From equations 7.2 and 7.4 we have∫
V

[
∂ρm
∂t

+ ∇ · (ρm ~u)

]
dV = 0. (7.5)

Since equation 7.5 is true for any arbitrary volume V , then we must have

∂ρm
∂t

+ ∇ · (ρm ~u) = 0. (7.6)

This is the equation of continuity for mass. By using the vector identity we can

rewrite the above in the following form

Dρm
Dt

+ ρm∇ · ~u = 0, (7.7)

where the convective derivative is given by,

D

Dt
=

∂

∂t
+ ~u · ∇. (7.8)

We now apply equation (7.5) to a Fick’s law of diffusion, where the rate of flow

of mass is proportional to the gradient of the density. This is an empirical law and

this is valid when the gradient of the density is small. Mathematically,

ρm ~u = −D∇ρm, (7.9)

where D is known as the diffusion constant. Substituting this into the equation 7.6

and also assuming spatially constant D, we get the diffusion equation

∂ρm
∂t

= D∇ · (∇ ρm) = D∇2 ρm. (7.10)

The diffusion equation is generally applied to the diffusion of one species through

some medium. If c is the concentration of some species then according to diffusion

equation,
∂c

∂t
= D∇2 c. (7.11)
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The solution of the diffusion equation depends upon the initial distribution of concen-

tration and the geometry of the boundary confining the system. However, once the

Green function of the equation 7.11 is known, solution for any geometry and initial

conditions can be constructed.

Let us consider the simple situation of isotropic diffusion in three dimensional

spherical polar coordinates. The diffusion equation is,

∂c

∂t
= D∇2 c, (7.12)

and the initial condition is

c(~r, 0) = c0 δ(~r), (7.13)

where δ(~r) is the 3-d Delta function centred at the origin.

We perform this analysis in Fourier space. 3-dimensional Fourier transform of

c(~r, t) can be expressed in the following way,

Ĉ(~k, t) = (2 π)− 3/2

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

ei
~k·~r c(~r, t) d3~r, (7.14)

the inverse Fourier transform is,

c(~r, t) = (2π)− 3/2

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

e−i
~k·~r Ĉ(~k, t) d3~k. (7.15)

Hence

∇ c(~r, t) = − i

(2 π) 3/2

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

~k e−i
~k·~r Ĉ(~k, t) d3~k, (7.16)

and

∇ · ∇ c(~r, t) = ∇2c(~r, t)

= − 1

(2 π) 3/2

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

k2 e−i
~k·~r Ĉ(~k, t) d3~k (7.17)

Thus in the Fourier space the diffusion equation 7.12 becomes,

∂Ĉ(~k, t)

∂t
= −D k2 Ĉ(~k, t) , (7.18)

with the initial condition

Ĉ(~k, 0) = (2 π)− 3/2 c0 ≡ Ĉ0. (7.19)
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The solution to (7.18) is

Ĉ(~k, t) = Ĉ0 e
−D k2 t. (7.20)

Using equation 7.20 and 7.15 we get,

c(~r, t) = (2π)− 3/2

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

e−i
~k·~r Ĉ(~k, t) d3~k,

= c0 (2 π)−3

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

e−i
~k·~r e−D k

2 t d3~k,

=
c0

8 (πD t)3/2
e− r

2 /4D t. (7.21)

This solution of the diffusion equation 7.12 shows that the diffusing material which

was initially concentrated at the origin, spreads out in time and initial delta function

concentration becomes a Gaussian profile of concentration.

As a check one can verify that∫ ∞
0

c(r, t) 4π r2 dr = c0. (7.22)

The solution to the one-dimensional diffusion equation can be shown to be

c (x, t) =
c0

2 (πD t)1/2
e−x

2 /4D t. (7.23)

7.2 Reaction-Diffusion Equations

Despite the appearance of the diffusion equation in realistic situations, it has

some limitations. The typical time to convey information in the form of a changed

concentration over a distance L is O (L2/D ). Simple dimensional arguments can give

this estimate. However, contrary to many processes involved in real-life situations, the

diffusion time estimated using dimensional arguments is large. Hence diffusion can

not be the only mechanism for the information to travel over significant distances. In

contrast, it can be shown that if the reaction kinetics and diffusion are coupled then

traveling waves of concentration exist. This traveling waves can boost the propagation

of concentration in a much faster way than the only diffusion-driven processes. It is

important to emphasize that reaction diffusion equation is not a wave equation, so the
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solution of this equation is not of the form e(±ikx−vt). The exact form of this solutions

will be clear in later discussions. The diffusion equation, which belongs to class of

parabolic equations, does not have a physical realistic travelling wave solutions for

assymptotic boundary conditions (i.e. where concentration does not diverge at spatial

infinity). To see this behaviour let us assume a travelling wave solution of the form,

u(x, t ) = u(x− vt ) = u( z ), z = x− v t, (7.24)

where concentration is denoted by u and v denotes the wave speed. Due to the change

of variables z = x− v t, the diffusion equation becomes,

D d2u

dz2
+ v

du

dz
= 0 ⇒ u(z) = A+B e−v z/D, (7.25)

where A, B are integration constants. Now, since u has to be bounded for all z,

B must be zero, otherwise the exponential part of the solution as given in equation

7.25 blows up as z → −∞. Therefore, u(z) = A, a constant, is not a propagat-

ing wave solution. However, reaction-diffusion equations can give rise to traveling

wave solutions, depending on the nature of interaction/reaction term with appropri-

ate boundary conditions.

For a formal derivation of reaction-diffusion equations see [2, 3]. Here we will go

through the main steps of the derivation. We consider diffusion in three dimensions

for an arbitrary volume V in a medium bounded by the surface S. Mass conservation

principles require that the rate of change of matter content in V is equal to the rate

at which matter flows out of or into V through S plus the rate of creation/destruction

of matter in V . Thus

∂

∂ t

∫
V

u( ~x, t ) dV = −
∫
S

~J · d~s+

∫
V

f dV, (7.26)

where ~J is the matter flux and f represents source/sink term. In the most general

situation f can be a function of u, ~x, and t. Using Gauss’s divergence theorem, the

equation 7.26 becomes,∫
V

[
∂ u

∂ t
+∇ · ~J − f (u, ~x, t )

]
dV = 0. (7.27)
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Since the equation 7.27 is true for any arbitrary volume V the integrand must be zero

and so we get the conservation equation for u as

∂ u

∂ t
+∇ · ~J = f (u, ~x, t ). (7.28)

This equation holds for a general flux transport ~J .

If the process under study is diffusion then according to Fick’s law, we have

~J = −D∇u, (7.29)

and equation 7.28 becomes

∂ u

∂ t
= f +∇ · (D∇u ), (7.30)

where D may be a function of ~x and u. f can also depends on u, ~x, and t. Equation

7.30 is the general form of reaction-diffusion equation, where term involving D is the

diffusion term and f is the reaction term.

The reaction-diffusion equation 7.30 can be further generalized to multicompo-

nent systems consisting of several interacting species/chemicals/particles. A multi-

component systems can be described by the concentration/density vector ui (~x, t), i =

1, · · · ,m along with the corresponding diffusion coefficients Di and interaction vector

source term ~f . The reaction-diffusion equation (7.30)then generalizes to

∂ ~u

∂ t
= ~f +∇ · (D∇ ~u ), (7.31)

where D is a matrix of diffusivities and if cross diffusivities are small then this ma-

trix is essentially a diagonal matrix. Without any loss of generality the physics of

reaction-diffusion equation can be understood in the simple case where the matrix D

is diagonal and ~f a function of u only. Note that ∇~u is a tensor so ∇ · (D∇ ~u ) is a

vector.

There exists a large variety of reaction-diffusion equations. Here we mention only

some of them relevant to our works [4, 5]. These are [6] :
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• The Fisher-Kolmogoroff equation or logistic equation

ut = uxx + u (1− u) (7.32)

which serves as a deterministic model for the spread of an advantageous gene in a

population. This model admits the wavefront solution of the form

f(ξ) =
[
1 + exp(ξ/

√
6)
]−2

, (7.33)

where ξ = x− vt with v = 5/
√

6.

• The Newell- Whitehead equation or amplitude equation

ut = uxx + u (1− u2) (7.34)

which arises in the study of thermal convection of a fluid heated from below.This

model admits the wavefront solution of the form

f(ξ) =
[
1 + exp(ξ/

√
2)
]−1

with, v = 3/
√

2, (7.35)

f(ξ) = −
[
1 + exp(−ξ/

√
2)
]−1

with, v = −3/
√

2, (7.36)

f(ξ) = − tanh(ξ/
√

2) with, v = 0. (7.37)

• The Nagumo equation or bistable equation

ut = uxx + u (1− u) (u− a) with 0 < a < 1, (7.38)

which arises as one of a set of equations modeling the transmission of electrical pulses

in a nerve axon.This model admits the wavefront solution of the form

f(ξ) =
[
1 + exp(ξ/

√
2)
]−1

with, v = (1− 2a)/
√

2, (7.39)

f(ξ) = a
[
1 + exp(aξ/

√
2)
]−1

with, v = (a− 2)/
√

2, (7.40)
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f(ξ) = a+ (1− a)
[
1 + exp{(1− a)ξ/

√
2}
]−1

with, v = (a+ 1)/
√

2. (7.41)

7.3 RD Equations in Field Theory Systems

In the last section, we have discussed diffusion equation and reaction-diffusion (RD)

equations for non-relativistic systems essentially in the context of statistical mechan-

ics. It turns out that equation of motion in various field theory systems in certain

approximations have exactly the same form as RD equation. For example, field evo-

lution equation with standard kinetic term and in the presence of dissipation term

is,

φ̈−∇2φ+ ηφ̇ = −V ′(φ). (7.42)

This dissipation term ηφ̇ is introduced phenomenologically in the presence of thermal

dissipation. In the case of thermal dissipation, this term cannot be generated from

Lagrangian dynamics. However in an expanding universe ηφ̇ term comes due to

Hubble expansion. In the absence of φ̈ term or in the large η limit the field evolution

equation becomes RD equation.

As an example let us consider the chiral sigma model [7] in the context of rela-

tivistic heavy ion collision experiments. In these experiments one studies the transi-

tion from a chiral symmetry restored phase (QGP) to chiral symmetry broken phase

(hadronic phase). The field equation for the sigma field is, (setting other components

of the chiral field to zero)

φ̈−∇2φ+ ηφ̇ = −4λφ3 +m(T )2φ+H,

m(T )2 =
m2
σ

2

(
1− T 2

T 2
c

)
. (7.43)

T is the temperature and the time derivatives are with respect to the proper time τ

in an expanding plasma. H is the explicit chiral symmetry breaking term. All the
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other parameter values are given in [7], however in this discussion the exact values are

not important. The dissipation term η is not constant for expanding plasma formed

in heavy ion collision experiments. For the early stages in a heavy-ion collisions one

normally takes Bjorken 1D scaling solution with η = 1/τ , which eventually turns into

a 3D spherical expansion for which η = 3/τ .

To get the exact correspondence with the RD equation we neglect the H term

and also consider high dissipation case to neglect φ̈ term. For the resulting equation

we rescale the variables as: x→ m(T )x, τ → m2(T )
η

τ and φ→ 2
√
λ

m(T )
φ. The resulting

equation is,

φ̇ = ∇2φ− φ3 + φ. (7.44)

In one dimension with ∇2 = d2φ
dx2 , this equation is exactly the same as the Newell-

Whitehead equation. d2φ
dx2 is the diffusion term and other polynomial terms in φ are

reaction terms. Now if we impose the boundary condition φ = 0 and 1 at x→ ±∞,

then the analytical solution has the form,

φ(z) ∼ [1 + exp(z/
√

2)]−1, (7.45)

where z = x− vτ and v = 3/
√

2 is the velocity of the front. Travelling front solution

of the Newell-Whitehead equation is shown in the figure 7.1 .

In this case, we have used some approximation to show the direct correspondence

between the field theory system and reaction diffusion equation. In an actual model

there may not be an exact correspondence between the field evolution equation and

reaction diffusion equation, however, in that case also the reaction diffusion dynamics

will play its role in the field evolution.

The basic features of reaction-diffusion equations can be represented as follows.

Let us consider that some continuous symmetry of the field theory system is spon-

taneously broken, hence after the symmetry breaking the shape of the potential is

shown in the figure 7.2 . Let us consider an inhomogeneous initial field profile as

shown in the figure 7.3 . Φ0 is the field value corresponding to the true vacuum and
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Figure 7.1: Plot of the numerical solution for the travelling front of Newell-Whitehead

equation at different times. Note that the form of the propagating front solution of equation

7.45 corresponds to the profile of the front on the left part (negative z), with the origin

selected at the midpoint of the left profile [4]

.

Φ = 0 is the local maxima. In the coordinate space, we have an inhomogeneous initial

condition, where some region of space is filled with the field value corresponding to

the true vacuum and some other region has different field value. If we do not consider

the reaction diffusion dynamics, then we expect the evolution of the field in a natural

way where the field value will start to lift towards Φ0 in the region, where the field

value is different from Φ0. Eventually, the field will roll down to the true vacuum in

all regions. After the roll down of the field value in the entire region, φ will become

Φ0 and the entire region will turn into the true vacuum. This evolution is shown in

the figure 7.4.

However in the presence of reaction diffusion dynamics, field evolution is quite

different. In this case first a travelling front develops interpolating between Φ = Φ0

and Φ = 0. This traveling front moves towards the false vacuum and during its

motion more and more regions in false vacuum get converted into the true vacuum.

Eventually, the whole space becomes filled with the field value corresponding to the
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V(    )Φ

Φ

Φ0

Figure 7.2: Spontaneously symmetry bro-

ken potential.

x

Φ

0

  

Φ
0

Figure 7.3: Field configuration in coordinate

space.

x
0

Φ   

 Φ

t0
t1

t2

t2>t1>t0

  0

Figure 7.4: Standard expected field evolution.
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Φ

0

  

t0

t1

t1>t0

Φ
0

Figure 7.5: Field evolution in RD equation.

true vacuum. This evolution dynamics is shown in the figure 7.5 . In reaction diffusion

dynamics there is always a boundary between false and true vacuum irrespective of

the nature of the phase transition. Note that this dynamics is essentially the same

as that of a first order transition (when φ = 0 is a metastable vacuum) where the

transition is completed by nucleation of bubbles. Importance of RD equation for

quark hadron transition becomes immediately clear. Earlier it used to be believed

that the quark-hadron transition is first order in the early universe. This led to a very

important conjecture by Witten [8] about the possibility of the formation of quark

nuggets due to the concentration of quarks by moving phase boundaries at the quark-

hadron transition. However, Lattice QCD results show that quark-hadron transition

is not first order rather it is a smooth crossover. Due to these results, Witten’s idea

about quark nugget formation became irrelevant. However, RD equations give rise

182



to propagating front solution which acts as phase separating boundary. Thus RD

equations can have phenomenological implications in a quark hadron transition if

appropriate boundary conditions can be achieved.

But if the potential is symmetric, as shown in the figure 7.6, then the field evolution

is almost standard (see figure 7.7). In this case, the vacuum is at φ = 0. In any region

where the field value is different from φ = 0, field simply rolls down to true vacuum.

Though due to the diffusion dynamics, the roll down of the field is slower than the

situation when there is no diffusion dynamics. But in this case, no propagating front

solution develops. Thus we conclude that even if one starts with an inhomogeneous

initial field profile, the presence of propagating front depends on the shape of the

potential.

ΦV(   )

Φ

Figure 7.6: Potential with only minimum at

φ = 0 .

x

Φ

0

   

t0

t1

t2

t2>t1>t0

  0
Φ

Figure 7.7: Field evolution via RD equation

for potential in figure 7.6.

7.4 Reaction-Diffusion Equation for Chiral Tran-

sition

From the earlier discussions, it is clear that, traveling front solutions will exist when

the underlying potential allows for a non-zero order parameter in the vacuum state,

along with a local maximum of the potential [3–5, 9, 10]. The corresponding values

of the order parameter provide the required boundary conditions for the propagating
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front solution. In ref. [4] we were interested in the dynamics of chiral-symmetry-

breaking transition in the context of relativistic heavy ion collisions. In this case, the

boundary conditions required for the propagating solution of equation 7.43 naturally

arise due to the spatial profile of the energy density of the plasma. The highest

temperature Tcentr is at the center of the plasma, which smoothly decreases to a

temperature below the chiral transition temperature Tc in the outer regions of the

plasma. Thus when Tcentr > Tc, the chiral field will take a chirally symmetric value at

the center at r = 0 and will take a symmetry broken value at large distances. For the

case with a non-zero value of H as in Equation 7.43, the value of the field (φ) at one

boundary was taken to be the (true) vacuum expectation value φ = ξ while the other

boundary field value corresponded to the shifted central maximum of the potential

φ = φ0 (note that due to the explicit symmetry breaking term central maximum is

not at φ = 0, see figure 7.8). The propagating front solution in equation 7.45, suitably

modified for these changed boundary conditions is,

V(φ)

φ

True vacuum

Displaced maximum

T>Tc

T<Tc

Figure 7.8: Effective potential of chiral field with explicit chiral symmetry breaking

.
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φ(z) = −(ξ − φ0)

A0

[1 + exp(
m(T )(|z| −R0)√

2
)]−1 + ξ, (7.46)

where the normalization factor A0 = [1 + exp(−m(T )R0√
2

]−1. Here, we have restored

the original, unscaled, variable z. |z| was used in order to have a symmetric front on

both sides of the plasma for the 1D case with R0 representing the width of the central

part of the plasma. For the 3D case, due to spherical symmetry, one can replace |z|

by the radial coordinate r.

In ref. [4] we calculated numerical solutions for the full equation 7.43 , retaining

all the terms. We also took proper time dependence of T and η for expanding QGP

(still retaining the assumption of uniform temperature for studying front propagation

as with a spatially varying T the effective potential also has to vary spatially and

correspondence with the reaction-diffusion equation becomes more complicated). We

showed that the propagating front solution still exists with little modifications (see

figure 7.9). Instead of taking the initial profile as given in equation 7.45, we took a

completely different interpolation between the boundary values (see figure 7.10). But

even in this case, we found the propagation front behavior. This really shows the

robustness of the reaction diffusion dynamics, for a detailed discussion, see [4].
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Figure 7.9: Solution of equation 7.43,

with realistic values of time dependent η
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7.5 DCC Formation via the Reaction-Diffusion Equa-

tion

In this section, we discuss disoriented chiral condensates (DCC) in the context of chiral

transition in high multiplicity proton- proton collisions. The concepts introduced in

this section is important for the application of reaction diffusion equation in the case

of inflation. The physics of the formation of DCC domain in our model will exactly

correspond to an inflating region, as we will discuss in the next section.

DCC refers to the formation of a chiral condensate in an extended domain, such

that the direction of the condensate is misaligned from the true vacuum direction. It

is expected that DCC will lead to the coherent emission of pions. A motivation for the

formation of such domains came from Centauro events in cosmic ray collisions [11]. It

was suggested that the anomalous fluctuations in neutral to charge pion ratio observed

in the Centauro (and anti-Centauro) events in cosmic ray collisions could be due to

the formation of a large region of DCC [12]. The formation of DCC was extensively

investigated in high multiplicity hadronic collisions as well as in heavy-ion collision

experiments [12–15].

As we have already discussed, linear sigma model provides a simple way to model

chiral symmetry restoration at high temperatures. Thus it can be used to explain the

formation of DCC. At high temperature, the chiral symmetry is restored. However,

as the temperature drops down through the critical temperature, the chiral field can

pick up random directions in the vacuum manifold in different regions in the physical

space. The Lagrangian density of linear sigma model is given by [16,17]),

L =
1

2
∂µΦ∂µΦ− V (Φ, T ), (7.47)

where the finite temperature effective potential V (Φ, T ) at one loop order is given

by [16],

V =
m2
σ

4

(
T 2

T 2
c

− 1

)
|Φ|2 + λ|Φ|4 −Hσ. (7.48)
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Here the chiral field Φ is an O(4) vector with components Φ = (~π, σ), and T is

the temperature. H is the explicit chiral symmetry breaking term with which leads

to non-zero mass for pions. Pions are pseudo-Goldstone bosons. The values of the

different parameters are given in reference [17].

  

Figure 7.11: Effective potential for the chiral field Φ. P denotes the true vacuum on the

(approximately degenerate) vacuum manifold while ∗ marks the value of the chiral field

inside a DCC domain which is disoriented from the true vacuum direction.

In the exact chiral limit, vacuum manifold is S3. Chiral symmetry is spontaneously

broken at T < Tc. All the points on S3 are equally likely. However due to the explicit

symmetry breaking term, there is a unique vacuum state as shown in figure 7.11 .

However, one may expect that due to rapid cooling during very early stages of the

evolution of the fireball produced in heavy ion collision, chiral field will assume some

arbitrarily chosen value in the (approximately degenerate) vacuum manifold within

a correlation size domain. If this value differs from the true vacuum direction (as

marked by ∗ in figure 7.11) then this domain will correspond to a DCC which will

subsequently decay by emission of coherent pions as the chiral field rolls down to the

true vacuum.

Although there was a lot of interest in exploring the possibility of the formation of

DCC in high multiplicity hadronic collisions or in heavy ion collisions, after intensive
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experimental searches no clear signals for its formation were found. There was in

general a consensus among the scientists that in a heavy-ion collisions experiments,

chiral symmetry breaking transition will likely lead to the formation of many DCC

domains. But the expected size of such DCC domains was too small. Typically the

size of these DCC domains are of the order of a fm. On the other hand, the radial

dimension of the nuclei in heavy ion collisions are of the order of 10 fm. Thus in

the central collisions size of the thermalized medium is much larger than single DCC

domain. Thus the numbers of DCC domains in such collisions is too large in any given

event. Due to this reason, standard DCC signals were washed out. Thus heavy-ion

collisions were not ideally suited for the detection of DCC. With a large volume system

undergoing chiral symmetry breaking transition, multiple DCC domains necessarily

result, and a clean signal of coherent pion emissions becomes very unlikely.

In comparison, a pp collision system size is much smaller and this could in principle,

lead to a single DCC domain with a relatively cleaner signal of coherent pion emission.

However, at the previously attained center of mass energies, it was not clear whether

chiral symmetry restoration was ever achieved which is a necessary condition for DCC

formation. Further, even if chiral symmetry was restored in pp collisions, the resulting

DCC domains could have been too small of the order of a few fm3. This will lead to

emission of only a few coherent pions and the signal would be hard to detect with the

background of thermal pions. However, the conditions of chiral symmetry restoration

seem much more favorable for the very high multiplicity pp collisions at LHC energy.

There are strong indications for the production of thermalized medium and chiral

symmetry restoration in these high multiplicity pp collisions [18]. We have shown in

one of our works [5] that the problem of rapid roll down of the chiral field to the true

vacuum is alleviated due to a rapid three-dimensional expansion of the system which

makes reaction-diffusion equation applicable for governing the dynamics of the chiral

field for this system (with appropriate boundary conditions naturally arising in these

events).

The basic picture of DCC formation, in this case, is as follows [5]. In a high

multiplicity pp collision, thermalized medium can be created and one can achieve
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chiral symmetry restoration. Due to the very small size of the initial system, it

undergoes a rapid 3D spherical expansion after a very short time of order 1-2 fm.

The resulting rapid cooling of the system leads to the chiral symmetry breaking with

the chiral field taking some value in the vacuum manifold. Due to the smallness of

the explicit breaking term for the chiral effective potential, any value in the vacuum

manifold will be roughly equally likely. This leads to the formation of a DCC domain

where the chiral field is likely to be initially misaligned from the true vacuum. The

typical size of this domains will be expected to be of the order of 1fm. The field will

also be expected to roll down to the true vacuum rapidly in time of the order few fm.

It is very difficult to detect such small DCC domains because a very small numbers

of coherent pions come out from these domains.

This is where reaction-diffusion equation plays a very important role. Reaction-

diffusion equation with proper boundary conditions gives rise to propagating front

solutions. We have also discussed that chiral field evolution equation in the presence

of dissipation term and proper boundary conditions give rise to propagating front

solution. Such dissipation arises due to plasma expansion in the form of Hubble

term and also from thermal dissipation. We have also argued that the appropriate

boundary conditions which are suitable for the existence of propagating front solu-

tions in the context of chiral transition, naturally arises in the heavy ion collision

experiments. The initial field profile, in this case, is as follows, the chiral field in the

interior of the system takes some arbitrary value on the (approximately degenerate)

vacuum manifold. We considered the case of maximal disorientation when the field

in the center of the parton system takes the value at the saddle point opposite to

the true vacuum on the vacuum manifold. Outside the system, the chiral field was

always in the true vacuum. The field in between is taken to smoothly interpolate

along the vally of the potential. This constitutes the initial profile of the chiral field.

Note that it is not immediately obvious that such boundary conditions should lead to

a propagating front solution. Recall that for reaction-diffusion equations, which we

have already discussed the condition is set to a local maximum of the potential, and

not for a saddle point. However, it appears that the importance of the maximum of
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the potential is in delaying the roll-down of the field from that point due to vanishing

field derivative. In that situation, a saddle point will also satisfy this requirement and

a propagating front solution should result. We will see that, indeed this expectation

is correct and a propagating front solution exists with these boundary conditions.

Propagating front solution delays the roll down of the chiral field in the interior of

the region towards the true vacuum. At the same time, rapid expansion stretches the

interior to a size of several Fermi radius before the field significantly rolls down to-

wards the true vacuum. The resulting system constitutes a single large DCC domain

which should lead to a relatively clear signal of coherent pion emission.
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All these discussions can be summarized in the figures 7.12 and 7.13. The profile

of the chiral field in between the two boundary values (as discussed above) lie on

σ − π3 plane, for simplicity. It would lead to emission only of neutral pions. For

the 3-dimensional expansion, with spherical symmetry, will use the field equations in

spherical polar coordinates,
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Φ̈i −
d2Φi

dr2
− 2

r

dΦi

dr
+ (

3

τ
+ η′(T ))Φ̇i = −4λ|Φ|2Φi +m(T )2Φi +Hδi4, (7.49)

where Φi denote components of the O(4) vector Φ (for details see [5]). Figure 7.12

shows the initial field profile in σ − π3 plane. The solid (red) curve shows the profile

of the σ field. The corresponding variation of π3 is shown by the dashed (black)

curve. Normally one would have expected that the field from the saddle point will

roll down towards the true vacuum in a time scale of a couple of fm within the whole

system of the size of 2-3 fm. Here we see the importance of the front solution of

the reaction-diffusion equation. The front solution delays this roll down dramatically.

The field retains its value close to the saddle point in a significant region for a long

duration of time (due to the slow movement of the front). During this period, the

rapid expansion of the plasma stretches the whole system. Thus the disoriented

region where the chiral field is close to the saddle point stretches. This leads to a

DCC domain which is expanding and getting bigger without the chiral field in the

interior rolling down towards the true vacuum. This is shown in the figure 7.13, where

σ field clearly showing DCC domain has increased in size retaining the disoriented

field value.

Above discussion on DCC is very suggestive of a possible resolution of the problem

of initial condition in inflation, which we have already discussed in section 6.4. In this

thesis we have considered the issue of initial condition in the Natural Inflation model

(see section 6.5) . Although we have only considered a specific model of inflation, the

issue of initial condition still holds for other inflationary models an effective potential

with a metastable vacuum. It is clear from all these discussions that propagating

front solution of reaction diffusion equation makes the roll down of the field very slow

from an unstable local maximum to the true vacuum of the underlying potential.

Along with this if the system is expanding, then by the time field slightly rolls down

from the local maxima the domain in the physical space, where the field value is

disoriented from the true vacuum becomes larger in size. In this way, one can achieve

a large domain in the physical space where the field value is disoriented from the
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true vacuum. This interesting feature of the propagating front solution can be used

to resolve the initial condition problem of inflation. It is important to note that

the physics of chiral symmetry breaking in low energy physics is exactly similar to

the symmetry breaking pattern in the axion model which we have discussed in the

Natural Inflation model, e.g. the pions are the pseudo Goldstone bosons in the case

of chiral symmetry breaking, on the other side axions are pseudo Goldstone bosons in

the axion model. It is the potential of the axion which drives inflation. In the DCC

case, we have demonstrated that a single fermi size DCC domain becomes larger due

to the reaction diffusion driven dynamics. Similarly, in the next chapter in the context

of Natural inflation, we will show how a tiny initial domain having field value close

to the local maxima of the axion potential, stretches to a Hubble scale retaining its

value close to the local maxima. Once we have understood the stretching of DCC

domains having field value close to the saddle point of the chiral potential, stretching

of domains in the Natural inflation model is straight forward.
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Chapter 8

Setting Initial Conditions for

Inflation with Reaction-Diffusion

Equation

In chapter 6 we have discussed the issue of initial conditions for inflation. We have

pointed out that for any inflation at energy scale much below the Planck scale, as-

suming homogeneous field configuration over entire Hubble scale is not reasonable.

In this chapter we will revisit the issue of initial condition in details for a specific

model of inflation e.g. Natural inflation and we will argue how the use of travelling

front solution of reaction dissusion equation can resolve the issue of initial condition.

8.1 Introduction

We again review briefly the physics of inflationary model. The hot big-bang model of

the Universe is described by Friedmann-Robertson-Walker (FRW) metric [1] , which

is based on large-scale homogeneity and isotropy of the observed universe. It provides

reliable and tested description of the history of the Universe from about 1 sec after

the big-bang till today. Despite the self-consistency and remarkable success of the

early hot big-bang model, a number of unanswered questions remained regarding the

initial state of the Universe. These are known as flatness problem, horizon problem
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and monopole problem [2] . To resolve these problems inflationary universe model

was proposed. The main ingredient of the inflation is the accelerated expansion of

the Universe at a very early stage. If the duration of the inflation ∆t ≥ 60H−1,

where H is the Hubble parameter during inflation, then one can explain the observed

homogeneity and isotropy of the Universe, the absence of the magnetic monopoles and

the spatial flatness. Although it was known that inflation can resolve the shortcomings

of the hot big-bang cosmology, the first particle physics motivated model of inflation

was suggested by Guth [3] , which is known as the old inflationary model. In this

model, the Universe is assumed to be initially in thermal equilibrium and undergoes

a strong first order phase transition (typically at the GUT scale). Inflation occurs

when the scalar field (inflaton) gets trapped in the metastable vacuum. In this model

inflation ends by quantum tunneling of the field into the true vacuum via bubble

nucleation. In his own paper, Guth pointed out the graceful exit problem of this

model. In old inflation model, the Universe expands at an exponential rate while

the bubbles nucleate at a constant rate. Until and unless the nucleation rate is high

enough, the bubbles will not collide with each other, which is necessary for the end of

the inflation and subsequent reheating. However, if the nucleation rate is large then

phase transition will be completed quickly and it will not give enough inflation. Thus

old inflationary model suffers graceful exit problem. This problem was addressed in

the new inflation model [4–6] , where the shape of the finite temperature effective

potential is such that either there is no potential barrier, so the phase transition is

second order, or there is a very tiny potential barrier. In this model, the potential must

have a very flat portion in between the origin and the true minimum. The field starts

very close to φ = 0 and slowly rolls to the true minimum. During the slow roll, the

energy density is dominated by the potential energy which gives rise to inflation. In

new inflation when the classical field reaches the end of the flat part of the potential,

it rapidly rolls down to the true vacuum and starts to oscillate. This is the stage

of reheating of the Universe at the end of inflation. Other inflationary models are

also proposed like chaotic inflation [7] , stochastic inflation [8] , inflation with pseudo

Goldstone boson [9] , inflation with modified gravity [10] , warm inflation [11] etc.
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Inflationary models can be broadly classified depending upon initial conditions,

behavior of the scale factor and the end of the inflation. (Warm inflation is a separate

category where dissipative dynamics of the inflaton field leads to continued particle

production during the entire inflationary phase. We will comment on that later.) For

example, the old and new inflationary models were based on the assumption that the

Universe was in a state of thermal equilibrium at very high temperature, on the other

hand, chaotic inflation models can be applied for generic initial conditions including

no thermal equilibrium for the pre-inflationary stage. Again time dependence of the

scale factor during inflation can be different in different models e.g. exponential

inflation, power-law inflation etc. Inflationary models can also be classified according

to the change in the scalar field during inflation, e.g. the large field and small field

models where the change in the scalar field is of the order of mpl (Planck mass), or

smaller respectively (see, ref. [12] for different definitions used in the literature for

the term large field inflation).

In the original old inflation model, although the model does not work due to

graceful exit problem, φ = 0 is naturally set because of the presence of the metastable

vacuum at φ = 0. For new inflation it was hard to justify initial value of field being

close to zero when the transition is second order (which requires field always remaining

at the minimum of the potential) [13] . For this, versions of new inflation invoked a

metastable vacuum with tiny potential barrier, along with a very flat top for the

potential [4,5,14] . With that, the initial value of φ could be set precisely (e.g. equal

to zero) due to the false vacuum at that value of φ. The field tunnels through the

barrier via nucleation of a bubble which undergoes inflation as the field inside the

bubble rolls slowly over the flat top of the potential. The inflation ends when the

field reaches the end of flat part of the potential and rolls down to the true vacuum

rapidly. Thus the entire observed universe is inside one very large bubble, with

other such bubbles constituting different parts of the Universe disconnected from our

universe by regions which are constantly undergoing inflation. For other models like

chaotic inflation and natural inflation, the initial value of the field is not set in this

manner. Rather, it is supposed to explore entire allowed (relevant) range of field
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values. Inflation occurs wherever the field has the correct initial value.

For definiteness we will discuss natural inflation model with field varying from 0

to the vacuum expectation value (vev). For inflation, (e.g. for natural inflation with

the field starting near φ = 0) the requirement of appropriate field values over several

Hubble volumes is very hard to justify. We will discuss this in some detail in the

next section. Important point is that correct field value is required not just as an

average, one cannot allow significant field values anywhere inside the region of interest

(several Hubble volumes) as the field will rapidly roll down to the true vacuum in those

regions. The issue of initial conditions for inflaton field has been extensively discussed

in the literature [15–20] . In particular, it has been investigated that starting with

inhomogeneous field configurations, how a homogeneous component, appropriately

localized near the origin can arise. Recently, fluctuation-dissipation dynamics has

been used in this context by Bastero-Gil et al. [16] . This is of importance to us as

dissipative dynamics plays very crucial role in our model also. However, there are

crucial differences between this work and our model , as we will discuss below. In a

numerical simulation of full Einstein field equations coupled to scalar inflaton field, it

is shown by East et al. [19] that inflation can occur with highly inhomogeneous initial

conditions, as long as the average value of the field, as well as the fluctuation of the

field in a Hubble region remains within the slow roll region of the potential. Otherwise,

as we discussed above, the field generically rolls down quickly to the minimum, being

pulled down by the field values outside the slow roll regime. For earlier works with

highly inhomogeneous conditions, see ref. [15,17] . For a recent review on the issue of

initial conditions, see ref. [18] (see, also [21]) .

We attempt to address this issue of initial conditions for inflation using specific

features of the reaction-diffusion (RD) equations [22–26] using a natural inflation

model with field varying between 0 and vev. In our model, the field is close to zero

only in a very small region inside the Hubble volume and varies smoothly to a large

value (vev) over a region, which we will call as the field domain. The size of this field

domain is taken to be much smaller than the Hubble size at GUT scale. In principle,

it may be possible to take the size of the field domain to be of order of the correlation
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size, but in the present chapter we are only able to provide results when it is much

bigger than the correlation domain, though still much smaller than the Hubble region

at GUT scale. Domain sizes we take provide examples where inflation can be shown

to occur. Due to long time required for each simulation we have not been able to

optimize the domain sizes for different cases. Important thing is that the field is not

homogeneous at all in our model, and the variation of the field lies well outside the

slow roll region, in fact all the way upto the vacuum value. One would have expected

this field to rapidly roll down to the true vacuum everywhere. This is where the special

features of reaction-diffusion equation become relevant. With appropriate boundary

conditions, with field interpolating between φ = 0 at the top of the potential and the

minimum of the potential (the true vacuum), specific solutions of reaction diffusion

equation exist which represent slowly propagating fronts just like interfaces in a first

order transition [22, 24–26] . This happens even though the potential corresponds to

a second order transition, or even a cross-over. This holds up the field near φ = 0

for sufficiently long time such that vacuum energy starts dominating compared to

the kinetic energy (from the time derivative of the field), the gradient energy, as well

as the radiation energy, in the entire Hubble volume signaling beginning of inflation.

Duration of inflation will be governed by the exact profile of the field inside this field

domain, and its size.

Though still we are unable to show inflation beginning from a single correlation-

size domain, it is important to appreciate that we are able to obtain inflation using

a reasonable field profile over a region much smaller than the GUT scale Hubble

region. In fact in some cases we are even able to get field domain to be smaller

than the Hubble size including energy density of the field variation (which has large

contributions from the gradient energy). Important point is that one can get inflation

even when the field profile inside the Hubble volume is highly inhomogeneous with

field varying from the top of the potential to the vev. All that is required is that

contributions of field kinetic energy as well as gradient energy, along with background

radiation energy density etc., become sub-dominant compared to the potential energy

contribution. Even a single small field domain can achieve that if it retains its shape
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during evolution. Normally one expects that any inhomogeneous field will quickly roll

down to true vacuum. However, as we will see, special solutions of the RD equations

provide field profiles which retain their shape for very long time, allowing inflation to

occur. We emphasize that we take natural inflation model here just as an example to

illustrate the importance of RD equation solutions in providing initial conditions for

inflation. Our discussion naturally applies to any inflation model with such boundary

conditions, and can also be straightforwardly extended to other models if the potential

has appropriate extrema. The only requirement for the applicability of RD analysis

is that the potential should have one maximum and a minimum, the corresponding

values of field providing appropriate boundary conditions for the RD front profile.

The non-trivial role of RD equation solutions in delaying the roll down of the field

from the top of the potential clearly has very general applicability and should be

explored for a wide class of inflation models.

Small field domains with the field profile as discussed above will be expected to

arise naturally during a thermal phase transition. For example, in a second order

transition (or after a rapid first order transition), due to thermal fluctuations, small

regions will generically be found where the field remains near the top of the potential

while the field settles to the true vacuum in the neighboring regions. This is especially

true for a continuous transition in the critical regime where fluctuations of a correla-

tion domain to the top of the potential are unsuppressed with the correlation length

becoming very large. (Though, with rapid expansion at the GUT scale, large corre-

lation domains may not be realistic due to critical slowing down.) Once such a field

profile is achieved, and the universe cools down below the Ginzberg temperature, rest

of the dynamics of the field will be governed by RD equation as we discussed above.

One may expect similar small domains to arise from quantum fluctuations also for a

non-equilibrium transition (say a quench), or possibly even without any thermal his-

tory of the universe just as one expects in the conventional picture of inflation, except

that one needs much smaller domains here. (This is important as achieving thermal

equilibrium for the inflaton field during pre-inflation stages is far from clear in view

of various constraints on the couplings [27] . Effects of any pre-inflation equilibrium
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stage on CMBR has been discussed in ref. [28] .)

We mention here one of the important limitations of our analysis. We have not

taken into account the self gravity of the field domain for its evolution. The field in

this region is assumed to undergo evolution by the FRW equations appropriate for the

average energy density in that Hubble region even though energy density is highly

inhomogeneous. The evolution of such a localized field domain has to be studied

using full Einstein equations in that region like the analysis in [19] . In that sense our

results should be taken in the spirit of providing a new possibility of beginning the

inflationary phase which needs to be verified by more detailed simulations. Our main

purpose in this work is to demonstrate the role of RD equation solutions in slowing

down the roll down of the field from the top of the potential even when spatial

derivatives of the field are significantly non-zero. This aspect will not be affected by

the self gravity of the domain, though certainly the expansion rate of the domain will

be affected. Another limitation of our model is that in studying the evolution of the

field profile, though dissipation plays an important role, fluctuation part has been

ignored. Fluctuations can clearly affect the propagation of the fronts, and should be

considered (as we noted in our earlier works ( [24–26]) . For example, in [16] , the role

of fluctuation-dissipation dynamics has been found to play crucial role in setting the

homogeneous component of the field appropriately near the origin. However, there are

important differences in that work and our model as role of special solutions of field

equation (namely RD equations here) along with proper boundary conditions, play no

role in the analysis of ref. [16] . Though we have considered high dissipation here, with

special propagating front solutions of RD equation having very small velocities, even

smaller dissipation may work in our model. Highly inhomogeneous initial conditions

have also been considered by Albrecht et al. [17] where role of dissipation has been

emphasized (see, also [15]) . However, role of special boundary conditions and special

solutions of propagating front (which may allow for smaller dissipation) were not

considered there.

This chapter is organized in the following manner. In Section 8.2 we will revisit

the issue of requirement of initial fine tuned field value for natural inflation. We will
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argue that it appears virtually impossible to satisfy this requirement over a Hubble

volume. In Section 8.3 we will introduce the Reaction-diffusion equation where we will

also briefly mention our earlier application of RD equation in the context of Heavy ion

collision experiment and formation of misaligned chiral field domains, the so called

disoriented chiral condensate (DCC) in pp collisions at LHC energies. The reason

we present this discussion is that the physics of DCC domain formation using RD

equation in the context of chiral sigma model very closely resembles the issue of initial

condition for inflation. In fact in our model, DCC formation is exactly equivalent to

an inflating field domain in the expanding universe. In some ways, this picture of

DCC formation in heavy-ion collisions can be taken as possible experimental test of

the basic picture underlying the model we are proposing for inflation based on RD

equation solutions. Section 8.4 discusses application of RD equation solutions to the

case of inflation in the early universe. Section 8.5 presents numerical results and

conclusions are presented in Section 8.6 .

8.2 Initial Conditions For Inflation

As we mentioned above, we will discuss the case of a natural inflation model with

pseudo Nambu-Goldstone boson inflaton field [9] . Nambu- Goldstone bosons nat-

urally arise in particle physics models with a spontaneous breaking of some global

continuous symmetry. If there is explicit symmetry breaking in addition to sponta-

neous symmetry breaking then one gets Pseudo-Nambu-Goldstone Bosons (PNGB).

In the case of QCD axion model with Pecci-Quinn symmetry breaking two very dif-

ferent scales naturally arises, these are Pecci-Quinn scale fPQ which can be as high

as the GUT scale ∼ 1015GeV , and QCD scale ΛQCD ∼ 200MeV . In this case axion

self-coupling is λa ∼ (ΛQCD/fPQ)4 ∼ 10−64. The same situation arises in low energy

QCD theory with chiral sigma model, where pions are PNGB.

For natural inflation, we take the potential of the form V (φ) = Λ4(1± cos(φ/f)).

We take the plus sign and take the inflation to occur when φ rolls from a value near

202



φ = 0 to the vev (φ = πf). (Our analysis will equally well apply to other choices of po-

tential maximum. See, for example the analysis of DCC formation with chiral sigma

model in ref. [25] .) This potential contains two scales which naturally comes from

particle physics model. One can show that if f ∼ mpl and Λ ∼ mGUT ∼ 1015GeV ,

then the PNGB field φ can drive inflation. Note Λ is the scale of the potential and

f is the vacuum expectation value of the field after the symmetry breaking, which

also set the scale of the field φ. The values of f and Λ are constrained by the re-

quirements of the slow-rolling regime, sufficient inflation and observed magnitude of

density contrast of CMBR. In the temperature range T ≤ f , the global symmetry is

spontaneously broken and Nambu-Goldstone boson describes the angular degree of

freedom of the symmetry broken potential. Initially, the value of NGB is distributed

uniformly between 0 and 2πf in different causally connected regions, or rather, differ-

ent correlation volumes. At temperature range T ≤ Λ additional explicit symmetry

breaking comes into the picture because of which the original Mexican Hat potential

becomes tilted. Now the PNGB field φ starts rolling down to the unique true vacuum.

If one starts from any arbitrary value of φ then sufficient inflation is not guaranteed.

Although one can get sufficient inflation if the initial field value is localized suitably

near φ = 0.

In order to achieve sufficient inflation, the PNGB field has to start close to φ = 0

and one assumes that somewhere in the entire universe such a condition was achieved

initially in a region which is at least of Hubble size (more like several times the Hubble

size). Let us examine how reasonable this requirement is. For definiteness, let us

assume the Universe to be in equilibrium and radiation dominated before inflation.

Inflaton field fluctuations will be determined by the correlation length. Let us consider

a GUT scale inflation at, say, 1016 GeV scale. If one assumes that the Universe was

radiation dominated between the Planck epoch and the GUT scale, then at the GUT

scale H−1
GUT =

T 2
pl

T 2
GUT

H−1
pl (though it may be hard to argue that the inflaton field can

be in equilibrium above the GUT scale [27]) . We take the equilibrium correlation

length at the GUT temperature scale, ζGUT to be of the order of the inverse of

the temperature, ζGUT = (TGUT )−1. Ignoring factor of order 1, with Hpl ' Tpl,
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we find that the Hubble volume at the GUT scale contains about 109 uncorrelated

domains (1012 domains if GUT scale is taken to be 1015 GeV). Within one correlation

volume, one can assume homogeneous conditions for the magnitude of φ, but different

correlation volumes will have φ magnitude varying over the entire allowed range for

φ at that temperature. If the probability of required value of φ in a single correlation

domain is p, then the probability of N correlation domains all having the required

value of φ is pN . Required value of φ for natural inflation can be extremely close

to φ = 0, with p < 10−30 (depending on the scale of f). Even if we take very

liberal values of p ' 0.1, the probability of one single Hubble volume having the

required value of φ is 10−109
which is practically zero. We thus conclude that the

requirement of appropriate value of φ over the entire Hubble volume is extremely

fine tuned, requiring tuning much stronger than the one inflation was intended to

solve. Even if we do not take thermal initial conditions, the problem remains as the

quantum fluctuations of φ will also be governed by an appropriate zero temperature

correlation length (which again will be determined by the potential parameters of

GUT scale leading to similar estimates). One will still need to allow that in different

correlation domains field explores the full range of values upto vev, especially when

one needs field values near the top of the potential.

One may argue that one should estimate the probability of the required value of

φ over the Hubble size to be given by the decay of correlation over the Hubble size

= e−H
−1
GUT /ζGUT which will be of order e−1000 and not the absurdly small number we

obtained above. However, this estimate is hard to justify. The correlation length

relates to the correlation of the field magnitude on the average. So, this estimate

corresponds to the average value of the field being within the required limit over the

entire Hubble volume. This is not enough for inflation as wherever the field departs

from this required range significantly (with some other region having compensating

value of the field so that the correct average of the correlation of the field is obtained),

the field will roll down much faster to the true vacuum. The main point is that we

require the exact value of the field to be within the required range over the entire

Hubble volume (containing 109 correlation volumes), and not the average value of
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the field. (By average we mean spatial average. If one invokes time average then

the meaning of field rolling down the potential via field equations itself becomes

ambiguous as one will require addition of noise term.) The only way to get this is to

say that each correlation volume must have the correct value of the field (assuming,

of course, that at least the correlation length size region can be taken to have the

correct value of the field). This gets us back to the earlier estimate of the probability

being less than 10−109
.

This is a serious problem in assuming a reasonable initial condition for inflation.

Although, the issue of initial conditions has been extensively investigated in the litera-

ture [15–20] , and inhomogeneous field configurations have been considered, generally

an almost homogeneous component is taken to start the inflationary phase. Even for

large field inflation models, there is a constraint on acceptable variations of the field.

For example, in a recent numerical simulation of full Einstein field equations coupled

to scalar inflaton field, East et al. have discussed [19] when inflation can arise from

a general class of highly inhomogeneous initial conditions. It is then shown that for

inflation one requires, not just the average value of the field, but also the fluctuation

of the field in a Hubble region to remain within the slow roll region of the potential.

Otherwise, the field quickly rolls down to the minimum, being pulled down by the

large field regions. This is in accordance with the discussion above. As we mentioned,

restricted variations of the field is hard to justify from the picture of correlation do-

mains where full range (allowed by the energy/temperature considerations) of random

variations of the field occurs across different correlation regions.

We will address this issue of initial conditions for inflation using specific features

of the reaction -diffusion equations. We start the discussion of our model by briefly in-

troducing reaction-diffusion (RD) equations in the next section, with focus on special

propagating front solutions of RD equations.
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8.3 Reaction-Diffusion Equations In Field Theory

Reaction-diffusion equations are studied typically in the context of biological sys-

tems, e.g. population genetics, chemical systems etc. RD equation with appropriate

boundary condition gives traveling front with a well-defined profile. This profile mim-

ics the profile of the phase boundary in a first order phase transition. Propagating

front solutions of RD equations exist irrespective of the underlying phase transition

dynamics [22,24] . Earlier some of us have shown the existence of propagating front so-

lution in the context of chiral phase transition and confinement-deconfinement (C-D)

transition in QCD even when the underlying transition is a cross-over or a continuous

transition [24–26] . We have applied reaction-diffusion dynamics in relativistic field

theory exploiting the fact that classical equation of motion of relativistic field in the

presence of thermal bath has a similar form like RD equation except for second order

time derivative term in the first case. In the strong dissipation limit, the first order

time derivative term in the field equation dominates over the second time derivative

term and the resulting field equation of motion directly maps to reaction-diffusion

equation. In the case of heavy ion collision experiments, a large φ̇ term can arise

from the plasma expansion (as well as from thermal dissipation), and the required

boundary conditions for the existence of traveling front arise from collision geome-

try. We find that even in the presence of second time derivative term, approximate

propagating front solutions of the RD equation exist, again leading to a first order

transition like dynamics.

To demonstrate briefly how RD equation works for relativistic field theories, let

us consider the case of a spontaneous chiral symmetry breaking transition for two

flavor case where the chiral order parameter can be represented as Φ = (σ, ~π). The

field equation for chiral field in chiral sigma model is,

φ̈−52φ+ ηφ̇ = −4λφ3 +m(T )2φ+ h

m2(T ) =
m2
σ

2
(1− T 2

T 2
c

). (8.1)

Here Φ is taken to be along σ direction only which we represent by φ and h is the
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explicit chiral symmetry breaking term. The chiral limit corresponds to h = 0. In

the above equation,the time derivatives are w.r.t the proper time τ . η is taken to be

1/τ for Bjorken 1-d expansion of the plasma [29] . In ref. [25] constant value of η as

well as an additional thermal dissipation term with η′ ∝ T 2 was also considered [30] .

Here, we will establish the correspondence between the above field equation and RD

equation by neglecting the explicit chiral symmetry breaking term, i.e. we take h = 0.

(In ref. [24–26] we have also presented the case with non-zero h.) Let us also consider

high dissipation case where φ̈ is negligible w.r.t ηφ̇. After rescaling the variables as

~x→ m(T )~x, τ → m(T )2

η
τ and φ→ 2

√
λ

m(T )
φ, the resulting equation is,

φ̇ = 52φ− φ3 + φ. (8.2)

In 1-D the above equation becomes,

φ̇ =
d2φ

dx2
− φ3 + φ, (8.3)

which is exactly same as the reaction diffusion equation known as Newell-Whitehead

equation [22–26] . The term d2φ/dx2 can be identified as the diffusion term while the

other terms on the right hand side of the above equation are called reaction term

(representing reaction of members of biological species for the biological systems).

Newell-Whitehead equation has non-trivial traveling front solutions with suitable

boundary conditions, namely φ = 0 and 1 at x → ±∞. The analytical solution

with these boundary conditions has the form,

φ(z) = [1 + exp(z/
√

2)]−1, (8.4)

where z = x− vτ . v is the velocity of the front and has the value v = 3/
√

2 for this

solution. In our field domain picture, the center of the domain (z = 0) will correspond

to one of the boundary values of φ, namely φ ' 0, while φ(|z|) → 1, z → ±∞. To

achieve the value of the field at domain center to be close to the boundary condition,

φ(z = 0) ' 0 we need to have large size of the domain with the following profile of

the field
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φ(z) = 1− exp((|z| −R0)/
√

2)−1, (8.5)

In the figure 8.1 , we have shown this field profile (with R0 = 20), and the prop-

agation of the front near the boundary of the domain [24] . (We mention that in

this particular figure in ref. [24] , the labels showed various quantities in dimensionful

units. This is incorrect as the plots in the corresponding figure in that reference were

for the above equation including domain size R0, which is written in a dimensionless

form.) Note that the front has a shape very similar to an interface for a first order

transition and the shape is retained as the front propagates. RD equations have sev-

eral solutions, each with different propagating speed e.g. Newell-Whitehead equation

also has a static solution of the form tanh(z), for details, see [24–26]) . It is important

to note the general feature of RD equation, that is, the existence of travel front solu-

tion of reaction-diffusion equation depends crucially on the shape of the underlying

potential. If the potential allows for a non-zero order parameter in the vacuum state,

along with a local maximum of the potential, then traveling front solution exists.

The corresponding values of the order parameter provide the required boundary con-

ditions for the propagating front solution. In ref. [24] , some of us have demonstrated

how the dynamics of chiral phase transition and confinement-deconfinement phase

transition can be dramatically changed due to these propagating solutions of the RD

equation, mimicking a first order transition even when the transition is actually a

crossover (or a second order transition). In fact, the physics of RD equation implies

that RD propagating front should exist whenever the potential admits a local max-

imum and a minimum, with the corresponding field values providing the required

boundary conditions for the front solution. For example, see the discussion of DCC

formation discussed in ref. [25] .
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Figure 8.1: Plot of the numerical solution for the travelling front of Newell-Whitehead

equation at different times. Note that in this case symmetric initial field profile w.r.t the

center is considered [24]

.

8.3.1 Expanding high potential energy chiral field domains

in heavy-ion collisions

In ref. [25] we have extended the application of reaction-diffusion dynamics for the

case of formation of the so called domains of disoriented chiral condensate (DCC) in

the context of chiral phase transition. We briefly recall that discussion here because

the discussion of RD equation in the context of DCC formation will have a direct

analogy with inflation. The expanding DCC domain will be exactly analogous to the

inflating field domain. Further, the chiral sigma model potential has exactly the same

features as the natural inflation model.

DCC is an extended region where the chiral field is misaligned from the true

vacuum, hence has high potential energy. This topic has been extensively discussed

in the literature in the context of explaining the anomalous result in Centauro events

in cosmic ray experiments [31] . A large DCC domain can give rise to the coherent

emission of pions when the chiral field rolls down to the true vacuum (quite like the

roll down of the inflaton field at the end of inflation) [32] . In the context of heavy-ion

collisions, it was believed, that chiral symmetry restoration in the transient quark-

gluon plasma (QGP) state, and subsequent spontaneous breaking of chiral symmetry,
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will eventually give rise to DCC domains. However, due to large volume of the QGP

region in heavy-ion collisions, and expected DCC domains being much smaller, the

coherent pions signal got washed out.

Formation of DCC domains in high energy hadron collisions was also investigated,

but the major difficulty here was small DCC domain (leading to very few coherent pi-

ons which could not be distinguished from the background) as well as the uncertainty

of achieving intermediate stage of chiral symmetry restoration at those energies. The

main problem here was that even if one could achieve chiral symmetry restoration in

hadronic collisions, DCC domains would have been very small due to rapid roll down

of the chiral field to the true vacuum. (Note that this is like the problem of the infla-

ton field rolling down fast making it difficult for the relevant Hubble region to enter

inflation.) This is the problem where RD equation solutions become relevant. Some

of us have shown in [25] that initially small DCC domains can have correct profile

as needed for slowly moving propagating fronts of RD equations, thereby strongly

delaying the roll down of the chiral field to the true vacuum (again, despite the fact

that there is no metastable vacuum). Expanding plasma then stretches this domain

where the chiral field is still stuck near the top of the potential (strongly disoriented)

leading to a large DCC domain. It is now clear that this is exactly the situation one

would like to achieve for the inflaton field inside a Hubble volume, and as we will see

below this indeed can be achieved. Below we will provide a brief summary of DCC

formation via RD equation from ref. [25] .

The formalism of DCC formation is discussed in the framework of linear sigma

model. Physics of chiral symmetry breaking is an important ingredient of chiral sigma

model. When the temperature of the system drops below the critical temperature,

the chiral field (Φ = (σ, ~π) as discussed for Eq.8.1) picks up random directions in the

vacuum manifold in different regions in the physical space. Lagrangian density of this

model is given by,

L =
1

2
∂µΦ∂µΦ− V (Φ, T ), (8.6)
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where the finite temperature effective potential V (Φ, T ) at one loop order is given

by,

V =
m2
σ

4

(
T 2

T 2
c

− 1

)
|Φ|2 + λ|Φ|4.− hσ (8.7)

We take parameter values as in ref. [25] . In the absence of explicit chiral symmetry

breaking (i.e. h = 0), the vacuum manifold is S3 where all the points on vacuum

manifold are equally likely. But in the presence of explicit chiral symmetry breaking

term (h 6= 0), there is a unique vacuum state. Shape of the chiral effective potential

in the presence of explicit symmetry breaking is shown in the figure 8.2 .

  

Figure 8.2: Effective potential for the chiral field Φ. P denotes the true vacuum on the

(approximately degenerate) vacuum manifold while ? marks the value of the chiral field

inside a DCC domain which is disoriented from the true vacuum direction [25] .

In a rapidly cooling system, one expects that the chiral field will take some arbi-

trary value in the vacuum manifold within a correlation domain. If this value differs

from the true vacuum then one gets DCC domains. Subsequently, the field will roll

down to the true vacuum, leading to coherent pion emission. To study the roll down

of the chiral field we have used field equations from Lagrangian in Eqn. 8.6 (which,

as we have argued above, leads to reaction-diffusion dynamics). Note that, as we

mentioned above, we use a second time derivative term as well, and still the prop-

agating front solution exists (apart from some oscillations arising from the second
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time derivative term). We have considered the case of maximal disorientation where

field value at the center of the domain is opposite to the true vacuum on the vacuum

manifold. (We also considered field value slightly away from the saddle point, and

our results remain almost unchanged, see [25] for a discussion of this point.) Outside

the domain, field takes true vacuum value. With this initial condition, we used field

equation appropriate for the chiral phase transition. It is important to note that this

boundary condition does not guarantee the propagating front solution. For RD equa-

tions, the corresponding boundary conditions are set for the local maximum of the

potential. But in the case of DCC, the boundary condition is set for the saddle point.

Interestingly saddle point boundary condition also works because the requirement of

local maximum of the potential is satisfied at that point in the angular direction.

Thus boundary conditions with saddle point and the true vacuum seem appropriate,

and indeed these give rise to traveling front solution. If one starts with the field con-

figuration such that at boundary the field value is close to the saddle point, then in

that case the field starts rolling down slowly towards the true vacuum, though slowly

propagating front still exists [25] .

Here we highlight the major achievements of using RD equation. Normally one

would expect roll down of the field from the saddle point to the true vacuum in a

timescale of the order of fm. However, because of the reaction-diffusion dynamics,

front solution delays this roll down. The field retains its value close to the saddle

point in a significant region for long duration of time. During the slow rolling of the

field due to the reaction-diffusion dynamics, plasma continues to expand, therefore

the region where the chiral field was initially disoriented stretches to a larger region.

This results in a DCC domain which is expanding and getting bigger without the

chiral field in the interior rolling down towards the true vacuum. Extra potential

energy coming from the kinetic energy of plasma expansion (just like the situation of

negative pressure where expansion requires input of energy). As an example, if one

starts with DCC domain of size of order 2-3 fm initially, then due to RD equation

solution, the size of the DCC domain can grow to several times larger than the original

one, and within this large domain the field value will still remain close to the saddle
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point. This is shown in figure 8.3 where one sees the stretching of the profile of σ

without any significant roll down of the field towards the true vacuum. Also, one sees

that the π3 component stretches appropriately indicating that the field profile traces

the same path in the valley of the chiral potential (Fig. 8.2) between the saddle point

and the true vacuum.
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Figure 8.3: Plot in the top panel shows the initial profile of the chiral field. Solid (red) curve

shows the profile of the σ field which interpolates between the true vacuum value and the

saddle point opposite to the true vacuum. Corresponding variation of π3 is shown by the

dashed (black) curve showing that the chiral field traces a path along the valley of the chiral

potential between the saddle point and the true vacuum. Plot in the bottom panel shows the

σ and π3 field profiles at a later time, showing the stretching of the domain due to plasma

expansion [25] .

Stretching of the field domain shown in Fig. 8.3 is exactly what we need for the

inflation case. The shape of the potential for natural inflation is exactly similar to the

linear sigma model case for the chiral field rolling down the valley of the potential.

Only difference between the two potentials is the relevant energy scales. We now turn

to the discussion for the case of inflation.
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8.4 Reaction-Diffusion Equation For Natural In-

flation

In this section, we will use propagating front solutions of the RD equation, as used

above for DCC formation, to address the issue of initial condition in case of Natural

inflation model. We will not discuss the issue of the viability of the inflation model

in this chapter. Any model of inflation has to address the issue of initial conditions

for the field. Also, our model can be extended to other models of inflation. We take

the PNGB potential of the form,

V (φ) = Λ4(1 + cos(φ/f)) (8.8)

V(φ)

φπf0

Figure 8.4: Plot of the potential for natural inflation. Note, φ here corresponds to the

angular variable in Fig. 8.2 while the top of the potential corresponds to the height of the

saddle point opposite to the true vacuum (P).

The shape of this is given in Fig. 8.4. To relate to the chiral model case of figure

8.2 , φ corresponds to the angular variable in Fig. 8.2, and Λ is related to the explicit

symmetry breaking term hσ in Eq.8.7. The height of the potential in Eq. 8.8 is

2Λ4. The potential has a unique minimum at φ = πf (which corresponds to the

true vacuum for the chiral potential in Fig. 8.2). φ = 0 is the local maximum of

the potential and corresponds to the saddle point in Fig. 8.2. The periodicity of φ

is 2πf . We have taken f = mpl and Λ = 1015 GeV which satisfies the constraints
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coming from slow roll condition, the requirement of enough inflation and observational

constraint on the density contrast at the surface of the last scattering [9] . Though

it is important to realize that these constraints were derived for a homogeneous field

configuration which has value close to φ = 0 over several Hubble volumes. Thus, in

the field evolution 52φ term was ignored. For our case this term plays crucial role in

stabilizing the non-trivial profile of the propagating front. So, appropriate constraints

in our case will arise by comparing vacuum energy to the kinetic energy as well as the

gradient energy of the field configuration. However, now all these three contributions

depend on the exact field profile in the domain, as well as exact dynamics of the

field. So, kinetic energy does not arise only from the roll down of the field from

near the top of the potential, but also from the motion of the propagating front

which is well inside the Hubble volume (the entire field domain being much smaller

than the initial Hubble volume at the GUT scale). Further, there is gradient energy

contribution which changes as the front evolves. So, no analytic expressions can be

written down for these different contributions unless one finds an exact solution for

the propagating front for the field equation in expanding universe. It certainly will

be very interesting to find such exact solutions of these generalized RD equations.

We only use the parameter values for the natural inflation as in the literature for the

conventional case, and show that inflation is possible via RD equation fronts. It is

quite possible that quite different parameter choices may also provide inflation (with

correct fluctuations) when RD equation solutions are used.

Since the potential is symmetric about its minimum, we assume that inflation

begins with the value of the field inside a domain, φ = φ1, 0 < φ1/f < π. For

sufficient inflation, φ should satisfy the condition 0 ≤ φ1 ≤ φmax1 , e.g if one takes

f = mpl then φmax1 /f is about 0.2π. We assume that the Hubble volume at the

GUT scale is filled with radiation energy (with typical number of degrees of freedom

as appropriate for GUT scale, we take it to be 100), in addition to that Hubble

volume contains several field domains where field profile takes non-trivial shape. As

the potential energy for the inflaton field (in this natural inflation model with PNGB

field) arises at the GUT scale, it is reasonable to assume that inside these domains
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the field can have high potential energy, while outside the domain the field lies in

the true vacuum. Thus typical profile in each field domain will be the field rising

up towards the top of the potential inside the domains, while smoothly changing

to the true vacuum value outside the domains, as was discussed above. In different

correlation domains φ1 will be expected to be randomly distributed between 0 and

πf . In all the domains where the field inside the field domain is not very close to

zero, the field will very quickly roll down to the true vacuum.

We consider a single domain where φ1 is very close to zero inside the domain

(changing smoothly to vev at the boundary of the domain), and this is the only do-

main which will survive with nontrivial field profile as the Universe evolves. In the

standard picture if we do not invoke reaction-diffusion dynamics then one expects

that in the time scale given by the shape of the potential, the field φ should rapidly

roll down to the true vacuum with zero potential energy. But in the presence of

reaction-diffusion dynamics situation is very different. We will show that traveling

front solution of reaction-diffusion equation delays the roll-down of φ. The field rolls

down very slowly in the interior of the domain, and the size of the domain also shrinks

extremely slowly (in comoving coordinates). End result is that vacuum energy starts

dominating the average energy density in that Hubble volume. The Hubble region

then enters inflationary stage. Eventually one will achieve homogeneous field config-

uration over the entire Hubble volume starting from a very general inhomogeneous

initial condition. This will be the stage of beginning of proper inflationary stage of the

Universe. Duration of inflation will depend on the roll down of the field at the center

of the domain, which will depend on the exact profile of the field in that domain.

Important thing to note here is that we do not take the field to be homogeneous over

several Hubble volumes (or even one Hubble volume). Rather, we take the field to be

roughly uniform over a much smaller region. This is the most important difference

between the traditional models of inflation and our model.

Once the initial conditions are fixed, now we can focus on the dynamics of the in-

flaton field. With the above choice of potential, the equations governing the dynamics

of inflaton field become,
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φ̈− ∇
2φ

a2
+ 3Hφ̇− Λ4

f
sin(φ/f) = 0 (8.9)

H2 =

(
ȧ

a

)2

=
8π

3m2
p

(ρφ + ρrad) (8.10)

ρφ =
1

2
φ̇2 +

(∇φ)2

2a2
+ Λ4(1 + cos(φ/f)) (8.11)

ρrad ∝ a−4 (8.12)

where Eq. 8.9 is the classical equation of motion of the inflaton field in FRW

background. Eq. 8.10 gives the evolution of the scale factor a. ρφ in Eq. 8.11 is

the energy density associated with the scalar field and Eq. 8.12 gives the standard

evolution of the radiation energy density. We rescale the variables as follows, ~xΛ→ ~x,

tΛ→ t, φ/f → φ, H/Λ→ H. The resulting equations are,

φ̈+ 3Hφ̇+
Λ2

f 2
sin(φ)− (∇2φ)

a2
= 0 (8.13)

H2 =

(
ȧ

a

)2

=
8π

3

f 2

m2
pl

(
1

2
φ̇2 +

1

2

(
∇φ
a

)2

+

Λ2

f 2

(
1 + cos(φ)

)
+
ρrad,0
f 2Λ2

(
a0

a(t)

)4)
(8.14)

where we have taken the value of ρrad,0 = g∗Λ4 i.e. radiation energy density at

GUT scale with number of degrees of freedom g∗ = 100. Recall, in our model we have

taken Λ = 1015GeV, and f = mpl. If we neglect the φ̈ term in Eq. 8.13 and take H to

be constant then Eq. 8.13 becomes a reaction-diffusion equation (with time dependent

diffusion constant). The potential term here (the reaction term for the RD equation)

is new and we have not seen any standard RD equation with this form of the reaction

term. From the general analysis of RD equations, we expect this equation also to

have well defined propagating front solutions for appropriate boundary conditions.

Again, as for the chiral field case, we expect approximate solutions to survive even in
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the presence of second time derivative term, as well as with time dependent H, as in

Eq. 8.13 .

To solve this set of differential equations we need the initial field profile which sat-

isfies proper boundary condition. We have taken tanh profile of the field interpolating

between minimum of the potential at φ = πf and the maximum of the potential at

φ = 0. We have taken this profile for 1-D (planar propagating front) as well for 3D

case (spherically symmetric propagating front). In our earlier works [24–26] when we

have investigated reaction-diffusion dynamics, we have also taken exact solution of the

corresponding RD equation as initial profile which has zero velocity. In the present

case we take tanh profile as an example (which has sufficiently rapid fall off behavior

which helps us in doing simulation with limited size of lattice). Exact solutions for

this generalized RD equation are not known. Further, it is very important to mention

that even if one starts with a different profile interpolating between correct boundary

values, very quickly the profile changes to the appropriate profile corresponding to

the RD equation under consideration (see, discussion in ref. [24–26]) . So our results

for the propagating front are not sensitive to the initial profile. However, the choice

of the profile also determines the value of the field at the center of the domain, which

eventually will determine the full duration of inflation. The issue of dependence of

duration of inflation on the exact profile of the field requires long time simulations,

and will be addressed in a future publication. As we mentioned above, it is not easy

to determine the roll down of the field at the center of the domain simply from field

equations by neglecting the space dependence of field as ∇2φ terms plays most crucial

role in the motion of the propagating front (hence roll down of the field).

As we mentioned earlier, φ̇ term plays crucial role in the propagating front so-

lutions of the RD equations. For this purpose we have also considered a thermal

dissipation term in Eq. 8.13 along with the Hφ̇ term. With this, the equation of

motion for φ becomes

φ̈+ (3H + η)φ̇+
Λ2

f 2
sin(φ)− (∇2φ)

a2
= 0 (8.15)
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We have taken thermal dissipation term to be proportional to T . In the literature

different models for thermal dissipation have been discussed leading to T as well

as T 2 dependence [30, 33] . We take T dependence for the following reason. First

this leads to a large contribution from thermal dissipation compared to Hubble term

which gives better results for RD equation fronts. Though we will also present results

without any thermal dissipation term, i.e. with only 3Hφ̇ term as in Eq. 8.13, but

that requires larger domain size (still much smaller than the GUT Hubble size). One

can justify η ∼ T dependence compared to T 2 dependence as with T 2 dependence

the Hφ̇ term and ηφ̇ term will always have the same relative strengths in a radiation

dominated universe (with both H and T 2 ∼ 1/t). This is not reasonable as thermal

dissipation arises from particle interactions and we expect Hubble expansion effects

to become less relevant for later times for micro physics of particle interactions. Thus,

we take η to be of same magnitude as 3H at the Planck stage. (Corresponding to

the case when the Universe is in thermal Equilibrium at the Planck stage. Note, this

is only for estimate of η, we never use this equilibrium Planck stage in our model).

Subsequently we take η to decrease as proportional to T . In scaled coordinates η is

given by

η(T ) =
T

TPl
3HPl = 3

TPl
TGUT

H(TGUT )

a
(8.16)

with the scale factor a taken to be 1 at the GUT scale. Thus at the GUT scale

of 1015 GeV, η becomes about 104 times larger than the GUT scale Hubble constant.

However, effective Hubble constant for our case is much larger due to large contri-

bution of field gradient energy. With that large value of H, thermal dissipation is

found to be larger than 3H by a factor of about 500 at the GUT scale. Subsequently,

thermal dissipation becomes much larger as temperature decreases. This thermal dis-

sipation term is important for us only until the Hubble volume enters inflation (more

conservatively when the domain exits the Hubble volume). We find that by that time

temperature only decreases by about 4-5 orders of magnitude (from the GUT value),

so it is reasonable to take the standard picture of thermal dissipation. Subsequently,
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when inflation is established then even if thermal dissipation becomes ineffective, it

is of no consequence.

8.5 Numerical Results

We will consider the domain to be spherically symmetric such that the field in the

interior of the domain takes the value near the top of the potential, while it smoothly

changes to the true vacuum value at the boundary of the domain. In this sense, this

domain is something like an inverted bubble profile for a first order transition (as

the interior of the domain has high potential energy, note though that the potential

here corresponds to a second order transition). For the evolution of the profile of

the field in this domain, first we will consider a 1-D solution, where ∇2φ = d2φ
dz2 . For

large domains this should be a good approximation as the domain boundary will be

approximately planar. 1-D profile is used primarily due to boundary conditions for

the numerical solution as we will discuss below. We will later also give solutions of

3-D equation. We also include thermal dissipation as discussed above. Later we will

present results also for the case without any thermal dissipation. All the length and

time scales are expressed in the units of Λ−1 and φ is in the units of f .

8.5.1 1-D field profile

We take the propagating front to be planar, so that the resulting spatial derivative

becomes one-dimensional. The field equation Eq. 8.15 becomes:

φ̈+ (3H + η)φ̇+
Λ2

f 2
sin(φ)− 1

a2

d2φ

dz2
= 0. (8.17)

For large domains this should be a good approximation. For 1-D equation we have

taken symmetric initial profile w.r.t to the center of the domain which is taken to be

z = 0. The field profile from the center in positive z direction is taken as

φ(z) =
π

2
[1 + tanh((z − z0)/d)]. (8.18)
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Here, z0 characterizes the size of the domain where field is very close to 0, and d

gives initial thickness of the region in which field changes to the true vacuum value

(π) (recall, φ is in units of f in Eq. 8.15). The reason we evolve φ in the full domain,

even though the field is symmetric about the domain center, is because for numerical

evolution we need to fix boundary conditions. If we fix φ in the domain center to be

at the top of the potential (φ = 0) then it will raise concern whether the evolution of

the front, and any possible roll down of the field, is crucially affected due to this fixed

boundary condition (even though for large value of z0, φ at domain center should not

matter). To avoid such concerns we fix the field at the two ends of the domain to lie

at the true vacuum value, so that the field is free to roll down in the center. This is

also the reason we work with 1-D solution first. For 3-D case, with the radial profile

of φ, there is no option but to fix φ = 0 at r = 0. However, as we have already found

slowly propagating well defined fronts for the 1-D case, we are confident that the fixed

boundary condition at r = 0 for the 3-D case has insignificant effect on the evolution

of the field profile. (This is for the time scale for which we have carried out the

simulation. Eventually the field will roll down depending on the relative size of the

domain and the Hubble size, and at that stage the role of fixed boundary condition

at r = 0 will become important.)

The field profile at the initial stage (GUT scale) is shown in Fig. 8.5. The diameter

of this field domain is about 30 (everywhere, time and lengths are in units of Λ−1).

This is also the physical size of the domain as the scale factor a is taken to be 1

initially at the GUT scale. H−1
GUT ' 723 for GUT scale of 1015 GeV. This entire

H−1
GUT region is shown in Fig. 8.5 to illustrate that this field domain is much smaller

initially than the causal horizon. However, the energy of the field domain has very

large contributions from the gradient of the field due to non-trivial spatial profile of

φ. Including this contribution for the region containing the field domain, the actual

value of H−1 ' 33, which is still larger than the size of the field domain we have

taken. We again mention that we are working with a strong assumption of using

FRW metric with such highly inhomogeneous energy density distribution. We expect

that a complete solution of the problem will still not affect the roll down of the field
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being governed by (possibly a generalized) RD equation front, though it will certainly

affect the local expansion rate.
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Figure 8.5: Profile of φ for the initial field domain. The diameter of the domain is about

30 (everywhere, time and lengths are in units of Λ−1). This is also the physical size of

the domain as the scale factor a is taken to be 1 initially at the GUT scale. Note that

H−1
GUT ' 723 for GUT scale of 1015 GeV. This entire H−1

GUT region is shown in the figure to

illustrate that the field domain is much smaller initially than the causal horizon. However,

the field domain has very large contributions from the gradient of the field due to non-trivial

spatial profile of φ. Including this contribution for the region containing the field domain,

the actual value of H−1 ' 33, which is still larger than the size of the field domain.

We carry out the simulation by simultaneously solving Eqn. 8.14 (for 1-D) and

Eqn. 8.17 . So, for the initial field profile of Fig. 8.5 , we calculate total field energy,

and by taking the GUT scale Hubble size as the region of interest, we calculate field

energy density. We add to this the radiation energy density at the GUT scale (∼ g∗Λ4

with g∗ = 100) and then calculate resulting Hubble constant for this total energy

density. Due to very large contribution of field energy, the final Hubble constant is

much larger than the GUT scale Hubble constant. We find that the net value of H−1

is about 33 which is much smaller than H−1
GUT ∼ 723. With this new value of H the

field equation (Eq. 8.17) is solved for the evolution of the field profile. The evolution

of field configuration changes relative proportions of vacuum energy contribution, and

the gradient and kinetic energy of field, as well as radiation energy, and new Hubble

parameter is calculated at each time step with this changed energy density. We have
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evolved field configuration up to t = 110600 by which time the Hubble parameter

becomes almost constant due to complete dominance of the vacuum energy density

of the field profile over all other energy contributions.

Fig. 8.6 shows the final profile of φ at t = 110600 and the initial profile in the

comoving coordinates. Note that the shape of the propagating front has changed,

primarily to adopt to the correct solution of this generalized RD equation (Eq. 8.17).

The shrinking of the domain in comoving coordinates is insignificant and expansion of

the Universe leads to stretching of the domain in physical coordinates. The initial size

of the actual Hubble region H−1, incorporating field energy contributions, is about

33, which is still larger than the initial domain size.
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Figure 8.6: Final plot of φ in comoving coordinates at t ' 110600 is shown by the black

(dashed) curve. The blue (solid) curve shows the initial profile of the field. The initial size

of the actual Hubble region H−1, incorporating field energy contributions, is about 33, which

is still larger than the initial domain size.

Fig. 8.7 is the log-log plot of the evolution of energy density as well as of the Hubble

parameter. Fig. 8.7 a shows the evolution of different components of the energy density

as a function of time. Note, initially, the most dominant component is the kinetic

energy + gradient energy part of the field (which actually leads to much larger value

of H than what is expected at the GUT scale). With time, all other components

decrease except the vacuum energy density which remains essentially constant. Minor

changes in vacuum energy density occur due to adjustment of the field configuration
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with changed H (through the φ̇ term) during the evolution of the propagating front.

We find that the vacuum energy becomes most dominant component at t ' 14923.

Fig. 8.7 b shows the evolution of the Hubble parameter H (Eqn. 8.14) . During early

stages H changes non-trivially due to the adjustment of propagating front to correct

solution of the RD equation (also note, time is taken as t = 0 at the GUT scale, so

there is a constant tGUT in writing a relationship between the scale factor a and t).

Subsequently, H evolves as a power law, eventually turning over to a constant value

of H signaling the beginning of the inflationary phase. In Fig. 8.7 b, this beginning of

the inflationary phase happens around at t ' 15000 which coincides with the stage

of the dominance of the vacuum energy in Fig. 8.7 a.

Even though the vacuum energy becomes dominant by t ' 15000, as shown in

Fig. 8.7 , and H almost constant, if the field domain remains within the Hubble size

H−1 then, in principle, dynamics of field inside the domain can disturb the inflationary

phase. To apply the standard techniques of calculations of density fluctuations etc. we

need the domain to exit the horizon size so that proper 60 e−fold inflation can occur.

We have carried out the simulation until a stage so that the stretching of domain by

expansion completely overtakes the increase in H−1 (as H becomes almost constant

at late stages). This is shown in Fig. 8.8. Solid (black) curve shows the location of the

domain wall in physical coordinates, by noting down the position of the wall where

φ = 0.25 vev. Dashed (blue) curve shows the value of H−1. During initial stages, field

domain stretching due to universe expansion is insignificant compared to the increase

in the value of H−1 as shown in Fig. 8.8 a. However, towards the end of simulation,

H−1 becomes practically constant while physical size of the domain (due to expansion

of the Universe) keeps increasing. By the end of simulation here, at t ' 110600, as

shown in Fig. 8.8 b, one can see that the domain exits the horizon, marking beginning

of proper inflationary stage.

The duration of inflation will be decided by the roll down of the field at the center

of the domain. With the profile of φ as given above for Eq. 8.18 , φ is very close

to zero at z = 0. However, it gets pulled down during evolution due to non-zero

slope of the potential as well as due to the non-trivial profile of φ. Fig. 8.9 shows the
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evolution of φ(z = 0). (We show plot on linear scale here to focus on late part of the

evolution.) From this, one can estimate the time after which the field will become

significantly non-zero, causing it to rapidly roll down, thereby ending the period of

inflation. A rough estimate, assuming linear shape for the final stages in Fig. 8.9 , will

suggest that after time of order 1036, φ(z = 0) will become of order 1. (This may be a

serious overestimate given the shape of the plot. It may appear that the roll down is

exponential in nature. However, the roll down of the field at center here is governed

by complex factors depending on the gradient of the field and potential shape. It is

thus not clear that the nature of roll down remains same at later stages. Thus we do

not attempt to fit any specific function to this plot for determining the duration of

inflation.) This period of inflation crucially depends on the size z0 in the φ profile in

Eq. 8.18 . For a larger value of z0 duration of inflation will be larger, though at the

same time it will become harder to justify a very large value of z0.

8.5.2 3-D field profile

As we mentioned above, due to requirements of fixed boundary conditions for the

numerical evolution of field equations, 1-D case has advantage as one can properly

study the evolution of field at the center of the domain which is crucially important

for the total duration of inflation. Having done that in the previous section, we should

now study the 3-D case. This is particularly important as the nature of propagating

front solution of RD equations crucially depend on the form of the equation. For the

3-D case, for spherically symmetric field profile, the field equation, Eq.8.15 becomes:

φ̈+ (3H + η)φ̇+
Λ2

f 2
sin(φ)− 1

a2
(
d2φ

dr2
+

2

r

dφ

dr
) = 0. (8.19)

Solutions of this 3-D RD equation can have very different propagating fronts. For

example, in flat space one does not expect any static solution of 3-D RD equation

(with standard kinetic terms, due to the well known Derrick’s theorem). Indeed, we

find that the profile of the propagating front is wider for the 3-D case as compared

to the 1-D case (with the same parameter values). Due to this one needs to have a
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larger domain size. The radial field profile at the initial stage (GUT scale) is shown

by the solid (black) curve in Fig. 8.10 (plotting the region near the boundary of the

domain). Here also we take a tanh profile of the same form as in 1-D case with z0

giving the size of the region where φ is close to zero. The diameter of the field domain

in this case is taken to be about 87. Again, as for the 1-D case, H−1
GUT ' 723 for GUT

scale of 1015 GeV, but incorporating field energy contributions, the actual value of

H−1 ' 11. So, in this case the domain size is much larger than the actual H−1,

though still smaller than H−1
GUT . We again mention that the domain sizes used here

should be taken as examples where inflation is shown to occur. It is quite possible

that much smaller domain sizes (here as well as for the 1-D profile case) may still lead

to inflationary phase (especially if larger dissipation terms are chosen). The dashed

(red) curve in Fig. 8.10 shows the final profile of φ at the end of simulation. We have

run this simulation only until the stage when the vacuum energy starts dominating

over the other contributions. Fig. 8.11 shows plots of various components of energy

density, as well as the plot of the Hubble constant. Following the case of 1-D profile,

it is clear that the region will enter inflationary phase. Note, in this case we are not

able to study the roll down of the field at the center of the domain as field at r = 0

is fixed to be φ = 0.

8.5.3 Field evolution in the absence of any thermal dissipa-

tion

We have argued above that it is perfectly reasonable to take thermal dissipation term

in field equations. However, it is important to see whether in our model, inflationary

phase can occur even in the absence of such a thermal dissipation. For this, we take

a 1-D field profile given by Eq. 8.18 and evolve it with field equations without any

thermal dissipation. So the field equation is:

φ̈+ 3Hφ̇+
Λ2

f 2
sin(φ)− 1

a2

d2φ

dz2
= 0 (8.20)
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As the dissipation term is much smaller here, field evolution develops strong os-

cillations, which is very different from the steadily moving propagating fronts of RD

equation. However, as was discussed in ref. [24–26] , rough structure of propagating

front still remains. In fact, apart from some oscillations of the field at the front po-

sition, remaining evolution is again by slow motion of the front position. Thus one

will expect that one should again be able to get inflationary phase, though in this

case the vacuum energy needs to dominate over a much larger contributions from the

gradient and kinetic energy contributions resulting from oscillations.

Due to smaller dissipation, we need to take larger domain in this case (compared

to the 1-D case with thermal dissipation). The diameter of the field domain in this

case is taken to be about 73, which is 1/10 of H−1
GUT ' 723, but much larger than

actual H−1 ' 13 when field energy contributions are incorporated. Solid (black) curve

in Fig. 8.12 shows this initial field profile and the dashed (red) curve shows the final

profile of φ at the end of simulation. The final shape of the profile is almost stable

and changes very little subsequently. In this case the kinetic energy and gradient

energy of the field change much more slowly. In fact the kinetic energy and gradient

energy contributions are almost the same here (while in other cases the final kinetic

energy was much smaller than the gradient energy). We have run this simulation until

the stage when the kinetic energy + gradient energy becomes close to the vacuum

energy. It is clear from the plots that the vacuum energy part will become completely

dominant as in Fig. 8.7 a, leading to the inflationary phase. Fig. 8.13 shows plots of

various components of energy density, as well as evolution of H. Following the case

of 1-D profile, it is clear that the region will enter inflationary phase.

8.6 Discussion and Conclusions

We have studied evolution of a highly inhomogeneous field configuration, forming a

sub-horizon domain like structure, as one may expect to arise after a phase transition,

and have shown that in the presence of thermal dissipation a single such domain

can lead to inflation. This happens due to very special nature of propagating front
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solutions of RD equations which slows down field roll down sufficiently, allowing

domain structure to survive for long time. With this, the expansion of the Universe

is able to stretch the domain so that the vacuum energy starts dominating over other

forms of energy densities signaling beginning of inflation. The domain we take is still

larger than the thermal correlation length, but much smaller than H−1
GUT , and even

smaller than the Hubble parameter incorporating field energy contributions (for the

1-D profile case, and with thermal dissipation). In the absence of thermal dissipation,

(as well as for a 3-D field profile) we needed to take larger domains, but still one is

able to achieve the stage of dominance of vacuum energy.

One of the most important limitations of our analysis is that we have not accounted

for self gravity of these domains which will obviously affect the evolution of these

domains. We take FRW metric even in the presence of strongly inhomogeneous energy

density. To take care of this one needs to have a more rigorous simulation with full

Einstein’s equations as was done in ref. [19] . It is quite likely that even with such

evolution the special feature of these propagating front solutions of RD equations will

survive so that one may be able to achieve inflation with a more realistic field profile

than the conventional assumption of restricted field variation over super Hubble scales

which is hard to justify in view of small sizes of field correlation domains.

The requirement of strong dissipation in our model brings to attention the warm

inflation scenario [11] . There is strong dissipation present in the warm inflation case

which is responsible for the constant presence of thermal bath. Study of RD equation

solutions in warm inflation will certainly be very interesting and may provide new

possibilities. At the same time, it also points to another limitation of our analysis, that

is the neglect of fluctuation terms. Certainly, fluctuations will affect these propagating

fronts, as we had also noted in ref. [24–26] . We hope to incorporate these effects in

a future work.
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Figure 8.7: (a) Log-Log plot of the evolution of different components of the energy density as

a function of time. Solid (black), dotted (red), dashed (blue) curves show the contributions

of the field vacuum energy, the field kinetic energy + gradient energy (denoted by ρKE),

and the radiation energy density respectively. The vacuum energy becomes most dominant

component at t ' 14923. (b) Log-Log plot of the evolution of the Hubble parameter H. Dur-

ing early stages H changes non-trivially, subsequently, H evolves as a power law, eventually

turning over to a constant value of H signaling the beginning of the inflationary phase. In

(b), this happens around at t ' 15000 which coincides with the stage of the dominance of

the vacuum energy in (a).
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Figure 8.8: Solid (black) curve shows the location of the domain wall in physical coordi-

nates, by noting down the position of the wall where φ = 0.25vev. Dashed (blue) curve

shows the value of H−1. (a) During initial stages, field domain expansion is insignificant

compared to the increase in the value of H−1. (b) Towards the end of simulation, H−1 is

practically constant while physical size of the domain (due to expansion of the Universe)

keeps increasing. By the end of simulation here, at t ' 110600, one can see that the domain

exits the horizon, marking beginning of proper inflationary stage.
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Figure 8.9: The evolution of φ(z = 0). From this plot, one can make a rough estimate of

time after which the field will become significantly non-zero, ending the period of inflation.

A rough estimate (assuming linear shape for the final stages in this plot, which may be a

serious overestimate given the shape of the curve, which may very well be exponential) will

suggest that after time of order t ∼ 1036, φ(z = 0) will become of order 1. This period of

inflation crucially depends on the size z0 in the φ profile in Eq. 8.18. For a larger value

of z0 duration of inflation will be larger, though at the same time it will become harder to

justify a very large value of z0.
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Figure 8.10: The solid (blue) curve shows the initial radial profile of the field for the 3-D

field profile case. Final plot of φ (in comoving coordinates) at t = 9348 is shown by the

dashed (black) curve.
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Figure 8.11: (a)Evolution of different components of the energy density for the 3-D field

profile case. Solid (black), dotted (red), dashed (blue) curves show the contributions of the

field vacuum energy, the field kinetic energy + gradient energy (denoted by ρKE), and the

radiation energy density respectively. The simulation is run until the vacuum energy becomes

most dominant component indicating the beginning of inflationary phase. (b) Evolution of

the Hubble size H−1. Again, note the turning of the curve from linear shape when vacuum

energy starts dominating indicating the beginning of inflationary phase.
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Figure 8.12: Evolution of 1-D field profile for the case without any thermal dissipation. We

only show plot for z ≥ 0, the profile being symmetric about z = 0. The solid (blue) curve

shows the initial radial profile of the field. Final plot of φ (in comoving coordinates) at

t = 14430 is shown by the dashed (black) curve.
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Figure 8.13: Evolution of different components of the energy density for the case without any

thermal dissipation. Solid (black), dotted (red), dashed (blue) curves show the contributions

of the field vacuum energy, the field kinetic energy + gradient energy (denoted by ρKE), and

the radiation energy density respectively. The simulation is run until the kinetic energy +

gradient energy becomes close to the vacuum energy part.
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Chapter 9

Summary

Here we summarize the work presented in this thesis. After a general introduction

given in chapter 1, we have presented a brief review of QCD and the physics of QGP

in chapter 2. In chapter 2 we have discussed first order and second order phase tran-

sition using simple field theory models. In the case of first order phase transition

we have also introduced the notion of false vacuum decay. We then discussed dif-

ferent aspects of QCD phase transitions, specifically, the chiral transition and the

confinement-deconfinement (C-D) transition. We discussed the effective Lagrangians

for these transitions. For the C-D transition, we used the effective Lagrangian for the

thermal expectation value of the Polyakov loop which acts as an order parameter for

the C-D transition. For the chiral transition we used the linear sigma model written in

terms of the order parameter field Φ = (σ, ~π), which is an O(4) vector. Earlier it used

to be believed that the quark-hadron transition is of first order even at low chemical

potential (as in the early universe). However lattice results show that quark-hadron

transition is a cross-over for zero chemical potential and high temperature situation.

Variation of Polyakov Loop, chiral order parameter and their associated susceptibility

as a function of gauge coupling shows that the confinement-deconfinement transitions

and chiral transition happen almost simultaneously. In this chapter we have also dis-

cussed topological defects which emerge as a consequence of symmetry breaking phase

transitions. Whenever there is a phase transition based on spontaneous symmetry

breaking, topological defects are produced if they are allowed by the structure of the
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vacuum manifold. We have discussed the formation of domain walls in a simple field

theory model with a single real scalar field having double well potential. We have also

given the classification of different topological defects depending upon the homotopy

groups of the vacuum manifold. In the pure QCD gauge theory, Z(3) symmetry is

spontaneously broken. Thus the vacuum manifold has disconnected pieces. In this

case, domain walls appear as topological defects.

In the chapter 3 after a general introduction to neutron stars we have given a

comprehensive introduction to the the structure of neutron stars e.g., its mass and

radius, different phases inside the core of the neutron stars etc. Neutron superfluidity

exists in the core of the neutron stars at very high density. Superfluid vortex creep

model and two fluid model is very successful in explaining the pulsar glitch phenomena

which exploits the presence of neutron superfluidity. However recent observation of

anti-glitch cannot be explained by the vortex creep model. Apart from the nuclear

superfluidity, deconfined QCD phase e.g, QGP, 2SC phase, CFL phase etc. can exists

in the core of the neutron stars.

Chapter 4 and 5 present our research work where we have presented a unified

framework which can explain glitch as well as anti-glitch. Our approach is based

on the fact that phase transitions are typically associated with density change as

well as density fluctuation. Density fluctuation in the core of a stars will in general

lead to transient changes in its moment of inertia (MI), along with a permanent

change in MI due to phase transition. It affects the rotation of the neutron star

and hence the pulsar timings. Sensitive experiments ( δI
I
∼ 10−9) might be able

to detect it. It may provide sensitive probe for phase transitions in these compact

objects. Non zero off-diagonal components of MI arising from density fluctuations

imply wobbling of rotating neutron stars, which leads to modulation of peak intensity

of pulses. Density fluctuations will lead to rapidly changing quadrupole moment

which can be a new source for gravitational wave emission. We have considered net

change in the moment of inertia for a strong first order phase transition from hadronic

phase to QGP phase. Apart from the net change in moment of inertia we have also

considered transient change in moment of inertia coming from density fluctuations.
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We have also considered density fluctuations coming from topological defects. We

find that moment of inertia can increase or decrease, which gives the possibility of

accounting for the phenomenon of glitches and anti-glitches in a unified framework.

Density fluctuations arising during phase transitions crucially depend on the nature

of phase transition. Identification of these density fluctuations via pulsar timings

(and gravitational waves) can pin down the specific transition occurring inside the

pulsar core.

In chapter 6 we gave a general introduction to the physics of inflation. In early

universe cosmology inflation was introduced to resolve some issues of hot big bang

cosmology. Hot big bang cosmology suffers from the horizon problem, flatness prob-

lem and monopole problem. In chapter 6 we have discussed these problems and also

discussed how an accelerating phase in the early universe can resolve these issues.

This accelerating phase is also known as inflation. In this chapter we have discussed

old and new inflation models. In the context of new inflation model where inflaton

field start at φ = 0 and rolls towards the true vacuum, we have discussed the issue

of initial conditions. In the standard models of inflation, certain average value of the

inflaton field is assumed over entire Hubble volume. He have argued on the basis of

correlation domains that assumption of uniform field value over entire Hubble vol-

ume is not generic rather it is highly fine tuned. For a concrete discussion we have

taken Natural inflation model where Pseudo Nambu Goldstone boson plays the role

of inflaton field. In the case of Natural inflation we have reemphasized the issue of

initial conditions.

In chapter 7 we have taken a detour to discuss reaction-diffusion(RD) equation.

RD equation has very interesting traveling front solutions under proper boundary

conditions. propagating interfaces routinely arise in the context of RD equation even

when the underlying transition is a continuous transition or a cross-over. We pro-

vided a brief review of reaction-diffusion equations in Chapter 7. The only difference

between the field equations in relativistic field theory case and the reaction-diffusion

case is the absence of a second order time derivative in the latter case. The corre-

spondence between the two cases was, thus, established in the presence of a strong
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dissipation term leading to a dominant first order time derivative term. Basic feature

of RD equation is that, if the underlying potential of the field theory system has

local maxima and true minima then rolldown of the field from local maxima to true

minima will be slowed down. In the diffusion driven dynamics rolldown of the field is

very slow. On top of this if the system is expanding then a large region of space can

be disoriented from the true vacuum. We demonstrated the existence of propagating

front solutions for chiral phase transition in QCD even when the underlying transi-

tion is a cross-over or a continuous transition. As an example of RD equation for

expanding system we have demonstrated the formation of disoriented chiral conden-

sate (DCC) domains. DCC corresponds to formation of an extended region, where

the chiral field is misaligned from the true vacuum. Rapid roll down of the chiral field

to true vacuum is avoided due to a rapid three dimensional expansion of the system

which makes reaction-diffusion equation applicable for governing the dynamics of the

chiral field for this system. The discussion related to DCC is directly applicable to

the case of inflation.

In chapter 8 we have presented our work on the issue of initial conditions in infla-

tion and how to resolve it using reaction-diffusion equation. We have discussed the

issue of setting appropriate initial conditions for inflation. Specifically, we consider

natural inflation model and discuss the fine tuning required for setting almost homo-

geneous initial conditions over a region of order several times the Hubble size which is

orders of magnitude larger than any relevant correlation length for field fluctuations.

We then propose to use the special propagating front solutions of reaction-diffusion

equations for localized field domains of much smaller sizes. Due to very small veloci-

ties of these propagating fronts we find that the inflaton field in such a field domain

changes very slowly, contrary to naive expectation of rapid roll down to the true vac-

uum. Continued expansion leads to the energy density in the Hubble region being

dominated by the vacuum energy, thereby beginning the inflationary phase. Our re-

sults show that inflation can occur even with a single localized field domain of size

much smaller than the Hubble size. We discuss possible extensions of our results

for different inflationary models, as well as various limitations of our analysis (e.g.
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neglecting self gravity of the localized field domain).
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