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Summary 

In summary, nanoscale functionalization of 500 eV Ar ion-beam fabricated self-organized 

nanoscale patterned-Si [viz. nanorippled (NR)- and nanofaceted (NF)] substrates is carried out 

by decorating them with gold nanoparticles (Au-NPs) and sputter-grown conformal zinc tin 

oxide (ZTO) films for viable technological applications like substrate morphology-induced in-

plane plasmonic anisotropy, surface-enhanced Raman scattering, hitherto unseen fascinating 

low threshold turn-on field for cold cathode electron emission, and broadband antireflection. 

The templated-growth of e-beam evaporated Au-NPs at various oblique angles of incidence 

(65°-85°) leads to the self-organization of Au-NPs on NF- and NR-Si substrates. Interestingly, 

for NR-Si substrates, the growth of Au-NPs take place along the ripple patterns, resulting in 

the formation of Au-NP arrays. In the present case, tunability in the size and interparticle gap 

of Au-NPs is achieved by altering the growth angle. Therefore, optical reflection and 

ellipsometric studies confirm the anisotropic morphology-driven in-plane plasmonic 

anisotropy exhibited by arrays of Au-NPs which is further utilized for the SERS-based 

detection of crystal violet (CV) dye. On the other hand, the self-organized growth of Au-NPs 

on NF-Si selectively occur at the apexes and/or sidewalls of the same depending upon their 

growth angle. In the present case, growth angle is the key parameter to tune the decoration of 

Au-NPs on Si-NFs in a fascinating way to reveal hitherto unseen ultralow threshold fields in 

the range of (0.27-0.6 V μm-1) for cold cathode electron emission with excellent stability in 

tunneling current. Kelvin probe force microscopy (KPFM) measurements reveal the decreasing 

work function with increasing growth angle. Dual pass tunneling current microscopy 

(DPTCM) measurements manifest the origin of tunneling current from the sites of Au-NPs on 

Si-NFs. Finite element method (FEM)-based electrostatic field simulations confirm that the 

field enhancement takes place mostly at the apexes of Si-NFs which further improves after 

their decoration with Au-NPs. In addition to this, sputter-grown ZTO films (60 nm-thick) 

conformally grown on NR- and NF-Si substrates exhibit superior broadband antireflection. 

Thus, functionalization of low energy ion-beam patterned Si substrates by decorating them 

with Au-NPs offers potential applications in plasmonics, SERS-based sensing of chemical and 

biological complexes, and low-power field emitters. Likewise, fabrication of ZTO films on 

patterned-Si substrates leads to AR coatings for solar cells. 
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CHAPTER 1 

Introduction 

1.1 Preamble 

Nanotechnology is the fabrication and engineering of functional materials, devices and systems 

by controlling the dimension of matter at nanoscale leading to out of the box, novel, and 

fascinating physical, chemical, and biological properties. Nanotechnology includes the 

synthesis, characterization, exploration, and utilization of nanostructured materials not only for 

fundamental research, but also for practical and futuristic applications [1,2]. 

Way back in 1959, Richard P. Feynman in his famous lecture [3], “There’s plenty of room at 

the bottom”, pointed out that control of matter at nanometer length scale could emerge to very 

exciting phenomena that might revolutionize the understanding of science and unleash new 

horizon in materials research to provide new insights to the world of technology [1,4]. 

Thereafter, the journey of technology miniaturization started from bulk macroscopic to 

nanoscale world in terms of functional nanostructures. During last 50 years, the nanostructured 

materials with tailorable functional properties have been extensively explored and currently a 

multitude of nanoscale devices are available in the market [5]. 

There are two basic approaches for fabrication of surface nanostructures and useful devices on 

various substrates including metals, semiconductors, and insulators in a controlled and 

repeatable manner namely, the ‘top-down’ and ‘bottom-up’ techniques [6]. Top-down 

approach refers to slicing or successively cutting of bulk materials into nanoscale objects, 

however, bottom-up approach is the build-up of material from scratch, i.e. adding atom by atom 

or molecule by molecule. Among all commonly known top-down strategies surface 

nanostructuring is essentially the removal of atoms from the surface of materials which results 
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in the evolution of surface nanostructures with the aid of a multitude of atomistic processes. 

This is inherently a non-equilibrium stochastic phenomenon and is governed by a competition 

between inherent thermodynamic and externally activated kinetic characteristics of materials 

systems. This stochastic erosion process of flat surfaces towards fabrication of nanostructures 

is widely known as ‘self-organization’. Special attention has been paid to understand the self-

organization phenomenon of nanostructures for their extraordinary and directional properties 

[2]. 

A lot of top-down approaches are available for the fabrication of surface nanostructures, e.g. 

chemical lithography [7–10] or electron-beam lithography [11–13]. Among these ion-beam 

induced self-organized pattern formation has drawn a lot of attention due to its high throughput 

and large area (wafer scale) production and relative cost-effectiveness. Ion-beam sputtering 

(IBS) is the ejection of material from the solid surfaces through the impact of energetic particles 

[14] which essentially gives rise to a gamut of nanoscale periodic patterns on surfaces. This 

technique has found important applications not only in basic research but also in potential 

applications due to a superior control over energy and spatial distribution of the ion species. 

In the context of ion-solid interaction, the energy range of ions can be classified into three 

broad regimes: Low energy ions (0.5−10 keV),  medium energy ions (10−500 keV), and high 

energy ions (> 500 keV) [15]. 

1.2 Self-organized nanoscale pattern formation 

Back in the 1960s, Navez et al. bombarded glass surfaces with a 4 keV ion beam of air and 

found that in the course of sputtering, periodic structures (with their wavelength in nanometer 

regime) appeared on flat surfaces [16]. It took more than three decades for this novel 

phenomenon to boost up as a research interest when it was realized that there might be a plenty 

of scopes for using such nanoscale patterns for potential technological applications. Hence, 

intensive research started in this field to fabricate a gamut of exotic patterns on a wide class of 
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materials including metals, semiconductors, and insulators. Subsequently, it became important 

to develop a good theoretical understanding on ion-beam induced pattern formation. As a 

result, lot of theoretical models were developed to explain the experimental results and it was 

found that the evolution of the surface morphology during ion-beam sputtering is a complex 

phenomenon and various factors are involved behind the same. Ion-beam induced self-

organized patterns are fabricated under the dynamic balance of both roughening and 

smoothening processes where incident ion beam randomly roughens the surface, whereas 

smoothing works simultaneously towards annealing out very small perturbations. 

It is noteworthy that ion-beam induced surface nanostructuring depends a lot on various 

experimental parameters like ion-incident angle, -energy, -flux, -mass, -fluence, substrate 

temperature, and composition of the substrate. Hence, patterns evolution by varying these 

parameters has been widely explored by many researchers [14,17–20]. For example, Basu et 

al. [20] have reported that due to 500 eV Ar-ion bombardment on Si surface, there is no pattern 

formation in the angular window of 0º–50º, albeit, parallel ripples start to evolve at 51º and 

they get more prominent in the angular window of 60º–65º. However, broken ripples start to 

appear at 67º which leads to nanoscale facet formation in a very small angular window of 70º–

73º. At grazing incidence of 80º perpendicular-mode ripples are observed. On the other hand, 

Facsko et al. have reported the evolution of hexagonally arranged nanoscale dot structures on 

GaSb substrates for normal incident Ar-ions [21]. Ou et al. have observed checkerboard-like 

patterns on Ge surfaces upon ion irradiation at elevated temperatures [22]. In fact, as stated 

earlier, ion induced ripple formation has been widely explored for different kinds of materials 

like semiconductors [19–27], insulators [19,28–30], metals [31,32], and polymers [33].  

Fabrication of ion induced patterned surfaces is not only fascinating from fundamental physics 

point of view, but also important for a number of intriguing applications. For instance, 

nanostructured surfaces with a high aspect ratio may exhibit antireflection property due to 
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graded refractive index [34–37] which can be useful for enhancing the photoconversion 

efficiency of solar cells [38,39]. Likewise, arrays of vertically oriented pillars can be used in 

fabrication of self-cleaning surfaces [40,41], optoelectronic devices [41,42], thermoelectric 

generators [43], and field emitting devices [44,45]. On the other hand, ripple-like sinusoidal 

sculpting of surfaces have their own set of applications. For example, Ranjan et al. have shown 

that ripples are capable of growing self-organized Ag nanoparticles which leads to a tunable 

in-plane optical anisotropy [46,47]. In addition, Sooraj et al. have reported blood-glucose 

detection using surface-enhanced Raman scattering (SERS) of Ag nanoparticles deposited on 

rippled substrates [48]. In another work, Bhatnagar et al. have demonstrated the self-

organization of silver nanoparticles on low energy ion-beam fabricated GaSb-nanodots for 

broadband antireflection properties [49]. In a fascinating report, Teschome et al. have aligned 

Au nanoparticles on DNA origami nanotubes grown on rippled-Si substrates for arrays of 

parallel nanoparticle chains [50]. Further, Mollick et al. have shown strong uniaxial magnetic 

anisotropy in deposited Co films on grating-like Ge patterns [26]. All these reports clearly 

indicate that ion-beam patterned surfaces are potential candidates for improving the 

photovoltaic, optoelectronic, plasmonics, field emission, nanoscale magnetism, and biological 

applications. Thus, it becomes obvious that a lot more can be done by using self-organized 

patterned substrates as templates for fabrication of modern architecture-based nanoscale 

devices.  

In the present thesis, we have carried out nanoscale functionalization of ion-beam patterned 

silicon templates by decorating them with self-organized gold nanoparticles. A brief 

introduction on the growth processes of thin films and self-organization of nanoparticles is 

provided in the following section.      
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1.3 Growth of thin films and self-organized nanoparticles  

The physical properties of a bulk material change drastically upon forming the assembly of 

atoms and molecules in a confined region due to quantum confinement effects [51,52]. For 

example C is a non-metal but when it is considered at the nanoscale, graphene is a good 

electrical conductor. When a bulk material is successively sliced along its dimensions then it 

leads to the formation of thin films, nanowires, and nanoparticles (or nanodots) which are 

essentially the 2D, 1D, and 0D counterparts of the original material, respectively. Quantum 

confinement imposes a restriction on the motion of randomly moving electrons, leading to their 

motion in discrete and specific energy levels and hence, quantum mechanics reflects the atomic 

realm of particles. It is interesting to note that density of states of semiconductors is strongly 

influenced by the quantum confinement [53]. As depicted in Fig. 1.1, by continuously slicing 

down the bulk material into smaller pieces, the density of states alter its dependence on energy 

as E, E0, E-1/2, and E-3/2 corresponding to bulk (3D), thin films (2D), nanowires (1D), and 

nanodots (0D), respectively. 

The bottom-up approach is necessarily the fabrication of nanomaterials by successive assembly 

of particles together to make a larger structure. It is further classified into two broad categories 

namely physical vapour deposition (PVD) [54–57] and chemical vapour deposition (CVD) 

[58–60]. As the name suggests, PVD is a set of techniques, which uses primarily the physical 

means to deposit a thin layer of material. In fact, a solid precursor material is gasified through 

the use of high-power electricity or intense laser pulses or low energy plasma jets and these 

gasified atoms are allowed to condense on a substrate. On the other hand, CVD technique 

involves the mixing of source materials with one or more volatile precursors which work as 

carriers. 
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Growth of thin films and nanostructures have enabled a wide range of technological 

breakthroughs in areas such as energy generation (thin film based solar cells) [61–63] and their 

storage (thin-film batteries, super-capacitors) [64–67], magnetic and electrical recording media 

[68–75], semiconductor devices [76–79], optical coatings [80–85] including antireflective 

coatings, hard coatings on machineries, and cutting tools etc. In addition to this, nanowires and 

nanoparticles are also being used in various promising technological applications such as 

photodetectors [86–88], field induced electron emitting sources [89–93], plasmonic solar cells 

[94–97], magnetic memories [98,99], surface-enhanced Raman scattering (SERS)-based 

molecular level detection [48,100–102], etc. 

In this thesis, we have used the top-down and bottom-up approaches to demonstrate a set of 

novel applications based on nanostructured Si surfaces. First, we have used ion-beam 

sputtering technique (top-down approach) for fabrication of self-organized silicon 

nanostructures. Here, the achieved self-organization of these nanostructures is a special feature 

of ion-beams [14]. Further to this, bottom-up approach is used to functionalize silicon 

nanopatterned (prepared by top-down approach) substrates by depositing metal nanoparticles 

Figure 1.1: The density of states of bulk (3D), thin films (2D), nanowires (1D), and nanodots 

(0D). 
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on the same. The self-organization of nanoparticles on the same patterned substrates is of prime 

interest. 

Self-organization 

Self-organization is a process of non-random ordering of spatially distributed entities into 

predictable patterns or structures without any management from an outside source [103]. The 

self-organization is governed by the normal processes of nucleation and growth [103] where 

ultimate driving force is the energy minimization via weak intermolecular interactions. For a 

self-organizing system to reach the minimum free energy configuration, there has to be enough 

thermal energy to allow the mass transport of the self-organizing atoms/molecules [103]. 

Hence, kinetic effects and surface defects can also play a very strong role. Small assemblies 

are formed because of the attractive interactions between the components. 

Nanoscale functionalization of ion-beam patterned templates via deposition of thin films and/or 

nanoparticles have potential importance in various technological applications. A set of novel 

applications of nanofunctionalized ion-beam patterned silicon templates (presented in this 

thesis) are briefly introduced in the subsequent sections.  

1.4 Cold cathode electron emission 

The phenomenon of electron field emission is associated with the quantum mechanical 

tunneling process whereby electrons tunnel through the potential barrier from a metal or a 

semiconductor surface into vacuum under the influence of an applied electrostatic field [104–

107]. The applied electric field helps in deforming and narrowing the potential barrier for the 

electrons at the emitter surface and allows to tunnel electrons through it. It is termed as cold 

cathode electron emission since there is no role of temperature in electron emission process 

and it can take place at RT.  
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There is a growing interest in research field emission process due to its ability of dealing with 

high voltage, high current density, high speed, temperature insensitive, and radiation hardened 

applications. Now-a-days, field emission is the most commonly used source of vacuum 

breakdown and electrical discharge phenomena which provides fantastic applications such as 

flat panel displays, bright electron sources for high-resolution electron microscopes, 

microwave power amplifiers, space applications, as well as gas and mass sensors [105–113].  

In 1897, R. W. Wood observed electron field emission for the first time while performing some 

experiments on a discharge tube [114]. The emission mechanism is a complete reduction of the 

potential barrier up to the Fermi level which was first explained by Schottky [114]. Later on, 

Gossling proposed that the electron field emission process is independent up to 1500 K [115] 

and therefore, he suggested that there might be quantum mechanical tunneling mechanism 

responsible for this type of electron emission. The complete theory was formulated by Ralph 

H. Fowler and Lothar W. Nordheim [116] using modern wave mechanical formulation of 

quantum mechanics in 1928. The derived equation was named as Fowler-Nordheim (F-N) 

equation after them. This quantum mechanical tunneling process is an important mechanism 

of electron transfer through thin barrier existing in metal-vacuum junction. The F-N theory is 

based on the following assumptions: 

 The temperature of the metal emitter is 0 K. 

 There are free electrons in metals and free electron model is valid. 

 The emitter surface is smooth and the work function is uniform across the emitting 

surface which is not affected by externally applied electric field. 

 The potential barrier close to the surface consists of an applied electric field induced 

potential in the vacuum region and its image force potential. 

The field emission process is governed by Fowler-Nordheim tunneling [116] as expressed by 

the equation:  
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𝐽 = 𝐴 (
𝛽2𝐸2

𝜙
) exp⁡(

−𝐵𝜙3/2

𝛽𝐸
), 

where J is the electron emission current density (A m-2) and E is the electric field at the emitting 

surface (V µm-1). A and B are constants having values 1.56×10-10 A V-2 eV and 6.83×103 V eV-

1.5 µm-1, respectively [116,117]. The enhancement factor, β, is defined by the ratio of local to 

the applied electric field which depends on the geometry of field emitting structures such as 

composition, tip diameter, and the aspect ratio. The other parameter is the work function (ϕ) of 

field emitting material which is realized as the potential barrier at material-vacuum interface. 

Hence, the FE characteristics can be improved by tailoring the geometry in terms of 

morphology, tip size, aspect ratio, etc. and/or by reducing the work function via modification 

of the electronic structure [91,93,107,118–120].  

Figure 1.2: The Fermi-Dirac distribution of electrons in metals (left) at some finite temperature, 

one dimensional potential energy V(z) experienced by an electron as a function of its distance 

z from the surface of the metal under the influence of an applied electric field (center), and the 

electron current density J(E) distribution (right). 

In this thesis, we demonstrate the growth angle-dependent self-organization of Au 

nanoparticles on low energy ion-beam fabricated nanofaceted-Si structures and their 
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fascinating low threshold, tunable field emission property using bulk field emission 

measurements. Since it is not possible to probe the emission sites of tunneling electrons, AFM-

based dual pass tunneling current microscopy (DPTCM) technique is employed to probe the 

same. 

1.5 Surface-enhanced Raman spectroscopy 

Surface-enhanced Raman spectroscopy (SERS) is a powerful vibrational spectroscopy-based 

technique which is used for highly sensitive structural detection of low concentration analytes 

through the amplification of electromagnetic fields generated predominantly by the excitation 

of localized surface plasmons and to a lesser extent by chemical effects (charge transfer) 

[121,122]. Standard Raman spectroscopy is limited to the detection of very high concentrations 

due to much lower scattering cross-section (10-30 cm2). However, metal 

nanostructures/nanoparticles provide a large increase in the scattering cross-section (> 10-16 

cm2) makes SERS a superior method for molecular sensing [123,124]. Hence, SERS has 

emerged as a useful technique for single molecule level detection and molecular sensing 

[121,122]. In the case of SERS, when a laser beam is incident on two metal nanoparticles 

(separated by a few nanometer gap) in a particular orientation, there is a strong focusing of 

optical energy (near field enhancement) in the gap between two nanoparticles due to their 

dipolar interaction which is called as hotspot. A molecule present in this hotspot will get an 

enormous energy to make a transition from its ground state to an excited state (Stokes 

scattering) or jump down from an excited state to the ground state (anti-stokes scattering) 

giving a vibrational signal of that particular molecule. This technique of molecular detection is 

known as surface-enhanced Raman spectroscopy. According to electromagnetic theory, SERS 

is the result of double resonant phenomenon as the incident and Raman scattered fields (stokes 

and anti-stokes lines) are resonantly enhanced by the surface plasmons. In fact, the metal 

nanoparticles can scatter light at the Raman shifted wavelength. Hence, the intensity of Raman 
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scattering by molecules close to nanoparticle surface is enhanced by a factor of 

|Elocal(ωexc)/Eincident(ωexc)|
4 [125,126] where ωexc is the excitation frequency.  

The field of molecular detection by SERS has grown in multitude of directions. During the last 

few decades, there are a number of applications in the field of chemical, material, and particular 

life sciences is rapidly increasing [121,122,127–129]. However, it was predicted theoretically 

that in an array (chain) of nanoparticles the field enhancement is even larger compared to two 

nanoparticles [130,131]. Recently, Arya et al. have simulated near-field mapping of ripple 

pattern supported metal nanoparticles arrays and shown that the interparticle gap and ordering 

of nanoparticles play an important role in calculated and the measured SERS response where 

a high intensity Raman signal is obtained for arrays of ordered elongated nanoparticles 

compared to non-ordered and the aligned configuration of spherical nanoparticles on the 

rippled surface [132]. Bhatnagar et al. have shown that ion-beam fabricated GaSb nanodots 

can be used for templates for silver nanoparticles growth and shown a LSPR-boosted binary 

platform for broadband light harvesting and SERS property [49]. Recently, Sooraj et al. have 

used 1D arrays of self-organized Ag nanoparticles on rippled-Si substrates and demonstrated 

the detection of glucose with lower concentration than blood glucose level [48].  

In this thesis, we have investigated the efficacy of self-organized Au nanoparticles on rippled-

Si substrates as an effective SERS substrate for the detection of crystal violet dye. From our 

experiments, the effect of Au nanoparticles size and their growth direction on rippled-Si 

substrates are systematically studied. To check the effect of ordering of nanoparticles, SERS 

of Au nanoparticles on as-obtained Si substrates are also examined and compared. 

1.6 Motivation 

Aforementioned ion-beam induced pattern formation on a semiconductor surface is a self-

organization process having nanoscale features. The formation of these patterns is theoretically 

explained by taking into account mainly two competing processes, viz. roughening due to 
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curvature-dependent sputtering and impact-induced mass redistribution as well as surface 

relaxation processes like ion-induced effective diffusion [133–138]. On the other hand, from 

last few decades, a lot of experiments are performed in the quest of different exotic patterns on 

metals, insulators, semiconductors, and polymers with their tunability based on ion-matter 

interactions [20,22,25,27,29,31,33]. These self-organized patterns are very useful as templates 

for various applications, viz. antireflection surfaces, solar cells, magnetic/optical anisotropy, 

magnetic memories etc. Our motivation behind the present thesis is to fabricate and make use 

of these self-organized patterns as templates and demonstrate their efficacy for a set of novel 

applications.        

Importance of Si as a target: Silicon is chosen as the base material for the experimental work 

carried out under the scope of the present thesis. It is a mono-elemental target whose physical 

properties are well-known, second abundant material in the earth’s crust (28%), mature 

fabrication and device manufacturing techniques, and the ease in forming oxide used for 

insulators in microelectronic circuits. In addition, it is the easily amorphizable upon ion 

irradiation. Thus, due to its popularity in microelectronics and device fabrication technologies, 

study of ion-beam induced patterns is well studied in literature [14,139]. Hence, it becomes 

further important to explore the futuristic and more innovative applications using silicon-based 

ion-beam patterns as templates/building blocks. Argon ions are chosen here due to its inert 

nature. 

Angle-dependent growth of gold nanoparticles (Au-NPs): The nucleation and growth of 

nanoparticles is mainly affected by the surface free energies of nanoparticles and the host 

material surfaces. Moreover, the presence of surface defects can also alter the wettability of 

surfaces for incident material flux. In addition, the growth of nanoparticles on patterned 

surfaces can drastically change their interaction with surfaces and of course their self-

organization. Hence, the growth kinetics of nanoparticles is of special interest on patterned 
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surfaces. In the present thesis, we have made an attempt to study the growth angle-dependent 

properties of Au-NPs on ion-beam patterned silicon surfaces.    

Optical anisotropy of self-organized Au-NPs on nanopatterned-Si: The optical anisotropy 

is a phenomenon which is observed when the speed of light in a medium depends upon the 

polarization plane of the electromagnetic wave. On the basis of material-dependent property 

(i.e. dielectric tensor), optical anisotropy is classified into two broad categories: the one where 

the uniaxial anisotropy is defined as Ɛx = Ɛy ≠ Ɛz and the biaxial anisotropy is the case for Ɛx ≠ 

Ɛy ≠ Ɛz. Besides the birefringent crystals, the anisotropy in optical properties of a host matrix 

can be tailored by incorporating optically-active foreign material in an ordered manner. In this 

context, the role of patterned substrates in creating the ordered or self-assembled materials 

come into picture. In fact, uniaxial and biaxial anisotropies can be tailored by oblique angle 

deposition of a material on rotationally and two fold symmetric patterns, respectively.  

In the present thesis, the optical anisotropy induced by oblique angle, self-organized growth of 

Au-NPs on ion-beam patterned nanoscale rippled- and faceted-Si substrates are of prime 

interest. However, interpretation of experimentally observed optical anisotropy using 

spectroscopic ellipsometry and further fitting an adequate physical model for comparing the 

best fit of computed optical parameters with experimentally observed ones are of interest and 

are studied in the present thesis. 

SERS detection of crystal violet dye: Surface-enhanced Raman spectroscopy is a vibrational 

spectroscopy technique predominantly based on electromagnetic field enhancement by the 

excitation of localized surface plasmons of metal nanostructures, which is used for detection 

of Raman active molecules at low concentrations. The self-organized arrays of Au-NPs on 

nanorippled-Si substrates exhibit a fascinating local surface plasmon resonance. In particular, 

oblique angle growth of Au-NPs leads to different sizes of nanoparticles along with their 
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tunable coverage area which is quite interesting to explore in the framework of SERS detection 

of crystal violet dye.           

Cold cathode field electron emission from self-organized Au-NPs on nanofaceted-Si: Field 

electron emission has drawn a lot of attention because of its possible applications as a 

fascinatingly low and efficient point electron source in electron microscopes, x-ray sources, 

flat panel displays, space applications, and microwave amplifiers. It has been reported by our 

group that ion-beam fabricated smaller facets leads to a lower turn-on threshold field since 

more native oxide coverage is observed on relatively bigger facets [108]. Therefore, it will be 

important to revisit and optimize the fabrication process to further lower down the threshold 

field for cold cathode electron emission from Si-NFs. In this thesis we demonstrate that the 

lowest threshold field is achieved for Si-NFs fabricated at an incident ion angle of 71º and 

having low oxide coverage. The aim of the present study is to further lower down the threshold 

turn-on field for electron emission. It is quite motivating from the literature that field emission 

can be further enhanced by deposition of metal nanoparticles on top of the silicon 

nanostructures [140,141]. Therefore, Au-NPs are deposited on nanofaceted-Si substrates in an 

angular window of 65° to 85° and fascinating field electron emission characteristics are 

observed corresponding to a growth angle of 70º where the turn-on field is extremely low (e.g. 

0.27 V µm-1). Thus, the present study suggests that ion-beam fabricated Si-NFs having low 

aspect ratios may be good field emitters. 

Antireflection of ZTO films on nanostructured-Si: As the name suggests, antireflection 

(AR) coating is a type of optical coating to reduce the reflection losses by destructive 

interference of incident and reflected light from an interface. In this context, silicon is a poor 

absorber of light due to its indirect band gap. As a matter of fact, more than 35% of the incident 

light is lost through Fresnel reflection due to a large and abrupt change in the refractive index 

at the interface of Si (nSi~3.4) and air (nair=1). An efficient AR coating, preferably in the form 
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of a transparent conducting oxide (e.g. sputter-grown ZnO:SnO2 (or ZTO) thin films in the 

present case), is required to improve the performance of a silicon solar cell via an increased 

light absorption. It is important to note that a single layer TCO coating on a flat-Si substrate 

can work as antireflection coating for a single wavelength, however the same coating on 

mirco/nano-patterned surfaces can efficiently reduce the reflection losses over a broad spectral 

range [36,37]. This is the fact, which motivated us to study the efficacy of thickness-dependent 

AR in case of ZTO films grown on ion-beam patterned Si substrates. 

1.7 Outlines of the thesis 

This thesis presents nanoscale functionalization of low energy Ar-ion beam fabricated 

nanoscale patterned-Si substrates as templates for a set of important applications. For this 

purpose, we have optimized the angle-dependent growth of Au-NPs on rippled-and faceted-Si 

substrates. It is interesting to note that the self-organized Au-NPs on rippled-Si substrates 

exhibit in-plane optical anisotropy, as investigated by spectroscopic ellipsometry 

measurements and fitting the data using physical models.  We have achieved fascinating low 

threshold turn-on fields and highly stable cold cathode electron emission from self-organized 

Au-NPs on nanofaceted-Si substrates. We attempt to demonstrate SERS efficacy of 2D arrays 

of self-organized Au-NPs on rippled-Si substrates towards sensing the of crystal violet dye. In 

addition to this, we have demonstrated the film thickness-dependent broadband antireflection 

from the conformally-grown ZTO films on nanoscale rippled- and faceted-Si substrates using 

sputter deposition technique. The thesis is organized in the following manner: 

Chapter 1: In this chapter, a brief review on ion-beam induced fabrication of silicon patterns 

is provided. It also deals with the growth of thin films and self-organized nanoparticles. A 

thorough literature survey is also provided as the functionalization of ion irradiation induced 

self-organized patterned surfaces. In this chapter, we have also incorporated the motivation 

behind the present thesis work.  
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Chapter 2: This chapter describes the experimental techniques employed for carrying out the 

studies presented in this thesis. 

Chapter 3: In this chapter, we first introduce the statistical methods for characterization of 

surfaces. Afterwards, a brief introduction on ion-solid interaction and continuum theory-based 

models are provided to describe the evolution of surface morphology on Si substrates. A detail 

discussion on the simulation codes (SRIM, TRIDYN, and SDTrimSP) on ion-solid interaction 

are provided and are compared the results of simulation obtained for 500 eV Ar-ion 

bombardment in Si. Growth kinetics of thin films, nucleation, and coalescence of metallic thin 

films are also discussed in this chapter.  

Chapter 4: This chapter describes the nanoscale functionalization of nanorippled-Si 

substrates. In doing so, the angle-dependent growth of Au-NPs on nanopatterned silicon 

substrates is discussed in terms of morphological and compositional aspects. For Au-NPs 

grown on rippled-Si substrates, we have used the spectroscopic ellipsometry technique to 

investigate the growth angle-dependent in-plane anisotropy using p-polarized light and optical 

models are used to fit the experimental data to reveal the complex dielectric constants. In 

addition, the SERS detection of crystal violet dye is also demonstrated by using local surface 

plasmon resonance of 2D arrays of Au-NPs on self-assembled rippled-Si substrates. 

Chapter 5: This chapter demonstrates the nanoscale functionalization of nanofaceted-Si 

substrates. In the quest of achieving highly stable and efficient cold cathode electron emission 

(with low threshold turn-on field) from these nanostructures, the process of nanoscale facets 

formation is optimized. Further, we have studied the growth angle-dependence of Au-NPs to 

achieve tunable field emission (FE) from nanofaceted-Si substrates. The turn-on field of 

nanofaceted-Si substrates has been significantly lowered down by Au-NPs decoration. We 

measure the turn-on field, enhancement factor, and the stability of FE from the bulk current-

voltage characteristics. However, bulk measurements cannot reveal the regions which mostly 
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contribute to the field induced electron emission from these Si-NFs. In order to overcome this 

problem, atomic force microscope-based dual pass tunneling current microscopy (DPTCM) in 

conjunction with Kelvin probe force microscopy (KPFM) are employed. These measurements 

clearly show that both apexes and sidewalls of nanofaceted-Si contribute to the field induced 

electron emission when they are decorated with Au-NPs in contrast to bare Si-NFs where the 

sidewalls and valleys (but not the apexes) contribute to the FE process. 

Chapter 6: In this chapter, antireflection efficacy of conformally-grown ZTO thin films on 

nanorippled- and nanofaceted-Si substrates are investigated. Antireflection property of the 

nanopatterned-Si substrates is characterized using UV-Vis-NIR spectrophotometer. A 

significant reduction in the reflectance is observed for as-prepared nanorippled- and 

nanofaceted-Si substrates compared to flat-Si due to multiple reflection of light among the 

neighbouring facets. Interestingly, the sputter-grown ZTO overlayers demonstrate excellent 

AR property, albeit, upon depositing them on patterned surfaces (particularly on Si-NFs) 

exhibit a tunable AR coating over a broad range of optical spectrum. 

Chapter 7: In this chapter, we have summarized the outcome of the present thesis work. 

Further, we have outlined the future scope of experimental studies based on our findings and 

their importance towards a deeper understanding of ion induced pattern formation and their 

possible applications. 
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 CHAPTER 2 

 

Experimental techniques 

The experimental studies presented in this thesis cover the fabrication of self-organized 

nanoscale patterns on silicon surfaces by bombardment of 500 eV energy Ar-ions at different 

oblique angles and demonstrate the usefulness of these patterned-substrates as templates for 

antireflection coatings, SERS substrates, and field emission devices. During the course of this 

study, an electron cyclotron resonance (ECR) based low energy (0−2 keV) broad beam (2 in. 

diameter) gaseous ion source was used for ion bombardment. It is noteworthy that two distinct 

type of patterns were fabricated on silicon surface by simply varying the incident angle of ions. 

These patterned-Si substrates were used as templates for the growth of zinc tin oxide (ZTO) 

thin films by using RF sputtering technique towards studying their antireflection property. 

In addition, patterned-Si substrates were functionalized by deposition of gold nanoparticles 

(NPs) at various oblique angles using electron beam evaporation technique. For instance, Au-

NPs decorated patterned-Si substrates were used for SERS and cold cathode electron emission. 

In this chapter, we briefly introduce the basic working principles of these experimental 

techniques and their instruments. 

2.1 Low energy ion-source integrated molecular beam epitaxy 

system 

As the name suggests, molecular beam epitaxy (MBE) is a sophisticated ultra-high vacuum 

technique to grow epitaxial thin films (far from thermodynamic equilibrium) with extreme 

regularity in layer thickness and composition, arising from precisely controlled deposition rates 

[1,2]. The term epitaxy comes from the Greek root “epi” and “taxis” which correspond to 

“above” and “an ordered manner”, respectively. In other words, the epitaxy is the arrangement 



 

Experimental techniques Page 28 
 

of one or more thermal atomic and/or molecular species atop a heated and ordered crystalline 

substrate to form a thin layer whose crystallinity matches that of the substrate even though the 

composition of the materials may differ, e.g. GaAs/InGaAs, GaAs/AlGaAs, 

InP/InAlAs/InGaAs etc. Again, the term beam refers to the unidirectional kinematic flow of 

evaporated atoms and/or molecules with no mutual interaction before impinging on the 

substrate due to their long mean free paths involved in the deposition process. 

The advancement of MBE started after the discovery of MBE process discovered in the late 

1960s at Bell laboratories by J. R. Arthur and Y. Alfred [3,4]. An important aspect of III–V 

compounds, like non-congruent evaporation of GaAs due to much higher partial pressure of 

group-V species than group-III ones. As a solution, two crucibles configuration was used by 

Collins et al. (1956) to evaporate and maintain a suitable beam flux ratio of the group-III and 

group-V species for deposition of stoichiometric films [5]. In this attempt, they were successful 

in depositing polycrystalline GaSb layers on glass substrates. In 1961, Guenther et al. proposed 

to use a heated substrate holder along with two crucibles for the constituent species (Ga and 

As) [5]. The crucibles were set to the temperatures for certain beam fluxes, whereas the 

substrate was kept at sufficiently high temperature to help re-evaporating the surplus amount 

of group-V species on the glass substrate. However, good quality single crystals of GaAs and 

InSb were grown by using crystalline substrates which were cleaned using ion bombardment 

under UHV conditions [5]. Subsequently, to study the substrate cleaning procedures and early 

growth stages of epitaxial layers, MBE chambers are equipped with Auger electron 

spectrometry (AES) and reflection high-energy electron diffraction (RHEED) techniques. 

The UHV conditions are an integral part of an MBE system, since the surface contaminations 

and incorporation of unintentional species greatly affect the growth kinetics. Thus, we recall 

the kinetic theory of gases to understand the necessity of UHV conditions [1,2,5]. According 

to kinetic theory of gases, the number of atoms hitting a surface per unit surface area and per 
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unit time can be expressed as: 𝜙 = 𝑃 √2𝜋𝑚𝐾𝐵𝑇⁄ , where P is the background pressure, m is the 

atomic mass of impinging gas atoms, 𝐾𝐵 is Boltzmann’s constant, and T is the absolute 

temperature of the gas. The mean free path of gas species can be defined as the average path 

length travelled by gaseous species before their mutual collisions as: 𝜆 = 1 (𝑛𝜋𝑑2√2)⁄  where n 

and d are the number density and diameter of the gaseous atoms, respectively.  

 

 

 

 

Table 2.1 Relation between degree of vacuum and their corresponding mean free path of 

nitrogen molecule at 273.15 K. 

The mean free path values calculated for a nitrogen molecule at 273.15 K and is presented in 

Table 2.1. Thus, at atmospheric pressure, a nitrogen molecule therefore travels a distance of 

merely 59 nm between two collisions, while at UHV (< 10-10 mbar) it travels a distance of 

several kilometers. In other words, if the background pressure is higher than UHV conditions 

and sticking coefficient is considered to be one, it takes a few seconds to form a monolayer 

(ML) of residual gases. Need of high purity epitaxial layers poses another constraint to have 

UHV conditions in MBE. Since there is an excellent control over the growth rates of epitaxial 

layers (< 1 ML/s) in MBE systems, a background pressure of < 1×10-10 mbar can reduce the 

impurity level to less than one part per million, which is the requirement for most of the 

applications.  

Our MBE system (as shown in Fig. 2.1) has a special feature of making use of both bottom-up 

as well as top-down approaches towards functionalization of materials by sculpting them and 

depositing materials in the form of thin films and nanostructures towards studying their useful 

properties. Integration of a low energy ion-source with the MBE system  (Prevac, Poland) [6] 

Degree of vacuum Pressure (mbar) Mean free path (meter) 

Atmospheric 1000 5.9×10-8 

HV 1×10-6 59 

UHV 1×10-10 5.9×105 
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which opens up a new horizon for the fabrication of self-organized patterns on different 

substrates including semiconductors, metals, insulators, and thereafter deposition of materials 

towards their functionalization. This system consists of four stainless-steel chambers separated 

by gate-valves which are briefly described in following manner: 

Figure 2.1: Picture of 2 keV ECR-based broad beam ion-source integrated MBE system at 

NanoAFM laboratory, advanced material processing laboratory (AMPL) complex. 

Load lock chamber: The first and smallest volume chamber is load lock (LL) chamber, which 

is equipped with resistive heating up to 1000°C and halogen heating along with turbo molecular 

pump (Hi-Pace 300) backed by dry root pump (ACP-15). This chamber have three samples 

storage capacity at a time. As the name suggests, it works as a bridge for a sample to be 

transferred from ambient to UHV and vice-versa. Additionally, it offers the sample heating for 

removal of surface contamination, native oxide layer, and heating-induced improvement in the 

crystallinity of the sample. The small volume of the chamber allows it to pump down (or restore 

the vacuum during sample heating) a 1×10-8 mbar vacuum in merely 1-2 hours. 
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Distribution chamber: This chamber is used to transfer samples from load lock chamber to 

other chambers. It is interesting to note that it has six numbers of blank 40CF ports (stations) 

to add up different UHV based techniques. A thumb wheel at the top of this chamber is 

mechanically attached to a metallic arm inside the chamber, which has a special mechanical 

arrangement to select the station for sample transfer by rotating it clockwise. However, its anti-

clockwise rotation at the station enables the linear motion of the arm to put the sample on 

sample holder in any connected chamber. This chamber is kept at <1×10-10 mbar with the help 

of ion-pump (Gamma vacuum). In addition, Ti-sublimation pump is also provided to maintain 

the vacuum during the baking of the system. 

Preparation chamber: This chamber is used to prepare the sample before the deposition in 

the MBE chamber. It maintains a UHV (<1×10-10 mbar) with the help of an ion-pump (Gamma 

Vacuum) and a turbo molecular pump (Pfeiffer) backed up by a dry root pump (Adixen). 

Moreover, Ti-sublimation pump is also provided to maintain the vacuum during the baking of 

the system. In addition, this chamber has an in-built liquid nitrogen cryopanel to cool down the 

residual gas species present inside the chamber. This chamber is equipped with 2 keV ECR-

based broad beam ion source (Gen-II, Tectra GmbH) for fabrication of different self-organized 

patterns on materials. A turbo molecular pump (HiPace 300, Pfeiffer Vacuum) is also equipped 

with the ion source as a differential pumping unit to maintain the required vacuum during its 

operation.  

It is interesting to note that a gamut of self-organized patterns can be fabricated on a single 

material by changing the incidence angle of ions. Hence, to take the advantage of angle-

dependent pattern formation, a 4-axes automated manipulator is equipped with this chamber. 

This manipulator can make precise translational motion in X-, Y-, and Z-directions along with 

the sample rotation (R1). This chamber provides an extra speciality to study the temperature-
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dependent fabrication of surface patterns in the temperature range of 78 K (liquid nitrogen) to 

1273 K. 

MBE chamber: This chamber is the most important chamber of the system, which is equipped 

with all the accessories required for a typical molecular beam epitaxy system. As described for 

preparation chamber, this chamber is also equipped with Ti-sublimation pump, ion-pump, and 

turbo molecular pump backed by dry root pump to achieve <1×10-10 mbar vacuum. However, 

pressure can be further lowered down to 2×10-11 mbar by using in-built liquid N2 cooled 

cryopanel. The entire vacuum system is bakeable up to 523 K (for extended periods of time) to 

minimize outgassing from the internal walls during the evaporation material loading or 

troubleshooting. The sample receiving stage is connected to a 2-axes fully automated 

manipulator, which can have the R1 (out of sample plane) and R2 (in plane) rotation. The 

temperature of the substrate can be set up to 1000°C.  

In the next sub-sections, the essential components of low energy ECR-based ion-source 

integrated MBE system are briefly described. However, pattern formation by low energy ECR-

based ion-source and further growth of Au-NPs by e-beam evaporation technique used in the 

present thesis are explained in detail. 

2.1.1 Quartz crystal micro-balance 

Quartz micro-balance [7] is a tool for measuring in-situ deposition rate on the basis of well-

known piezoelectric effect. The natural oscillation frequency of a quartz crystal can be written 

as: 𝑓0 = √𝜇𝑞 𝜌𝑞⁄ 2𝑡𝑞⁄ , where μq = 2.947×1011 g cm-1 s-2, ρq = 2.648 g cm-2, and tq is the crystal 

thickness. The quality factor is defined as:𝑄 = 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ⁄ = 𝑓𝑐 𝛥𝑓𝐹𝑊𝐻𝑀⁄ . The 

typical value of resonance frequency for a quartz crystal is 8-15 MHz and quality factor is 106. 

Hence, it accounts for a variation in the mass per unit area by measuring the change in the 

resonance frequency of a quartz crystal. The resonance is disturbed by the addition of a small 

mass due to film deposition at the surface of the acoustic resonator. The frequency 
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corresponding to disturbed resonance can be easily measured to a high precision using the 

piezoelectric effect.  

Figure 2.2: Typical look of a quartz crystal balance and the quartz crystal. 

In this process, two electrodes are made by evaporation of gold onto back side of a piezoelectric 

plate. Upon applying an AC voltage across these electrodes, a shear deformation is induced in 

the piezoelectric plate. Hence, the electromechanical coupling provides a simple way to detect 

an acoustic resonance by electrical means. Therefore, it is easy to measure mass densities and 

further, the mass densities are converted to deposition rate in units of thickness per seconds. 

Figure 2.2 shows a typical image of quartz micro balance and the quartz crystal. 

2.1.2 Residual gas analyzer (RGA) 

RGA is a spectrometer [8] that effectively measures the chemical composition of the residual 

gases present in UHV systems. It actually ionizes the residual gases to create various ions and 

then determines the mass-to-charge ratios. RGA is important to have a mass versus partial 

pressure spectra of residual gases present in the chamber. In addition, it is capable of leak 

detection in UHV systems by creating helium gas environment close to the suspected area and 
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simultaneously observing the change in the partial pressure corresponding to helium. Figure 

2.3 shows the RGA module (RGA 200) and its schematic diagram. 

Figure 2.3: RGA200 module (up) and its schematic diagram (down). 

The RGA is made of ionizer, electrostatic lens, mass analyzer and filters, and ion detector. In 

the ionizer, the neutral gas atoms or molecules are converted into positive ions. There are two 

filaments to emit electrons by thermionic emission, which are covered by a source grid 

(electrostatic wire mesh) kept at a constant electrostatic potential inside the ionization region. 

There is also a grounded basket-shaped Faraday shield to nullify the effect of external 

electrostatic potential inside the ionization region. 

The atoms or molecules present in the vicinity of ionizer, collides with energetic electrons and 

get ionized. These positively charged ions are further focused and accelerated by an assembly 

of electrostatic lens and form an ion-beam with 10-20 eV of ion-energy. A mass analyzer is 
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used to pass a desired mass to charge ratio using electric and/or magnetic fields. These mass to 

charge ratio filtered ions are detected by an ion detector system and the ion current is measured 

either an extended secondary electron multiplier (channeltron) or a Faraday cup. Figure 2.4 

shows the typical mass spectrum (analog mode) and helium leak detection (Leak test mode) 

spectra. 

Figure 2.4: Mass spectrum in analog mode (up) and helium leak detection spectrum (down). 

2.1.3 Reflection high energy electron diffraction (RHEED) 

RHEED is a surface-sensitive technique used to characterize the crystallinity and symmetry of 

surfaces [9–11]. It uses high energetic electrons (10–100 keV) at grazing angles of incidence 
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to limit the penetration to surfaces only and hence, forward scattered diffraction patterns are 

observed. The surface sensitivity is obtained by adopting a configuration in grazing incidence. 

However, in low energy electron diffraction (LEED) technique, low energy (50–100 eV) 

electrons are used, which are essentially needed to be incident close to the normal to probe the 

crystallinity of surfaces and hence, backward scattered diffraction patterns are recorded. In 

both the techniques, the main difference is the energy of electrons, which is proportional to 

their penetration depth inside the sample and it reduces with increasing angle of incidence of 

electron beam with respect to the sample normal. 

Figure 2.5: Schematic representation of typical RHEED technique [12]. 

A RHEED system requires an electron gun with aperture and focusing lens to get a well 

collimated electron beam. Two deflection coils are used to provide fine adjustment of 

inclination angle with respect to sample surface. One photoluminescent detector screen is 

required to visualize the diffracted electron patterns and further, a CCD camera is used to 

capture the high quality images of the photoluminescent detector. 

An intense beam of electrons (generated by electron gun) is allowed to hit the sample surface 

at a very glancing angle (<5°) with respect to the sample surface. These incident electrons are 

diffracted from the surface atoms and interfere constructively at certain angles to form a regular 

patterns on the detector (generally, a fluorescent screen). Figure 2.5 shows the schematic 
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diagram of a RHEED system and the kind of RHEED patterns generated for various substrate 

morphologies are depicted in Fig. 2.6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6: Schematics of various kinds of realistic surfaces, in real-space morphology, 

reciprocal space, and their RHEED patterns (courtesy by Yoshimi Horio). 
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2.1.4 Effusion cells 

An effusion cell is the source of a molecular beam and is a key component of an MBE system 

[13,14]. As the name suggests effusion cells are based on effusion process, according to which, 

evaporated molecules are allowed to pass from high evaporant partial pressure to relatively 

very low pressure region through an orifice of diameter considerably smaller than the mean 

free path of the molecules. It was Martin Knudsen, who developed the first ever effusion cell 

[3]. Hence, after his name, effusion cells are also known as Knudsen cells. 

Figure 2.7: Effusion cell (EF40C1) and its schematic diagram (right). 

A typical effusion cell includes a crucible (made of quartz, tungsten, pyrolytic boron nitride, 

or graphite), tantalum heating filaments, heat shields, an orifice plate with shutter, and water 

cooling system. A source material is filled inside a crucible and a resistive heating source is 

used for radiative heating of the same. The solid source material sublimates under elevated 

temperatures and under UHV conditions. The beam intensity within the substrate chamber 

depends on the pressure of the effusion cell and it can be maintained by controlling the current 

supply to resistive heating filament. Figure 2.7 shows the effusion cell (EF40C1) installed with 

MBE system and its schematic diagram. 



 

Experimental techniques Page 39 
 

2.1.5 Electron beam evaporation cell 
Electron beam evaporation cell is an important part of a molecular beam epitaxy system, in 

which materials are heated and evaporated by hitting thermal electrons generated from a 

glowing filament [15]. The filament current is the key to control the population of thermal 

electrons used for evaporation. An e-beam evaporator provides a precise control over the 

depositing material flux and can operate at a relatively lower pressure (<1×10-9 mbar in our 

work) unlike sputter deposition [16]. 

In this thesis, electron beam evaporation is used for the growth of metal nanoparticles on ion-

beam induced patterned silicon templates and we have compared the growth of metal thin films 

and nanoparticles by both the techniques since the growth kinetics strongly depend on the 

incident atom flux. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.8: The schematic diagram of an e-beam evaporation (up) and its internal layout of 

components (down). 
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Deposition of Au-NPs are carried out using a commercially available e-beam evaporator [6] 

for which schematic diagram and system images are shown in Fig. 2.8. A rod of evaporating 

material is loaded inside a crucible attached with a metal shaft to be kept at high voltage (600-

1000 V). There is a thoriated tungsten filament in front of the crucible, which used to emit 

thermal electrons. Under operating conditions, the filament glows and emits electrons which 

are attracted towards positively biased crucible and hence, the heating of crucible takes place. 

The evaporating material inside the crucible gets evaporated due to a sufficient temperature 

rise via electron heating [16]. Some fraction of evaporated material is ionised which is used to 

monitor the material flux by collecting those ions to an electrode connected close to the exit. 

In fact, the choice of a proper crucible is very important since the crucible should have 

evaporating or melting temperature much higher than the evaporating material. Generally, Mo 

crucibles are used for noble metal deposition (silver, gold), however, reactive materials like 

Co, Mn, etc. need some special type of Mo crucibles, having an Al2O3 coating at the core. The 

optimized flux of 35 µA is achieved for evaporation of gold for a beam energy of 800 V and 

the filament current of 2.1 A.  

2.1.6 Low energy ECR based ion-source 

A low energy electron cyclotron resonance (ECR)-based broad beam, filament-less, gaseous 

ion etching setup (Tectra, Gen II, Germany) [17] equipped with an ultra-high vacuum (UHV) 

compatible chamber, along with a 5-axes sample manipulator (Prevac, Poland) [6] was used to 

perform all the patterning experiments. The chamber base pressure was <1×10-10 mbar and the 

working pressure was maintained at ~3×10-4 mbar (required for plasma generation) by using a 

differential pumping unit. Different components of this experimental setup are briefly 

described below. 

ECR source: The basic idea of an ECR ion source is microwave heating of electrons in a 

plasma by electron cyclotron resonance process [18]. A radial magnetic field is produced using 
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a permanent magnetic quadrupole to confine the plasma (minimum-B-structure) and gyrate the 

electrons around the magnetic field lines inside confined plasma with cyclotron frequency: 

𝜔𝑐 =
𝑒

𝑚
𝐵. For a microwave based ECR ion-source, injected (microwaves) can resonantly heat 

the electrons if the cyclotron frequency matches with the microwave frequency. The resonant 

magnetic field is 0.088 T corresponding to an ECR ion source working at a microwave 

frequency of 2.45 GHz. While passing through the resonance region, an electron can achieve 

1-2 keV energy for further impact ionization processes. However, ions are not accelerated due 

to their relatively heavy masses and confined by the electronic space charge region. Some brief 

introduction on the ion-source is provided in the following sections. 

Ion source setup 

The ECR-based ion source setup can produce 50 eV to 2 keV ions with high ion beam currents 

from any gaseous species (including reactive gases). The cross-section of the ion-source is 

shown in Fig. 2.9. Plasma is generated in an alumina cup, which is coupled with 2.45 GHz 

magnetron source via a metallic rod used as an antenna for near field coupling of the microwave 

to the plasma inside the cup. It is surrounded by four water-cooled NdFeB magnets (outside 

vacuum) which produce ECR zones in a multicasp field. The working gas is fed into the 

discharge cup through a metallic capillary ended with a BN tube to prevent the plasma from 

“seeing” the metal at ground potential. The outside view of the source is shown in Fig. 2.10.  

Figure 2.9: Cross-sectional view of the low energy ion source and three-grid assembly. 
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Plasma density inside the ceramic cup is improved by ECR process and the gyration of 

electrons is sustained by the resonantly fed microwave from the magnetron. Further, ions are 

extracted through multiple grid assemblies. In particular, the studies presented in this thesis are 

based on three-grid system containing 32 holes of diameter 3 mm each, which are collimated 

to from 32 einzel lenses. Grids are mutually isolated (2 mm separation) with the help of ceramic 

beads as shown in Fig. 2.9. 

Potential at the grids: As shown in Fig. 2.9, three Mo grids are kept fixed on an annular 

alumina disk by maintaining 2 mm separation among grids using ceramic beads for their 

electrical isolation. 

Grid 1 (Anode): This grid remains in contact of the plasma with some positive bias to shift the 

plasma potential to the applied potential which works as low cut-off energy thresholding of 

positively charged ions from the plasma. 

Grid 2 (Extractor): This grid is kept at some negative bias to accelerate the ions (due to the 

potential difference between anode and extractor grids) and control their divergence. 

Grid 3 (Ground): This grid is kept at ground potential to create field-free region inside the 

experimental chamber to avoid field-induced unwanted bending of ions. 

 

 

 

 

 

 

 

Figure 2.10: The outside view of the Tectra-made Gen ΙΙ ECR-based ion-source. 
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This ion source can be operated in four different modes namely atom source, downstream 

plasma source, broad beam ion source, and hybrid source. Out of these four modes, this thesis 

is based on the broad beam mode of the ion source, which is described below: 

Broad beam ion source: A set of two or three metallic grid electrodes electrically isolated by 

a mutual separation of 2 mm and having holes in the grid electrons of 2 mm diameter are used 

to produce the broad beam of ions in this mode. This mode of the ion-source was used for the 

ion irradiation experiments presented in this thesis. 

2.2 RF magnetron sputtering 

Sputter deposition is a commonly used popular physical vapour deposition (PVD) process 

where a negatively charged target material is sputtered out by the collisions with positively 

charged gas ions and the sputtered target atoms get condensed on a substrate surface [19]. In 

addition, a closed magnetic field is used to trap electrons during magnetron sputter deposition. 

Hence, the initial ionization efficiency gets enhanced due reduced ion-electron recombination 

[20].  

 

 

 

 

 

 

 

 

 

Figure 2.11: The pulsed DC/RF sputtering setup at SUNAG Laboratory.  
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In the process, the plasma is generated at lower pressures which helps in reducing both the 

incorporation of background gases in the growing film and energy loss of the sputtered atom 

through the collisions with background gases. Figure 2.11 shows the pulsed DC/RF magnetron 

sputtering setup used in the present thesis, where different parts of the setup are highlighted in 

yellow colour. It has a spherical high vacuum compatible chamber (Excel Instruments, India) 

equipped with a turbo molecular pump (Varian, USA) backed by a rotary pump are used to 

maintain the high vacuum condition. Mass flow controllers are used for controlled injection of 

argon gas inside the main chamber for plasma generation. There are four sputter guns equipped 

with target materials which can be simultaneously operated for co-deposition of different 

materials. Substrates are loaded on a sample manipulator having a rotation arrangement to grow 

materials at oblique angles of incidence with respect to the incoming flux. To ensure the 

uniformity in the deposited film thickness, substrate azimuthal rotation is also present. In 

addition, the temperature of the permanent magnets used in sputter guns is kept constant by 

using a continuous chilled water flow. This setup is equipped with two pulsed DC (Advanced 

Energy, Pinnacle Plus, USA) and two RF (13.56 MHz; CESAR RF generator, Advanced 

energy, USA) power supplies to perform confocal sputtering using both the modes. 

All the ZTO films (presented in this thesis) were prepared using an RF (13.56 MHz) power of 

100 W with this setup at room temperature. Argon gas was used for the sputtering of the target 

and the deposition was performed under normal incidence using a constant substrate rotation 

of 3 rpm. For the sake of comparison, besides the patterned-Si substrates, ZTO thin films were 

simultaneously grown on pristine-Si substrates. In addition to this, deposition of gold on 

patterned-Si substrates was carried out using an RF power of 100 W for 10 s at oblique angles 

in the range of 65º-85º with respect to the sample normal. In the present case, no substrate 

rotation was provided to preserve the substrate morphology-dependent growth of Au-NPs on 

patterned-Si substrates.  
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2.3 Stylus profilometry  

Surface profilometry is used for measuring the film thickness. In a surface profilometer, a 

diamond stylus (like a modern ball pen) is moved across the surface to measure the vertical 

displacement corresponding to the step height. This process involves some mechanical and 

electronic devices in order to perform the conversion [21]. The sample is mounted on a stage 

which have precise and controlled movement in X- and Y- directions. The measurement of the 

height or Z-axis is done by the stylus in contact with the surface. 

 

 

 

 

 

 

 

 

Figure 2.12: Surface profilometer setup at SUNAG Laboratory. 

Thickness measurement of the deposited films was carried out by using a stylus-based 

profilometer (Ambios XP-200, USA) (Fig. 2.12). The stylus is housed in an acoustic isolation 

hood to reduce vibrational noise during scanning and placed on a large vibration damped 

sandstone block. The vertical range of the profilometer is 400 μm and its vertical resolution is 

0.1 nm at a 10 μm scan length, 1.5 nm at 100 μm scan length, and 6.2 nm at 400 μm scan length 

[22]. The stylus provided with XP-200 profilometer is a diamond coated tip with radius of 2.0 

± 0.1 μm having an adjustable force range between 0.05–10 mg. The XP-200 profilometer can 

also calculate surface roughness and waviness besides performing stress analysis on thin films 

[23]. The film thickness is measured with respect to the substrate where a portion of the 
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substrate is masked prior to the film growth. This helps to get a reasonably good step height 

during thickness measurement. 

2.4 Atomic force microscopy (AFM) 

Scanning probe microscopy (SPM) has a gamut of techniques to study the morphology and 

various nanoscale physical properties [24,25]. During the surface topography scan, a probe 

moves mechanically over the surface and records the interaction of the probe with the surface 

under consideration as a function of spatial coordinates [25,26]. The modes of SPM are defined 

on the basis of the interaction, e.g. inter-atomic, tunnelling current, magnetic, electrical, 

frictional forces etc. [25,26]. AFM is the most important among the SPM based techniques 

which can be used for all types of materials including insulators, semiconductors as well as 

conductors and it can operate in vacuum or ambient condition [24,25]. When an AFM tip 

attached to the end of a cantilever, approaches to the close proximity of a surface, the nanoscale 

variation in the surface morphology is measured by the deflection of the tip (10-30 nm in 

diameter). The working principle of AFM is depicted in a schematic diagram shown in Fig. 

2.13. There is a highly reflective region of a cantilever, on which laser beam is focused to 

reflect the light back onto a position-sensitive photodetector.  

 

 

 

 

 

 

 

Figure 2.13: Schematic of AFM-setup [26]. 
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A piezoelectric scanner made of PZT (lead zirconium titanate) is used to scan the sample 

underneath the tip. However, on the basis of feedback loop, there are mainly two modes of 

operation, one is the constant deflection (contact mode) and other one is the oscillatory 

amplitude (tapping mode). In these cases, inter-atomic Van der Waals force acts between the 

tip and the sample during scanning. The applicability and validity of the Van der Waals forces 

upon the tip-sample distance is shown in Fig. 2.14, where three distinct regimes of tip-surface 

distance are identified as the contact, non-contact, and the tapping regime. 

Contact (repulsive) mode: In this mode, an AFM tip approaches very close to a surface and 

makes soft physical contact with the sample [25,27]. For this mode, an AFM-tip is attached to 

a cantilever having a low spring constant. As the tip traces the sample by moving the scanner, 

the contact force causes the cantilever to bend and these changes are accumulated as the 

information of topography. This mode is usually applicable for hard crystalline surfaces since 

strong forces involved in this process may deform the soft surfaces [25,27]. 

 

 

 

 

 

 

 

 

Figure 2.14: Van der Waal’s force as a function of tip to surface distance [25–27]. 

Non-contact (attractive) mode: There are several AFM-based techniques which rely on non-

contact mode of an AFM. In this mode, an oscillating AFM cantilever is brought closer to the 

sample surface (tens to hundreds of angstroms) and a tip-sample surface induced damping in 
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the cantilever oscillations is recorded [25,27]. The damping of oscillations in terms of change 

in amplitude and phase are recorded by the lock-in amplifier. In addition to this, a position-

sensitive detector also captures the change in the oscillation frequency. These two dataset of 

information provide the details of the surface. The truly non-invasive character is the major 

advantage of this mode. 

Tapping mode (intermittent-contact): This mode is also known as intermittent-contact 

mode, since the working principle of this mode is intermittent of both contact and non-contact 

modes [25]. In this mode, the AFM cantilever is kept under oscillations, closer to its resonance 

frequency, using a piezoelectric crystal so that the tip remains very close to the sample for a 

short time and then goes far away for a short time. In this mode, the oscillating cantilever hardly 

hits or ‘taps’ the sample upon bringing closer to the sample surface. When this oscillating 

cantilever is brought closer to the sample surface then the cantilever oscillations are damped 

due to the tip-surface interaction induced forces. As the oscillating cantilever begins to contact 

the surface intermittently, the amplitude of oscillation necessarily reduces due to an energy loss 

caused by the tip in contacting the surface. This damping is recorded using a lock-in amplifier 

just by comparing the change in the amplitude and phase of the oscillation. In addition, the 

position-sensitive photodetector also provides the information about the damping.  

This mode provides the flexibility to scan soft adsorbates on a substrate (biological samples) 

with better resolution than in the non-contact mode. Thus, the tapping mode overcomes certain 

problems associated with conventional AFM scanning method viz. friction, adhesion, 

electrostatic forces, and other difficulties [25,26].  

AFM System and measurements: In the present thesis, AFM images were acquired using an 

MFP-3D AFM (Oxford instruments, USA) in different modes. The cantilever used for tapping 

mode has a resonant frequency of around 300 kHz and a spring constant of 42 N m-1. There are 
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many advantages of this AFM system, however, the large area (up to 90×90 µm2) scanning 

with high precision is the most important one. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.15: MFP-3D AFM setup. 

The AFM setup at SUNAG laboratory and its main components, e.g. scanner, head, base, and 

thumb wheel are shown as Figure 2.15 (a) and (b), respectively. The thumbwheel is used for 

coarse tuning of the tip-surface distance. During the manual tuning of separation, the close 

approach to the surface (tip-sample separation remains 80 nm) is controlled by the software to 

prevent the damage of the tip. A XY sample stage with screw-gauge arrangement is attached 
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with the AFM for precise positioning of a sample and testing the large scale uniformity in 

surface morphology with a translational precision of 10 μm. 

2.4.1 Kelvin probe force microscopy (KPFM) 

Kelvin probe force microscopy (KPFM) is a technique which is used to measure the potential 

difference between the tip and the sample [28]. The data collected by the sample represents a 

combination of three contributing factors: the difference in work function, trapped charge, and 

applied voltage between the tip and the sample. The technique relies on an AC bias applied to 

the tip to produce an electric force on the cantilever that is proportional to the potential 

difference between the tip and the sample [28]. The process of KPFM is shown in Fig. 2.16. 

Figure 2.16: Working principle of KPFM technique. 

In this mode, the tip is lifted up to a height (>40 nm to overcome the inter-atomic forces) and 

thus, there is no mechanically induced drive. In fact, now the probe oscillates due to the applied 

AC bias only. This applied bias between the tip and the sample produces an electrostatic force 

between them. If they are modelled as a parallel plate capacitor (c), then the force between the 

two plates is proportional to the square of the applied voltage (V): 

              𝐹 =
1

2

𝜕𝐶

𝜕𝑍
𝑉2.                  (2.1) 

The total potential difference between the probe and the sample is the sum of the applied AC 

bias (Vac), the potential difference we are trying to measure (Vsp), and DC voltage we apply 

(Vdc). 
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         𝑉 = 𝑉sp + 𝑉dc + 𝑉acsin(𝜔𝑡) ,               (2.2) 

where, ω is the angular frequency of the applied AC signal. 

If we substitute this into Eq. 2.1 and do some rearrangements, we get [28] the following: 

             𝐹 =
1

2

𝜕𝐶

𝜕𝑧
([(𝑉dc − 𝑉sp) +

1

2
𝑉ac
2] + 2[(𝑉dc − 𝑉sp)𝑉acsin(𝜔𝑡)] − [

1

2
𝑉ac
2cos(2𝜔𝑡)]).        (2.3) 

Note that there are three force terms here which are summed together. The first force is the 

static one, meaning it has no frequency dependence, the second occurs at the AC signal drive 

frequency, while the third force oscillates at twice the drive frequency. The most important 

term here, as far as the surface potential is concerned, is the second term since this term not 

only depends on the square of the voltage but also dependent on the potential difference 

between the tip and the sample and is multiplied by the magnitude of the applied AC voltage. 

This means that if there is a potential difference between the tip and the sample, there will be 

an oscillatory force with a certain frequency (ω) of the drive and it will be proportional to the 

magnitude of the applied voltage and to the potential difference. 

The probes used for KPFM measurements are generally conductive or heavily-doped 

semiconductors. This mode is implemented on the MFP-3D as a two-step technique where the 

first one is used to determine the topography of the surface and it is exactly done like a standard 

tapping mode. The second one is used to find the surface potential and the tip is raised above 

the surface. To do this, ‘napTM mode’ is implemented. During a nap scan, the tip is raised over 

the surface on a point-by-point basis with active potential feedback loop. 

2.4.2 Conductive atomic force microscopy (cAFM) 

Conductive atomic force microscopy (cAFM) is a powerful current sensing technique, which 

can simultaneously map the topography and the current distribution at the contact point of the 

tip with the sample surface [29]. In fact, this technique is capable of measuring spatial variation 

in the conductivity of resistive samples in a current range of few picoamperes (pA) to tens of 
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nanoamperes (nA). This technique has been widely used for characterizing various materials 

including thin dielectric films, ferroelectric films, nanotubes, conductive polymers etc. [30,31]. 

An ORCA module [32] with the present AFM system consists of a specially-designed 

cantilever holder and a transimpedance amplifier. The cAFM cantilever holder is designed in 

such a way that one end of a wire is electrically connected with the conductive cantilever and 

other end is needed to be connected with the sample to measure the local current by applied 

fixed bias. This technique of measuring the localized conductivity of a sample, is combined 

with the contact mode AFM imaging. All electrical images used in this thesis were acquired 

using the contact mode with a Pt-Ir coated Electro-Lever tip, having a nominal spring constant 

of 1-2 N m-1 and good wear characteristics. 

In addition, this system is equipped with the nanopositioning closed loop sensors (NPS™) 

which make it possible to get the local current-voltage characteristics and also reproduce the 

position of the cantilever at a point of interest [33]. The tip is positioned at the centre of the 

coloured circle using the MFP-3D’s “pick a point” option available in force curve interface. In 

fact, the ORCA conductive AFM option for the MFP-3D provides low-noise, flexible transport 

measurements at the nanoscale. Further, the flexible software environment enables a variety of 

standard measurements to be made, as well as allowing the researcher to define their own 

experiments. 

2.4.3 Dual pass tunnelling current microscopy (DPTCM) 

Dual pass tunnelling current microscopy (DPTCM) is an AFM-based local probe technique to 

map the local tunneling current emerging sites even at ambient conditions [34]. In this process, 

a dual pass technique is employed to measure the tunnelling current as shown in the schematic 

diagram (Fig. 2.17). During the first scan, the tip operates in contact mode and maps the surface 

topography as it is done exactly in a standard contact mode, whereas in the second scan (which 

is called lift mode), the tip is elevated at a fixed height above the surface by following the 
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topographic data captured in the first scan [34]. During the second scan the cantilever remains 

at a constant height with no oscillation and a constant DC voltage is applied to it (with respect 

to the substrate) which in turn enable the measurement of the tunneling current. Hence, 

tunneling of electrons occurs from the sample surface to the conductive tip through an air gap 

equivalent to the provided lift height.  

Figure 2.17: Schematic representation of DPTCM technique. 

This mode of MFP-3D AFM is termed as dual pass tunneling current microscopy (DPTCM) 

mode. This process of measuring the tunneling current is similar to the tunneling atomic force 

microscopy (TUNA) process reported by Chatterjee et al. [35]. The special virtue of this 

technique is that it provides the spatial distribution of the tunneling current on the sample 

surface along with their corresponding morphological information simultaneously at even 

ambient pressure. This technique is not a conductive atomic force microscopy (cAFM), 

however if some potential is also applied during the contact mode scan (first pass) then it can 

also measure the surface conductivity during first pass besides the tunneling current mapping 

in the second pass. In the present thesis, we have utilized the DPTCM technique to identify the 

tunneling current emitting sites on Au-NP decorated NF-Si samples. Throughout the DPTCM 
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measurements, a Pt-coated conductive Si tip is used with a constant lift height of 50 nm from 

the surface. 

2.5 Scanning electron microscopy (SEM) 

A SEM is a widely used electron microscope where a focused electron beam scans the sample 

surface and constructs morphological images of the same [36–38]. The novelty of a SEM 

system lies in its capability to produce 10˗1,00,000 times magnified images. In SEM, a sample 

surface has to be conductive in order to prevent the electron emission-induced charging effect 

of the sample. However, for a non-conductive sample surfaces, a very thin gold layer is coated 

on the sample surface. Moreover, as an alternate, low beam energy and/or high beam spot size 

and special detectors are used to prevent the surface charging effect.  

Upon scanning an energetic electron beam, there are a series of elastic and inelastic scattering 

events inside a material, which result in backscattering of electrons, production of characteristic 

x-rays, and emission of secondary electrons, etc. A SEM image with high resolution 

topographic contrast and large depth of field is obtained using secondary electrons which is the 

standard imaging mode. The secondary electron coefficient strongly depends on the energy of 

electrons, however their yield increases with increasing tilt angle. Hence, secondary electrons 

can be produced more closely to the surface by lowering down the electron energy, and in turn, 

their higher escape possibility leads to high resolution images. 

A SEM contains an electron column for an electron gun and their relevant beam optics. 

Generally, a field emission based electron gun consists of a very sharp tungsten conical tip 

which is attached to a hairpin-shaped tungsten wire and is used for electron production. An 

intense electric field is developed around the tip due to the applied bias to the anode, leading 

to the emission of electrons. A field emission is highly stable under temperature fluctuations 

and its gun offers a high electron number density with a beam spot of the order of 20 nm, 

providing a better resolution in SEM. Various electromagnetic lenses are used to focus the 
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electrons in a nanometer sized beam spot on the sample. Detectors are also mounted inside the 

sample chamber to detect the emerging electrons and characteristics x-rays from the sample. 

As per user action, computer-interfaced detectors are able to display the magnified sample 

image by reconstruction of secondary or backscattered electron mapping. For the SEM studies 

presented in this thesis, a Carl Zeiss (Germany)-make SEM was used [38] and the microscope 

was operated at a probe current up to 100 nA and acceleration voltages in the range of 0.2 to 

30 kV. 

2.6 Transmission electron microscopy (TEM) 

Transmission electron microscopy is an indispensable technique to study crystallinity and 

microstructures along with film thickness, interplanar spacing, and defects in materials [39]. 

TEM is a powerful technique for microstructural study in terms of its superior resolution and 

capability of capturing real as well as diffraction images in reciprocal space. Since, this 

technique relies on transmission of collimated electrons, a TEM specimen should be thin 

enough to transmit a large portion of the incident electron beam, i.e. a specimen should be 

electron transparent. For instance, the ideal thickness of a TEM specimen may be below 100 

nm for observation under TEM and below 50 nm for high-resolution TEM (HRTEM). The 

thickness of any material that the electrons can penetrate through is dependent upon the energy 

of the incident beam and the elemental composition of the material. The sample thinning 

process involves several steps, especially in case of preparing sample for the cross-sectional 

observation [40]. 

To obtain selected area electron diffraction (SAED) patterns of a specimen, an aperture is 

placed around the selected area of the specimen above the intermediate lens, whereas the SAED 

aperture is replaced by an objective aperture for the conventional imaging. The schematic 

diagram of major TEM components, its working principle for imaging in real space and 

diffraction patterns in reciprocal space are depicted in Fig. 2.18 (from left to right). A 
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lanthanum hexaboride (LaB6) crystal filament is commonly used for the electron gun in TEMs 

to produce a stream of energetic electrons [40] and a specimen is kept at the object plane of the 

objective lens of the TEM. The transmitted electron beam is focused by objective lens and an 

electron diffraction pattern for the selected area of specimen is formed at the focal plane of the 

objective lens (Fig. 2.18). A well resolved diffraction pattern can be obtained on the phosphor 

screen for a specimen which is transparent to electrons. The real space image or electron 

diffraction patterns can be magnified (100 to more than 1,000,000 times) on the viewing screen 

by the assembly of intermediate and projector lens. In diffraction mode, first intermediate lens 

is adjusted in such a way that the back focal plane of the objective lens becomes the object 

plane of the first intermediate lens.  

Figure 2.18: Schematic diagram for assembly of major TEM components and their working 

principle for real space and diffraction pattern imaging in reciprocal space [42]. 

In this case, an electron diffraction pattern appears on the viewing screen which consists of a 

bright central spot on the optic axis and other bright spots due to the diffracted electrons. An 

area of interest on the specimen can be selected from the sample image formed on the first 

image plane by the selected area aperture. This selected area acts as a virtual source for the 

intermediate lens assembly so that only electron diffraction from this area can be observed in 
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the viewing screen and is known as selected area electron diffraction [41]. In addition, real 

space imaging of a specimen can be obtained by adjusting the first intermediate plane so that 

the first image plane becomes its object plane [Fig. 2.18]. If the central spot on the optic axis 

is selected for imaging by the objective aperture then it is called bright field imaging, whereas 

if any diffraction spot is chosen for imaging then it is called dark field imaging. 

In the present thesis work, cross-section TEM (XTEM) measurements were carried out using 

a field emission gun based 300 keV FEI Tecnai G2 S-Twin machine. TEM column was kept 

at high vacuum ~10-8 mbar in order to get a collimated electron beam. The images were 

recorded in a charge-coupled device (CCD) based detector with 40 ms time resolution and 

having 4008×2672 pixels (Model 832, Orius CCD detector, Gatan). The pole piece of the 

objective lens has an ultra-high resolution with a spherical aberration coefficient of 0.5 mm 

which allows achieving point-to-point resolution of 0.194 nm. 

2.7 X-ray diffraction (XRD) 

X-ray diffraction is one of the most widely used techniques for evaluating the crystallinity and 

phase of materials [43]. Since the wavelength of x-rays (sub nanometer) is comparable to 

interatomic spacing of materials, x-ray waves diffract and scatter upon falling on them. 

The scattered waves contain information of the atomic scatterers and their arrangement in 

materials. Generally, there is no XRD signal from an amorphous sample since upon the 

incidence of mono energetic x-rays, most of the scattered radiation from randomly distributed 

atoms lead to a destructive interference. However, in case of crystals, the atoms are arranged 

in a periodic manner, which leads to constructive interference of scattered x-rays. The condition 

for a constructive interference is defined by Bragg’s law (Fig. 2.19) given by: 

2𝑑𝑠𝑖𝑛𝜃 = 𝑛𝜆,                                        (2.4) 
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where d is the inter-planar spacing between the planes that cause constructive reinforcement of 

the beam, θ is half of the angle between the diffracted and the incident x-ray beam direction, 

and λ is the wavelength of the x-rays. 

 

 

 

 

 

 

 

Figure 2.19: Schematic representation of x-ray diffraction from a crystal plane and Bragg’s 

diffraction condition. 

The average crystallite size (D) is given by the Scherrer’s formula [44]: 

𝐷 =
𝑘𝜆

𝛽cos𝜃
,                         (2.5) 

where, β is FWHM of the diffraction peak and k=0.9 is reported in the literature [44]. In 

addition, the relative lattice strain in polycrystalline materials can also be investigated by 

measuring the shift in the reflection peak maxima. 

In the present thesis, XRD measurements are carried out under Bragg-Brentano geometry and 

glancing angle modes using a high resolution x-ray diffractometer (Bruker D8 Discover) (Fig. 

2.20) with Cu-Kα (1.5418 Å) radiation source has been used. A voltage of 40 kV and 40 mA 

of current is provided to the X-ray source. Using the Göbel mirror attachment, a parallel beam 

of x-rays is produced, whereas single bounce Ge (220) monochromator is used for 

monochromatization of x-rays (removal of Cu-Kα-II and passing only Cu-Kα-I). 
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Figure 2.20: High resolution XRD setup at SUNAG Laboratory. 

2.8 X-ray photoelectron spectroscopy (XPS) 

X-ray photoelectron spectroscopy (XPS) is a surface-sensitive technique used to quantitatively 

probe the elemental composition, chemical state, and charge state of elements present in a 

specimen. After the discovery of photoelectric effect by Heinrich Rudolf Hertz in (1887) and 

its successful explanation by Albert Einstein (1905), photoelectric effect has become the most 

interesting light-matter interaction process. First ever XPS system was developed by Kai 

Siegbahn in 1954 and recorded an energy resolved XPS spectrum of cleaved sodium chloride 

(NaCl) crystal [45]. When an intense beam of monochromatic and known energy X-ray 

photons are irradiated on a specimen, the solid gets ionized and the emission of inner shell 

(core) electrons take place from the atoms of the solid. The binding energy of the emitted 

electrons can be expressed by  

            Ebinding = Ephoton - (Ekinetic+ φ),                         (2.6) 

where Ephoton is the energy of the incident x-ray photons, Ekinetic is the kinetic energy of the 

emerging photoelectrons (measured by an electron energy analyzer), and φ is the work function 

of the material. The electron energy analyzer uses electrostatic and/or magnetic lens to separate 
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out the photoelectrons with a desired narrow band of energies from the wide range of available 

kinetic energies contained in all other electrons entering the spectrometer. Therefore, the XPS 

spectrum is basically a plot of photoelectron counts against their kinetic energy. However, there 

is a requirement of ultra-high vacuum (UHV) conditions to increase the mean free path of 

photoelectrons and make them capable to reach inside the spectrometer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.21: Schematic representation of XPS setup and essential components. 

The presence of peaks in the XPS spectrum at particular energies are indicative of the presence 

of a specific element in the sample which corresponds to their binding energy associated with 

the electrons in each core atomic orbitals, whereas the peak intensity shows the concentration 

of the element present within the sampled region.  
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In the present thesis, the XPS experiments were performed using the PHI 5000 Versa Probe II, 

(ULVAC-PHI, Japan) setup as shown in the schematic diagram in Fig. 2.21. The base pressure 

of the main chamber is maintained at <1×10−10 mbar. The XPS system is equipped with a 

microfocused (100 μm, 25 W, 15 KV) monochromatic Al-Kα source (hν = 1486.6 eV), a 

hemispherical analyzer, and a multichannel detector unit. 

2.9 Rutherford backscattering spectrometry 

Rutherford backscattering spectrometry (RBS) is an important analytical technique which 

relies on elastic collision of energetic ions with target atomic nuclei and accounts for the 

number of backscattered ions from the target along with their energy. A collimated beam of 

He-ions (accelerated using an ion accelerator up to 1-3 MeV) is allowed to impinge on a solid 

target kept in a high vacuum scattering chamber and a surface barrier detector is placed at a 

very high angle (≥150°) to detect the backscattered ions. A current integrator is connected to 

the specimen to measure the ion current and hence, it provides the total number of incident ions 

on the target. The energy related output signal collected by the detector is transferred to an 

energy analyzer which finally reaches the multi-channel analyzer through pre-amplifier, 

amplifier, and analog-to-digital converter. The output data in the form of channel number (or 

backscattered energy) along x-axis and the number of backscattered ions along y-axis provide 

the RBS spectrum of a target. RBS data can be fitted with commercially available software 

[RUMP, SIMNRA] to obtain the elemental depth profiling. RBS is ideally suited for accurate 

quantitative analysis of composition, thickness of thin films and for depth profiling of heavy 

elements (C-U) with a good depth and energy resolution in a non-destructive manner. It offers 

a sensitivity of 1011-1015 atoms per cm2 and an average depth resolution of 5 nm. In the present 

thesis, RBS technique is employed to probe the growth angle-dependent concentration of Au 

deposited on NF-Si substrates. 
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2.10 Optical studies 

Spectroscopic ellipsometry and specular reflectance measurements were carried out on self-

organized gold nanoparticles and sputter-grown ZTO thin films on nanoscale ion-beam 

patterned silicon substrates presented in this thesis. The working principle of these techniques 

is described below. 

2.10.1 Ellipsometry measurements 
Ellipsometry is a versatile technique to measure the optical property of specimen in 

spectroscopic and generalized modes [46–48]. This technique is based on the polarization of 

materials under electromagnetic fields and it uses p- and s-polarized light as a probe incident 

onto sample at Brewster angle to ensure the maximal difference in the measurement of the 

reflection coefficients corresponding to p- and s- polarized light [46–48] and measures a change 

in polarization state upon reflection or transmission from a material as shown in the schematic 

diagram in Fig. 2.22. The change in polarization is represented by Ψ and Δ which correspond 

to the amplitude ratio of reflection coefficients and their phase difference before and after the 

reflection between p- and s-polarization, respectively [46–48]. The reflection coefficients are 

related to (Ψ, Δ) by another parameter ρ, defined as: 

                                                   𝜌 ≡ 𝑡𝑎𝑛(𝜓)𝑒𝑖𝛥 ≡
𝑟𝑝

𝑟𝑠
≡ (

𝐸𝑟𝑝 𝐸𝑖𝑝⁄

𝐸𝑟𝑠 𝐸𝑖𝑠⁄
)                                             (2.7) 

Where 𝑟𝑝 and 𝑟𝑠 are the reflection coefficients of p- and s- polarized light, respectively. Here  

𝐸𝑟𝑝 and 𝐸𝑖𝑝 denote reflected and incident electric field vectors for p-polarized light, 

respectively. Similarly 𝐸𝑟𝑠 and 𝐸𝑖𝑠 are reflected and incident electric field vectors for s-

polarized light wave, respectively. The p-polarized component of the incident wave lies in the 

plane of light incidence whereas the s-polarized component lies perpendicular to the plane of 

incidence [46]. 
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For a homogeneous sample, the refractive index and extinction coefficients can be directly 

calculated from measured (Ψ, Δ) values by simply using Fresnel’s equations [49] as represented 

here: 

                                                  𝑟𝑝 =
𝑛𝑡𝑐𝑜𝑠𝜃𝑖−𝑛𝑖𝑐𝑜𝑠𝜃𝑡

𝑛𝑡𝑐𝑜𝑠𝜃𝑖+𝑛𝑖𝑐𝑜𝑠𝜃𝑡
; 𝑟𝑠 =

𝑛𝑖𝑐𝑜𝑠𝜃𝑡−𝑛𝑡𝑐𝑜𝑠𝜃𝑡

𝑛𝑡𝑐𝑜𝑠𝜃𝑖+𝑛𝑖𝑐𝑜𝑠𝜃𝑡
,                                    (2.8) 

where 𝑛𝑖 and 𝑛𝑡 are the refractive indices and 𝜃𝑖 and 𝜃𝑡are the angles of incident and the 

transmitted light, respectively (with respect to surface normal).  

 

 

 

 

 

 

 

 

 

 

Figure 2.22: Schematic representation of ellipsometry setup and essential components along 

with their role in polarization of light. 

The measured (ψ, Δ) are solely dependent on optical properties, surface roughness, and 

thickness of individual materials. Thus, ellipsometry is primarily used to determine the 

thickness and optical constants of the film. However, it can also characterize the composition, 

crystallinity, roughness, doping concentration, and other material properties which are 

sensitive to a change in the optical response [46–48]. 

In order to analyse the measured ellipsometric (ψ, Δ) data, a physical model needs to be defined 

for the dielectric function ϵ and other physical parameters. The (ψ, Δ) values are calculated 
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with the help of physical model developed by introducing known dielectric functions of bulk 

counterpart of the materials as the starting point and matched/fitted with the measured (ψ, Δ) 

values. Fig. 2.23 shows the flow chart and process followed for model fitting of experimentally 

measured ellipsometry data. The degree of fit between experimentally measured and calculated 

(ψ, Δ) is defined by a mean squared error (MSE) value from a minimization algorithm 

(Levenberg Marquardt [50,51]). Upon achieving the best fit (MSE < 10%), optically sensitive 

parameters like dielectric coefficients, surface roughness, anisotropy etc. can be calculated 

from the developed physical model. 

 

 

  

 

 

 

 

 

 

Figure 2.23: Flow chart for the model fitting of ellipsometry measured (ψ, Δ) data and 

extracting optically sensitive physical parameters of a sample [52]. 

For a non-homogeneous and isotropic sample, light reflection of a linearly polarized light can 

be expressed as: 

                                                 (
𝐸𝑟𝑝
𝐸𝑟𝑠

) = 𝑆 (
𝐸𝑖𝑝
𝐸𝑖𝑠

) = [
𝑟𝑝 0

0 𝑟𝑠
] (
𝐸𝑖𝑝
𝐸𝑖𝑠

).                                       (2.9) 

The S-matrix is called Jones matrix [53,54] where the S11 and S22 components are the purely p- 

and s-polarization components of the matrix, while cross-components S12 and S21 are the 

flipping of polarization from p- to s- and s- to p-polarization state, respectively. It is important 
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to note that the cross-components remain zero for isotropic samples and have non-zero finite 

values for anisotropic samples. For anisotropic sample the Jones matrix can be redefined as: 

                          𝑆 = [
𝑆11 𝑆12
𝑆21 𝑆22

] = [
𝑟𝑝𝑝 𝑟𝑝𝑠
𝑟𝑠𝑝 𝑟𝑠𝑠

] = 𝑟𝑠𝑠 [

𝑟𝑝𝑝

𝑟𝑠𝑠

𝑟𝑝𝑠

𝑟𝑠𝑠
𝑟𝑠𝑝

𝑟𝑠𝑠
1
] = 𝑟𝑠𝑠 [

𝜌𝑝𝑝 𝜌𝑝𝑠
𝜌𝑠𝑝 1 ].                  (2.10) 

Hence, 

                                                        𝜌𝑝𝑝 =
𝑟𝑝𝑝

𝑟𝑠𝑠
= 𝑡𝑎𝑛(𝜓𝑝𝑝)𝑒

𝑖𝛥𝑝𝑝                                             

                                                       𝜌𝑝𝑠 =
𝑟𝑝𝑠

𝑟𝑠𝑠
= 𝑡𝑎𝑛(𝜓𝑝𝑠)𝑒

𝑖𝛥𝑝𝑠           .                                  (2.11)                    

𝜌𝑠𝑝 =
𝑟𝑠𝑝

𝑟𝑠𝑠
= 𝑡𝑎𝑛(𝜓𝑠𝑝)𝑒

𝑖𝛥𝑠𝑝                                             

These expressions show that there are six independent parameters in the Jones matrix to 

describe an anisotropic material instead of two parameters used for the description of an 

isotropic sample.  

Figure 2.24: Representation of Euler angles [55]. 

Hence, generalized ellipsometry can be more efficient to explore the polarization states by 

rotating and analysing various polarisation states for an anisotropic sample, but at the same 

time, extracting the dielectric functions from the Jones matrix become much more complicated 

with the inclusion of more parameters. A transfer matrix approach (4×4 matrix method) was 

developed by Schubert [47,56] to overcome this problem. In this approach deals with the 

dielectric tensor, which can be directly calculated with the help of a suitable model. A rigorous 
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mathematical treatment converts the 3×3 dielectric tensor matrix into 2×2 Jones matrix of 

anisotropic samples [46].  

Sample orientation and the knowledge of various axis is very important to understand the 

angular transformations needed for generalized ellipsometry. The rotation angles of a tensor 

with respect to lab coordinate system are known as Euler angles (ϕ, θ, ψ) [55,57] and these 

three angles are also considered as the model fit parameters and used to transform random 

rotation into the lab coordinate system using a transpose matrix. The Euler angles are defined 

as first rotation is by an angle ϕ about the Z axis. The second rotation is by an angle θ in [0, π] 

about the former X axis (now x′), and the third rotation is by an angle ψ about the former Z 

axis (now z′) as shown in Fig. 2.24. 

 

 

 

 

 

 

 

 

Figure 2.25: Ellipsometry setup at FCIPT, IPR. 

We used V-VASE ellipsometer (J. A. Woollam Inc., USA [58]) for the optical characterizations 

in terms of probing in-plane anisotropy of self-organized Au-NPs on ion-beam patterned 

nanoscale rippled-Si substrates. As shown in Fig. 2.25, the ellipsometry system is equipped 

with a high-speed, automated wavelength selection monochromator in the range of 250–1100 

nm, fully automated angle of incidence in the range of 15º–90º with an accuracy of 0.01º, 

rotating analyzer with retarder, and precise XY mapping sample stage with vacuum chunk [59]. 
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It is capable of spectroscopic ellipsometry measurements of reflection, transmission, and 

generalized ellipsometry measurements of anisotropy, Mueller matrices. 

2.10.2 Raman spectroscopy 

Raman spectroscopy is a vibrational spectroscopic technique based on the frequency shift of 

photons in monochromatic light upon interaction with the sample.  When monochromatic light 

(usually laser light) falls on a sample electrons get excited to higher energy states by absorbing 

photons and after attaining the lifetime of that excited state, electrons come back to their ground 

state by emitting photons. 

Figure 2.26: Transitions of electrons corresponding to Rayleigh, Stokes, and anti-Stokes lines 

(left) and their intensities (right). 

As shown in Fig. 2.26, a major fraction of photons have the frequency same as the incident 

photons (elastic scattering: Rayleigh scattering), however, remaining photons either have lower 

(Stokes lines) or higher (anti-Stokes lines) frequency than the incident photon (inelastic 

scattering). In fact, the Stokes lines originate due to the excitation of an electron from its ground 

state, while electrons already in the excited states lead to the anti-Stokes lines. Hence, the 

intensity of Stokes lines always remains higher than anti-Stokes lines due to higher population 

of electrons in the ground state. The transitions corresponding to Rayleigh, Stokes, and anti-

Stokes lines and their intensities are depicted in Fig. 2.26. 
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The incident light interacts with the electrons in the molecules which results in its periodic 

oscillations. The oscillation of electron clouds results in a periodic separation of charges within 

the molecule that causes an induced dipole moment. The oscillation induced dipole moment is 

manifested as the source of scattered light or electromagnetic field. This shift provides 

information about vibrational, rotational, and other low frequency transitions in molecules. 

 

 

 

 

 

 

 

  

 

Figure 2.27: Schematic diagram for Raman spectroscopy. 

Raman spectroscopy can be used to study solid, liquid, and gaseous samples. A Raman 

spectrometer is required to have a light source, focusing lenses, and mirrors. Earlier, visible 

laser excitation was being used for biological applications. 

In the succeeding years, this technique has turned out as a major spectroscopic tool for materials 

characterization as the Raman fingerprints are unique for every molecule. A typical Raman 

spectrometer used to have visible laser light from helium-neon/argon/krypton ion laser as the 

source. Raman scattered light is collected by using a collection optics and coupled to a 

spectrograph. A photomultiplier tube or multichannel optical detector which is located at the 
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end of the spectrograph is used to detect scattered light. A typical schematic diagram of Raman 

spectroscopy is depicted in Fig. 2.27. 

2.10.3 Reflectance measurements 

Reflectance is defined as the fraction of incident light which is reflected from a surface [60]. 

As shown in Fig. 2.28, an ultra-violet-visible-near infrared (UV-Vis-NIR) spectrophotometer 

(Shimadzu, UV 3101PC) is used for the optical reflectance measurements which is equipped 

with a specular reflectance measurement accessories.  

 

 

 

 

 

 

Figure 2.28: UV-Vis-NIR spectrophotometer used for the present thesis. 

As the name suggests, this spectrometer can measure the surface reflectance in the wavelength 

range of 200 to 3200 nm. However, in the present thesis, all the reflectance spectra are recorded 

in the wavelength range of 300–800 nm according to the region of interest. 

2.11 Field emission studies 

According to quantum mechanical tunneling theory, an electron can penetrate through a 

potential barrier into the vacuum under an externally applied electric field which is called as 

field electron emission. Generally, this phenomenon occurs at high electric fields (107-108 V-

cm-1). To produce such a high field using reasonable potentials, the emitter is usually fabricated 
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into a form of cone with a sharp apex where the radius of curvature of the apex lies in the range 

of tens of angstroms to several microns.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.29: Field emission setup at SUNAG Laboratory. 

The potential barrier (work function of material) is lowered down by an applied electric field 

to enable the tunneling of electrons from metal-vacuum interface which is called Fowler-

Nordheim (F-N) tunnelling [61,62] and the corresponding Fowler-Nordheim (F-N) equation is 

given as: 

𝐽 = 𝐴 (
𝛽2𝐸2

𝛷
) 𝑒𝑥𝑝 (

−𝐵𝛷
3
2

𝛽𝐸
),                                                  (2.12)  

where J is the emission current density (A m-2), E is the mean electric field between the 

electrodes (V μm-1), Φ is the work function (eV), and β is the enhancement factor (which 

depends on geometry of the tip and sample which is 1 for a flat surface and higher for other 

geometries). The constants are A=1.56×10-10 A V-2 eV and B=6.83×103 V eV-1.5 μm-1 [61,62]. 
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Field emission from semiconductors is a much more complicated process due to their low 

carrier concentrations in bulk emitter compare to metal emitter. In the presence of an external 

field, low carrier concentrations allow the field penetrating into a semiconductor, causing band 

bending and nonlinearity in the current-voltage characteristics in F-N coordinates. The 

intercept of F-N plot, ln(J E-2) versus E-1 contains electron emission related information about 

the effective emission area and the field enhancement factor. A vacuum chamber at a base 

pressure of 5×10-7 mbar is used for the field emission measurements reported in this thesis [Fig. 

2.29]. The main chamber is equipped with a standard two-electrode configuration, where a 

known separation is maintained between two copper disks (serve as anode and cathode) by 

using a standard screw gauge arrangement (Mitutoyo, Japan). Sample is electrically stacked to 

the cathode using a conductive copper tape (sheet resistance ~0.004 Ω/□).  

Figure 2.30: Schematic representation of field emission measurement. 

A Keithley 2410 source meter, interfaced with a computer, is used to supply the desired voltage 

to the anode (with respect to the cathode) and measures the corresponding current where I-V 

characteristics are recorded by the LabTracer program [63]. A schematic representation of the 

field emission measurement setup used in the present thesis is depicted in Fig. 2.30. 

 



 

Experimental techniques Page 72 
 

Bibliography 

[1] M.A. Herman, H. Sitter, "Molecular beam epitaxy", Springer-Verlag Berlin Heidelberg, 

Berlin, Heidelberg, 1996. 

[2] M. Henini, "Molecular beam epitaxy from research to mass-production", Springer-Verlag 

Berlin Heidelberg, 2013. 

 [3] A.Y. Cho, J.R. Arthur, Prog. Solid State Chem. 10 (1975) 157. 

[4] J.R. Arthur, Surf. Sci. 500 (2002) 189. 

[5] P. Frigeri, L. Seravalli, G. Trevisi, S. Franchi, "Molecular beam epitaxy: An overview",  

Elsevier Ltd., 2011. 

[6] https://www.prevac.eu/ 

[7] X. Qiao, X. Zhang, Y. Tian, Y. Meng, Appl. Phys. Rev. 3 (2016) 031106. 

[8] C.A. Bishop, Vac. Depos. onto Webs, Film. Foils, Elsevier (2011) 125. 

[9] J.E. Mahan, K.M. Geib, G.Y. Robinson, R.G. Long, J. Vac. Sci. Technol. A Vacuum, 

Surfaces, Film. 8 (1990) 3692. 

[10] N. Masud, J.B. Pendry, J. Phys. C Solid State Phys. 9 (1976) 1833. 

[11] S. Nagano, Phys. Rev. B, 1990, 7363. 

[12] Y. Horio, "Reflection high-energy electron diffraction", John Wiley & Sons, Inc., USA, 

2018. 

[13] K.G. Wagner, Vacuum 34 (1984) 743. 

[14] A.K. Shukla, S. Banik, R.S. Dhaka, C. Biswas, S.R. Barman, H. Haak, Rev. Sci. Instrum. 

75 (2004) 4467. 

[15] K.S. Sree Harsha, "Principles of vapor deposition of thin films", Elsevier, 2006. 

[16] Y. Lin, X. Chen, Eds. "Advanced nano deposition methods", Wiley-VCH Verlag GmbH 

& Co. KGaA, Weinheim, Germany, 2016. 

[17] R. Anton, T. Wiegner, W. Naumann, M. Liebmann, C. Klein, C. Bradley, Rev. Sci. 

https://www.prevac.eu/


 

Experimental techniques Page 73 
 

Instrum. 71 (2000) 1177. 

[18] B.H. Wolf, "Characterization of ion sources", CRC Press, 1995. 

[19] R. Stuart, "Vacuum technology, thin films, and sputtering", Elsevier, 2016. 

[20] K.J. Klabunde, Ed., "Thin films from free atoms and particles", Elsevier, 2016. 

[21] D.H. Lee, N.G. Cho, Meas. Sci. Technol. 23 (2012) 105601. 

[22] http://www.rochester.edu/urnano/facilities/Ambios_profilometer/index.html 

[23] J.W. Wood, R.D. Redin, Rev. Sci. Instrum. 64 (1993) 2405. 

[24] C. Parigger, Handb. Phys. Med. Biol. 56 (2010) 34. 

[25] J.G. Kushmerick, P.S. Weiss, "Scanning probe microscopes", Springer Berlin Heidelberg, 

Berlin, Heidelberg, 2016. 

[26] M. Fujii, "Scanning probe microscopy", Springer New York, New York, 2011. 

 [27] S. Morita, "Roadmap of scanning probe microscopy-nanoscience and technology", 

Springer Berlin Heidelberg, Berlin, Heidelberg, 2007. 

[28] W. Melitz, J. Shen, A.C. Kummel, S. Lee, Surf. Sci. Rep. 66 (2011) 1. 

[29] R. Fuji, "Conductive atomic force microscopy", Ed. M. Lanza, Springer Singapore, 

Singapore, 2018. 

[30] A. Avila, B. Bhushan, Crit. Rev. Solid State Mater. Sci. 35 (2010) 38. 

[31] L. Jiang, J. Weber, F.M. Puglisi, P. Pavan, L. Larcher, W. Frammelsberger, G. Benstetter, 

M. Lanza, Materials (Basel). 12 (2019) 459. 

[32] http://www.asylumresearch.com/Applications/ElectricalCharacterization/ 

ElectricalSuite.pdf 

 [33] http://www.asylumresearch.com/Applications/Orca/Orca.shtml  

 [34] T. Basu, M. Kumar, M. Saini, J. Ghatak, B. Satpati, T. Som, ACS Appl. Mater. Interfaces 

9 (2017) 38931. 

[35] V. Chatterjee, R. Harniman, P.W. May, P.K. Barhai, Appl. Phys. Lett. 104 (2014) 171907. 

http://www.rochester.edu/urnano/facilities/Ambios_profilometer/index.html


 

Experimental techniques Page 74 
 

[36] W. Han, H. Jiao, D. Fox, in: Springer Tracts Mod. Phys., Springer US, Boston, MA, 2018, 

pp. 35. 

[37] P.S. Turner, C.E. Nockolds, S. Bulcock, "Electron microscope techniques for surface 

characterization", Springer, Berlin, Heidelberg, 2013. 

[38] https://www.zeiss.com/corporate/int/home.html 

[39] N. Yao, Z.L. Wang, Eds. "Handbook of microscopy for nanotechnology",  Kluwer 

Academic Publishers, Boston, 2005. 

[40] B. Satpati (Ph. D. Thesis, Institute of Physics, Bhubaneswar) 

[41] B. Fultz, J.M. Howe, "Transmission electron microscopy and diffractometry of materials", 

Springer Berlin Heidelberg, Berlin, Heidelberg, 2008. 

[42] https://www.wikiwand.com/en/Transmission_electron_microscopy 

[43] B.D. Cullity, "Elements of x-ray diffraction", Addison-Wesley Publishing Co., Boston, 

1978. 

[44] A.L. Patterson, Phys. Rev. 56 (1939) 978. 

[45] K. Siegbahn, K. Edvarson, Nucl. Phys. 1 (1956) 137. 

[46] H. Fujiwara, "Spectroscopic ellipsometry", John Wiley & Sons Ltd, Chichester, UK, 2007. 

[47] M. Schubert, "Infrared ellipsometry on semiconductor layer structures", Springer Berlin 

Heidelberg, Berlin, Heidelberg, 2012. 

[48] H.G. Tompkins, E.A. Irene, "Handbook of ellipsometry", Springer-Verlag Berlin 

Heidelberg, Berlin, Heidelberg, 2005. 

[49] D. Goldstein, Polariz. Light. Third Ed. (2011) 117. 

[50] K. Levenberg, Q. Appl. Math. 2 (1944) 164. 

[51] D.W. Marquardt, J. Soc. Ind. Appl. Math. 11 (2005) 431. 

[52] H.G. Tompkins, "A user’s guide to ellipsometry", Elsevier, 2016. 

[53] R. Clark Jones, J. Opt. Soc. Am. 32 (2008) 486. 

https://www.zeiss.com/corporate/int/home.html
https://www.wikiwand.com/en/Transmission_electron_microscopy


 

Experimental techniques Page 75 
 

[54] P. Yeh, C. Gu, "Optics of liquid crystal displays", John Wiley & Sons Ltd, UK, 2007. 

[55] V.C. Chen, F. Li, S.S. Ho, H. Wechsler, IEEE Trans. Aerosp. Electron. Syst. 42 (2006) 2. 

[56] M. Schubert, Phys. Rev. B - Condens. Matter Mater. Phys. 53 (1996) 4265. 

[57] G.B. Arfken, H.J. Weber, F.E. Harris, "Mathematical methods for physicists", Elsevier, 

2013. 

[58] https://www.jawoollam.com/ 

[59] https://www.jawoollam.com/products/vase-ellipsometer 

[60] F.L. Forgerini, R. Marchiori, Biomatter 4 (2014) 28871. 

[61] R.H. Fowler, L. Nordheim, Proc. R. Soc. A Math. Phys. Eng. Sci., 119 (1928) 173. 

[62] P.A. Chatterton, Proc. Phys. Soc. 88 (1966) 231. 

[63] https://www.tek.com/source-measure-units/2400-software/labtracer-29-unsupported

https://www.jawoollam.com/
https://www.jawoollam.com/products/vase-ellipsometer
https://www.tek.com/source-measure-units/2400-software/labtracer-29-unsupported


 

Theoretical Background: Pattern formation and growth kinetics of nanoparticles                       Page 76 
 

CHAPTER 3 

 

Theoretical Background: Pattern formation and 

growth kinetics of nanoparticles 

3.1 Ion-beam induced pattern formation 

Self-organization of patterns fabricated under bombardment of energetic ions is an important 

area and is being studied extensively studied due to their potential in creating large scale surface 

patterns (wafer scale: 2 inch diameter) in a single processing step. Initial studies lead to a 

common belief that sputter erosion plays a major role in creating such nanoscale patterns [1,2]. 

As a matter of fact, sputter erosion can lead to different effects on the surface of a material, 

depending on different experimental parameters, such as incident ion energy, angle of 

incidence, mass, substrate temperature and material composition, and the presence of impurity 

also. However, subsequent studies indicate that self-organized periodic nanostructures 

originate due to a dynamic balance among various fundamental kinetic processes under ion 

bombardment like surface roughening via curvature-dependent sputtering (in which erosion 

rate is enhanced for concave surfaces rather than convex surfaces), smoothing via surface 

diffusion, and atomic mass redistribution which solely depend on the experimental conditions 

[2–5].   

Thus, no single theory is able to describe ion-induced pattern formation, albeit for materials 

which get amorphized under ion bombardment the same can be explained well in light of 

continuum models [6]. This framework describes ion-bombarded surface at a length scale much 

higher than the atomic scale. Generally, the roughness or smoothness of a surface under ion 

exposure is described by fluctuations in the surface height with respect to a mean height. In 

this chapter, we briefly introduce some basic parameters which are used to characterize a 
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surface and later on, we present a brief review of the theoretical models developed for the 

understanding of surface evolution under ion-bombardment.                                                                                                                                                                                                                                                                                                                                                                                                                                                                              

3.1.1 Ion-solid interaction 

The interaction of charged atomic particles with solid surfaces is the basis of many 

experimental techniques and it plays an important role in fundamental and applied research. 

The ability to sculpt the smooth material surfaces in the form of nanostructures using ion-beams 

are critically dependent on the nature of interactions between an incident ion-beam and the 

material under consideration.  

Figure 3.1 shows a schematic diagram illustrating some of the possible processes that occur 

during ion-matter interaction. When ions are bombarded on a solid target, a major fraction of 

incident ions enters the solid after penetrating the target surface. In this process, energetic ions 

lose their kinetic energy by transferring it to the target atoms and electrons via elastic and 

inelastic collisions, respectively. The energy transferred directly to the target atoms is further 

propagated to stationary neighbouring atoms and electrons which results in a high degree of 

mobile target atoms and electrons. Therefore, this successive collision processes lead to a 

region dominated by the mobile atoms within the target material which is known as collision 

cascade. When an ion completely loses its kinetic energy inside the target after consecutive 

collisions with target atoms and electrons and comes to rest, the process is termed as ion-

implantation and the ions get implanted in the material. However, if target atoms from the near-

surface region of the material, get sufficient energy to overcome the potential barrier and are 

knocked out from the target surface, then the process is identified as sputtering. Hence, the 

combination of knocked out target atoms and backscattered species is called as sputtered atoms. 

The sputtering yield is the number of sputtered atoms per incident ion upon irradiation of a 

sample. 
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Figure 3.1: Schematic of ion-solid interaction. 

In addition, there is a large angle scattering of ions upon colliding with target atoms which 

results in the reflection of ions (in case of a lighter projectile mass compared to target atomic 

mass). This process is termed as backscattering and the ions (charged or neutralized by charge 

exchange with target atoms) are called backscattered species. Further, the interaction of 

energetic ions with target electrons can give rise to emission of optical x-rays, optical photons, 

and secondary electrons. If the displacement of target atoms from their lattice positions can 

give rise to highly disordered zones along the path of the incident ions which is known as 

radiation damage. However, the disordered zones, which are initially isolated, may overlap 

with each other at sufficiently high ion fluences and therefore, give rise to the formation of a 

complete amorphous layer. The region of the solid target which is affected by the impact of 

energetic ions, is called as the region of deposited energy. In the following sections, we will 

briefly introduce the terminology exploited to describe the interaction of ions with matter.  
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Ion stopping 

As the name suggests, ion stopping is the rate of energy lost by energetic ions while travelling 

inside a target. It can be described by the stopping power dE/dx, where the energy lost by the 

incident energetic ion is dE in traversing a distance dx which is measured from a reference 

frame parallel to the ion-beam direction. As mentioned above, energetic ions can lose their 

energy either by elastic (nuclear) or inelastic (electronic) collisions, therefore, the stopping 

power can be represented as the summation of both nuclear and electronic energy losses as: 

𝑑𝐸

𝑑𝑥
= (

𝑑𝐸

𝑑𝑥
)
𝑛
+ (

𝑑𝐸

𝑑𝑥
)
𝑒
,                                              (3.1) 

where nuclear and electronic energy losses are represented by (
𝑑𝐸

𝑑𝑥
)
n
and (

𝑑𝐸

𝑑𝑥
)
e
, respectively. 

The stopping cross-section (effective impact area) is an important parameter which can 

describe the energy losses as: 

𝑆(𝐸) =
1

𝑁

𝑑𝐸

𝑑𝑥
=

1

𝑁
(
𝑑𝐸

𝑑𝑥
)
𝑛
+

1

𝑁
(
𝑑𝐸

𝑑𝑥
)
𝑒
=⁡𝑆𝑛(𝐸) + 𝑆𝑒(𝐸),               (3.2) 

where N is the atomic density of the target [7]. 

Nuclear stopping 

To describe nuclear stopping, one can start with the interaction potential V(r) between an 

energetic ion and the target atom as:  

𝑉(𝑟) = 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑟 > 𝑟0 

                                                               ⁡=
𝑍1𝑍2𝑒

2

𝑟2
𝜒(𝑟)⁡⁡⁡⁡for⁡⁡⁡𝑎0 < 𝑟 < 𝑟0,                          (3.3) 

where r is the distance between the incident ion and the target atoms, a0 and r0 are the Bohr 

radius of hydrogen atom and equilibrium distance of atoms in a solid, respectively. Z1 and Z2 

are atomic number of the incident ion and the target atom, respectively and e is the electronic 

charge. On the other hand, χ(r) is the electrostatic screening of nuclear charges by the bound 

electrons to the target atoms. To get the expression for nuclear stopping, both, the interatomic 

potential and screening function can be approximated in power forms as V(r) ~ r-1 and χ(r/aTF) 
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= (ks/s)(aTF/r)
s˗1

, respectively where, s=1, 2….ks, is an indexing constant, and aTF is the 

Thomas-Fermi screening radius defined as: 

𝑎𝑇𝐹 =
0.88534𝑎0

(𝑍1
1 2⁄

+𝑍2
1 2⁄

)
2⁡.                                                 (3.4) 

Using these power forms of interatomic potential and screening function, the nuclear stopping 

can be written as [7]: 

𝑆𝑛(𝐸) =
𝐶𝑚𝐸1−2𝑚

1−𝑚
[

4𝑀1𝑀2

(𝑀1+𝑀2)2
],                                            (3.5) 

where,                                   𝐶𝑚 =
𝜋

2
𝜆𝑚𝑎𝑇𝐹

2 (
𝑍1𝑍2𝑒

2

𝑎𝑇𝐹
)
2𝑚

(
𝑀1

𝑀2
)
𝑚

.                                    (3.6) 

Here, m=1/s and λm is a fitting variable having the functional form:  

𝜆𝑚 = 2𝑚(
𝑘𝑠Γ(1 2⁄ )Γ(𝑠+1 2⁄ )

4Γ(𝑠 2⁄ +1)
)
2𝑚

.                                         (3.7) 

The compact form of the stopping cross-section can be shown by introducing reduced energy 

(ε) and reduced length (ρ) as: 

𝑆𝑛(𝜀) =
𝑑𝜀

𝑑𝜌𝐿
=

𝜆𝑚

2(1−𝑚)
𝜀1−2𝑚,                                        (3.8) 

where                   𝜀 =
𝑀2

𝑀1+𝑀2
.

𝑎𝑇𝐹

𝑍1𝑍2𝑒2
𝐸⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑎𝑛𝑑⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝜌𝐿 = 4𝜋𝐿𝑁𝑎𝑇𝐹

2 [
𝑀1𝑀2

(𝑀1+𝑀2)2
].              (3.9) 

The exponent m depends upon the reduced energy (ε) in the following manner: 

𝑚 = {
1/3
1/2
1

⁡⁡⁡⁡⁡⁡⁡⁡
for⁡⁡⁡𝜀⁡ ≤ ⁡0.2

for⁡⁡⁡0.08⁡ ≤ ⁡𝜀⁡ ≤ ⁡2
for⁡⁡⁡⁡𝜀⁡ > ⁡2

⁡} .                                         (3.10) 

This approximation of screening function applicable to nuclear stopping was provided by 

Ziegler, Biersack, and Littmark (ZBL) [8].  

Electronic stopping 

When energetic ions traverse inside the target matrix, the electronic energy loss of energetic 

ions inside a solid is strongly dependent on the velocity of the ions. Lindhard and Scharff 

derived the cross-section corresponding to the electronic stopping of energetic ions inside a 
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solid. It is valid for ion velocity v<v0Z1
2/3, where v0 is the Bohr velocity. The electronic stopping 

cross-section can be expressed as: 

𝑆𝑒(𝐸) = 3.83
𝑍1
7 6⁄

𝑍2

(𝑍1
2 3⁄

+𝑍2
2 3⁄

)
3 2⁄ (

𝐸

𝑀1
)
1 2⁄

= 𝐾𝐿𝐸
1 2⁄ .                           (3.11) 

The compact from of the electronic stopping cross-section can also be shown in terms of 

reduced energy (ε) and reduced length (ρ) as: 

𝑆𝑒(𝜀) = (
𝑑𝜀

𝑑𝜌
)
𝑒
=

𝑍1
2 3⁄

𝑍2
2 3⁄

(1+
𝑀2
𝑀1

)
3 2⁄

12.6(𝑍1
2 3⁄

+𝑍2
2 3⁄

)
3 4⁄

𝑀2
1 2⁄

𝜖
1

2 ⁡= ⁡𝑘ε1/2.                           (3.12) 

The interaction of high energy ions (velocity v>v0Z1
2/3) with target electrons is out of the scope 

of this thesis and not discussed here. 

 

 

 

 

 

 

 

 

Figure 3.2: Nuclear, electronic, and total energy losses extracted from SRIM 2013 Monte Carlo 

simulation code [8]. Energy losses are plotted as a function of incident energy of Ar-ions. 

Let’s take an example of Ar-ion bombardment of Si target. As mentioned above, when 

energetic Ar-ions travel inside the silicon matrix, ions continuously lose their energy via 

nuclear (elastic) and electronic (inelastic) energy loss processes. To identify the energy regimes 

for the nuclear and electronic energy loss, SRIM simulation is performed on Ar-ion irradiated 

of Si system (Fig. 3.2) and is found that nuclear energy loss process is dominant in the low 
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energy (0.1–10 keV) regime. However, in the medium energy (10–500 keV) regime, the 

dominant energy loss process starts to deviate from nuclear to electronic energy loss. Moreover, 

the electronic energy loss processes dominate at sufficiently higher energies (≥1 MeV to GeV). 

Ion range and straggling 

As mentioned above, when energetic ions travel through a solid, there are collisions of ions 

with the target atoms/electrons and therefore, ions lose their energy by the velocity-selective 

energy loss mechanisms. During this process, energetic ions undergo successive scattering of 

ions with target atoms and change their direction of motion. Thus, the trajectory of the ions 

becomes random instead of a straight line. A 3D representation of the process is shown in Fig. 

3.3, where the origin of the coordinate system is considered at the target surfaces. The positive 

x-axis is normal to the surface pointing into the solid, while y- and z-axes are considered to be 

orthogonal to each other in the target surface plane. 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Schematic diagram clarifying the definitions of penetration depth, spread, radial 

range, and projected range. 
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As shown in the schematic, an ion incident at an angle of θ (with respect to the surface normal) 

hits the surface at a point (x0, y0, z0) and follows the zigzag trajectory (shown by the blue line) 

after successive scattering with stationary target atoms and electrons. Finally, the energetic ion 

completely loses its kinetic energy and comes to rest at a point (xS, yS, zS). The distance along 

the trajectory of the ion is called the range (R) of the ion. However, the projected range (Rp) is 

defined by the net penetration depth of the projectile measured along the initial ion trajectory. 

The net depth of ion-penetration along the z-axis (zs) is equivalent to the projected range 

corresponding to the normal incidence of ions (θ=0°). The distance between the point of 

entrance (x0, y0, z0) and the end point of ion path (xS, yS, zS) is called the radial range (Rr). The 

distance between (x0, y0, z0) and (xS, yS, z0) is called the lateral spread (Rs). Since, the stopping 

of ions in a target is a stochastic process, it is not necessary for all the ions with same energy 

and angle of incidence to come in rest at the same depth below the surface. Hence, a statistical 

distribution of projected range is observed, which is referred as the range distribution. 

Generally, the ion-range distribution is roughly a Gaussian for low ion fluences where the 

distance of the Gaussian peak from the surface and FWHM of the distribution are called the 

average range of ions and the range straggling, respectively. The ion range (R) in terms of 

incident ion energy (E0) [7] can be expressed as:  

     𝑅(𝐸0) = (
1−𝑚

2𝑚
)
𝛾𝑚−1

𝑁𝐶𝑚
𝐸0
2𝑚,                                            (3.13) 

where γ = 4M1M2/(M1+ M2)
2 is the reduced mass, Cm and m are defined earlier in Eq. 3.6 and 

3.10, respectively. 

Sputtering 

Sputtering is a phenomenon in which atoms from a target are knocked out under the 

bombardment of energetic ions. Sputtering can be quantitatively described by the sputtering 

yield (Y) [7] as: 
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𝑌 =
Number of sputtered atoms

Number of incident ions
= ⁡𝛬𝐹D =

𝛼𝑁𝑆𝑛(𝐸)

𝐸B
 .                           (3.14) 

Here, Λ is a material-specific constant, FD is the deposition of nuclear energy per unit length, 

α is the correction factor depending on the ratio of ion and target atomic masses, N, and EB are 

the atomic density and surface binding energy of the target, respectively. The sputtering of light 

mass ions is independent of temperature, while the heavy-ion sputtering is highly influenced 

by the near melting temperature of the target [9]. The maximum value of the sputtering yield 

can be achieved by the bombardment of medium energy ions. However, higher energy ions can 

penetrate deeper into the target and less number of atoms are removed from the surface which 

result in lower sputtering yields. On the other hand, the sputtering yield is maximum when the 

mass of ions equals the mass of the target atoms. An empirical formula can be given for the 

sputtering yield (YE) as a function of the ion energy (E), as:  

𝑌E = 0.42
𝛼s𝑄s𝑆n(𝐸)

𝐸B[1+0.35𝐸B𝑆e(𝜀)]
𝜒2.8,                                  (3.15) 

where 𝜒 = 1 − √(𝐸th 𝐸⁄ ), Qs and αs are empirical parameters evaluated from experimental 

sputtering yield data, and Eth is the threshold energy for sputtering.   

The angular sputtering yield (Yθ) can be approximated in terms of sputtering yield for normally 

incident ions (Y0) as: 

𝑌θ

𝑌0
= (cos 𝜃)−𝑓,                                               (3.16)  

where f is a function of M2/M1 [7].  

Equation 3.16 predicts that the sputtering yield increases with increasing angle of incidence  

(with respect to surface normal). However, the experimentally observed sputtering yield starts 

to deviate from the behavior predicted in Eq. 3.16 at very grazing angles of incidence where 

incident ions are mostly reflected from the target surface. An empirical relation has been 

provided by Yamamura et al. [10] to consider the deviation in the sputtering yield at grazing 

incidences: 
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𝑌θ = 𝑌0 (
1

cos𝜃
)
𝑓

exp (−𝛴 (
1

cos𝜃
− 1)),                            (3.17) 

where f is an energy dependent function: 𝑓 = 1.85 (1 + 1.25 (
1−𝜒

𝜒
)) ⁡and⁡Σ = 𝑓 cos 𝜃𝑜𝑝𝑡.  

θopt is the angle of ion incidence corresponding to the maximum sputtering yield. Eq. 3.17 

provides a more realistic description of angular sputtering yield compared to the one obtained 

by using Eq. 3.16. 

3.1.2 Continuum theory based simulation of self-organized pattern 

formation 

Continuum theories or models can explain a variation involved in a continuous sequence in 

which neighbouring elements are correlated with each other without any abrupt change or 

discontinuity. At the same time, the extreme elements are quite distinct. For example, the 

space-time continuum model explains space and time as a part of the same continuum rather 

than as separate entities. A spectrum in physics (e.g. light) is often termed either as a continuous 

spectrum (energy at all wavelengths) or discrete spectrum (energy at only certain wavelengths). 

Continuum models of a surface can be described at lengths more than the atomic scale. A solid 

surface can be assumed as a continuum of points expressed by a surface height function h (x, 

y, t) in a laboratory frame, where x- and y-axes are parallel to the initial flat surface and z-axis 

is normal to the surface. On the basis of Sigmund’s theory of ion sputtering [11] of an 

amorphous solid surface, Bradley and Harper (BH) introduced the continuum theory of pattern 

formation [3] upon ion bombardment in 1988. According to BH theory, for a slowly undulating 

surface, the sputtering yield depends on the local surface curvature which makes surface 

unstable. The ripple-like sinusoidal modulations yields from the competition between the 

curvature-dependent sputter erosion and smoothening of surfaces by relaxation processes 

which results in the growth of a range of sinusoidal perturbations on the surface. In the 
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following section, we introduce the continuum theories to describe ion-induced surface 

evolution. 

3.1.2.1 Sigmund’s Theory of sputtering 

Upon considering only physical sputtering process, the ion-bombardment of solid surfaces 

leads to increase in the surface roughness as a function of fluence. According to Sigmund, the 

sputtering yield is proportional to the deposited energy in elastic collisions for an amorphous 

material. Sigmund [11] showed that the nuclear stopping of ions is the dominant energy loss 

process in the lower ion energy regime and the spatial distribution of the ion energy deposition 

inside an amorphous solid is approximated by a Gaussian distribution, as is shown in Fig. 3.4. 

According to this, the average ion energy deposited at the point p′ due to the elastic collision 

inside the target is expressed by: 








 





2

22

2

2

22/3 2

''

2

)'(
exp

)2(
)(



 yxaz
rE     ,                         (3.18) 

where r′=(x′, y′, z′) is the origin of the coordinate system considered at the ion impact point p′, 

ε is the total energy deposition by the ion, and a is the average depth of the energy deposition. 

Here z′ is measured along the direction of the incident ion trajectory, while x′ and y′ are 

measured perpendicular to the z′ direction. As depicted in Fig. 3.4, the point O is considered as 

the maximum energy deposition at a distance a below the surface, where the width of the 

Gaussian distribution in the direction parallel and perpendicular to the incident ion beam are σ 

and μ. The sputtering yield at any surface point p can be expressed in terms of surface recession 

velocity (v) at point p which is proportional to the total energy deposited at point p by all ions 

incident on the surface:  

')'()'( drrErp


       (3.19) 
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Figure 3.4: Schematic demonstration of Gaussian energy deposition of an incoming ion inside 

a target. θ: global angle of incidence; γ: local angle of incidence. 

The integral extends over the region (ℜ), where the impact of ions (anywhere on the surface) 

contributes significantly to the energy deposition at point p. Here, 𝜙(𝑟′) is the ion flux 

corrected due to the difference between local angle of incidence γ and angle of incidence θ with 

respect to flat surface normal (z-direction). The proportionality constant p is the characteristic 

of the substrate and depends on the target atomic density N, surface binding energy U0, and a 

constant Co related to the square of the radius of the effective potential due to the interaction 

of incident ion with target atom and is given by: 

    
00

1

4

3

CNU
p


                                              (3.20) 

It is noteworthy that the curvature-dependent sputter erosion rate of target surfaces can be 

calculated using Eq. 3.19, which is discussed in the following section. 
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3.1.2.2 Bradley-Harper theory  

A linear partial differential equation was derived by Bradley and Harper (BH) [3] using Eq. 

3.19 which is able to describe the dynamics of a slowly undulating surfaces. It was considered 

that the radius of curvature (R) at any surface point is much larger compared to the mean depth 

of energy deposition (a), which was termed as the small slope approximation. Hence, in the 

laboratory coordinate system (x, z), one can express the surface height near the point p on the 

basis of small slope assumption as:  

                                                              









R

x
xh

2

2

1
)(   ,                                                 (3.21) 

where R is the radius of curvature of the surface. The surface evolution governed by linear 

partial differential equation can be expressed as: 

                        
𝜕ℎ

𝜕𝑡
≅⁡−𝑣0 + 𝛾

𝜕ℎ

𝜕𝑥
⁡+

𝑓𝑎

𝑁
𝑌0(𝜃) [Γ1(𝜃)

𝜕2ℎ

𝜕𝑥2
⁡+ ⁡Γ2(𝜃)

𝜕2ℎ

𝜕𝑦2
⁡] − 𝐵𝛻4ℎ.           (3.22) 

The expressions for 𝛤1(𝜃) and 𝛤2(𝜃), used in Eq. 3.22, are written as:  

                                𝛤1(𝜃) = ⁡
𝐴

𝐵1
𝑠𝑖𝑛𝜃 −

𝐵2

2𝐵1
(1 +

𝐴2

𝐵1
) 𝑐𝑜𝑠𝜃 −

𝐴𝐶

𝐵1
2 (3 +

𝐴2

𝐵1
) 𝑐𝑜𝑠𝜃  

and                                            𝛤2(𝜃) = ⁡−
𝜇2

𝑎2
(
𝐵2

2
+

𝐴𝐶

𝐵1
) 𝑐𝑜𝑠𝜃,                                          (3.23) 

where 𝐴 = (
𝑎

𝜎
)
2

𝑠𝑖𝑛𝜃,  𝐵1 = (
𝑎

𝜎
)
2

𝑠𝑖𝑛2𝜃 + (
𝑎

𝜇
)
2

𝑐𝑜𝑠2𝜃, 𝐵2 = (
𝑎

𝜎
)
2

𝑐𝑜𝑠𝜃, 

𝐶 =⁡
1

2
[(

𝑎

𝜇
)
2

− (
𝑎

𝜎
)
2

] 𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃, and 𝐷 =
1

8
[(

𝑎

𝜇
𝑠𝑖𝑛𝜃)

2

+ (
𝑎

𝜎
𝑐𝑜𝑠𝜃)

2

]. 

The curvature depends sputter erosion rate can be evaluated from Eq. 3.19 and 3.21 as: 

𝑣(𝜃, 𝑅) ≅
p𝐸𝑓𝑎

√2𝜋𝜎𝜇
𝐵1
−
1

2𝑒𝑥𝑝 (−
𝑎2

2𝜎2
+

𝐴2

2𝐵1
) [cos 𝜃 + Γ1(𝜃)

𝑎

𝑅
],                    (3.24) 

where A, B1, and Γ1 are the functions of angle of incidence θ, incident ion-flux f, a, σ, and μ. 

Let us now evaluate the sputtering yield of a flat surface by considering R=∞. In this case, the 
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sputtering yield is Y0(θ) = v(θ, R=∞)N/f cos(θ), where N is the target atomic density in the 

amorphous solid. Hence, Eq. 3.24 can be rewritten as: 

𝑌0(𝜃) ≅
p𝐸𝑓𝑎

√2𝜋𝜎𝜇
𝐵1
−
1

2𝑒𝑥𝑝 (−
𝑎2

2𝜎2
) 𝑒𝑥𝑝 (

𝐴2

2𝐵1
),                                  (3.25) 

In the case of σ>μ, parameters A and B1 become increasing functions of the angle of incidence 

θ (which indicates that the sputtering yield of a flat surface), while Y0(θ) also becomes an 

increasing function with angle of incidence. However, it is experimentally known that the 

sputtering yield begins to decrease when reflection of ions comes into picture after a critical 

angle θ. Equation 3.24 can be rewritten in terms of Y0(θ) with the help of Eq. 3.25 as: 

𝑣(𝜃, 𝑅) ≅
𝑓

𝑁
𝑌0(𝜃) [cos 𝜃 + Γ1(𝜃)

𝑎

𝑅
],                                  (3.26) 

 

 

 

 

 

 

 

 

Figure 3.5: Schematic illustration of the origin of the curvature dependent sputtering induced 

by ion beam erosion of non-planar surfaces.  

In Eq. 3.26, the term aΓ1(θ)/R represents the curvature-dependent erosion velocity. At normal 

incidences (θ=0°), Γ1(θ) becomes negative. However, the radius of curvature (R) of the 

surfaces becomes negative in trough regions only. Therefore, Eq. 3.26 suggests that the velocity 

of erosion is greater in surface troughs than their crests and it can be concluded that under ion-
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bombardment, the valley parts of a surface will be eroded faster than their peaks. Thus, 

curvature dependent sputtering increases the amplitude of the perturbation and leads to a 

surface instability under bombardment of ions. The depth of the energy deposition by the 

incident ions is assumed to be constant for both the convex [Fig 3.5(a)] and concave [Fig 3.5(b)] 

surfaces. However, due to geometry of convex and concave surfaces, the distance AʹBʹ is 

smaller in case of a concave surface compared to the distance AB for a convex surface. 

Therefore, a higher amount of energy is deposited at point Aʹ (the concave surface), leading to 

a greater erosion of the valleys compared to less energy deposition at A for the convex surface.  

 

 

 

 

 

 

Figure 3.6: Schematic illustration of the parallel-mode ripples. 

According to BH theory, the formation of periodically modulated structures like ripples are the 

consequence of two competing processes: one is the surface roughening due to curvature-

dependent erosion rate and another is the thermally induced surface smoothing process. This 

theory can predict that below a critical angle (θc), parallel-mode ripples (wave vector of ripples 

parallel to the projection of ion-beam on the surface) are formed. However, ripples get rotated 

by 90◦ beyond the critical angle θc. A schematic of parallel-mode ripples is shown in Fig. 3.6. 

Due to reflection of ions at very grazing angles (close to 90º), BH model becomes inappropriate 

to describe the morphology of ion-bombarded surfaces. 



 

Theoretical Background: Pattern formation and growth kinetics of nanoparticles                       Page 91 
 

Non-linear extension to BH theory 

According to BH theory, when the slope of slowly undulating surfaces is small enough (small 

slope approximation), there is an exponential increase in the ripple amplitude under ion 

bombardment and therefore, the increased surface slopes become an important factor in the 

evolution of the surfaces, i.e. non-linear effects start to come into the picture. An extension of 

the BH theory, Makeev, Cuerno, and Barabási (MCB) [12] incorporated the effect of increasing 

surface slopes by considering higher order terms in the Taylor series expansion of surface 

height. The derived equation of surface height evolution can be represented as:  

𝜕ℎ

𝜕𝑡
≅⁡−𝑣0 + 𝛾

𝜕ℎ

𝜕𝑥
⁡+ 𝜈𝑥

𝜕2ℎ

𝜕𝑥2
⁡+⁡𝜈𝑦

𝜕2ℎ

𝜕𝑦2
⁡− 𝐷T𝛻4ℎ − 𝐷𝑥𝑥

𝜕4ℎ

𝜕𝑥4
− 𝐷𝑦𝑦

𝜕4ℎ

𝜕𝑦4
+⁡

𝜆𝑥

2
(
𝜕ℎ

𝜕𝑥
)
2

+

𝜆𝑦

2
(
𝜕ℎ

𝜕𝑦
)
2

+ 𝜂(𝑥, 𝑦, 𝑡),                           (3.27) 

where, λx (
∂h

∂x
)

2

, λy (
∂h

∂y
)

2

are the non-linear terms depending on slopes, Dxx and Dyy are ion 

induced effective surface diffusion terms along x- and y-direction, respectively, and η(x, y, t) is 

added as a noise term to mimic the stochastic nature of ions on the surface. All the coefficients 

are functions of ion energy (ε), angle of incidence (θ), ion-flux (J), as well as a, σ, and μ except 

the thermal diffusion term 𝐷T∇4h and the noise term η. These coefficients can be expressed as: 

𝑣0 = 𝐹𝑐, 

𝛾 = 𝐹
𝑠

𝑓2
[𝑎𝜎

2𝑎𝜇
2𝑐2(𝑎𝜎

2 − 1) − 𝑎𝜎
4𝑠2], 

𝜈𝑥 = 𝐹𝑎
𝑎𝜎
2

2𝑓3
[2𝑎𝜎

2𝑠4 − 𝑎𝜎
4𝑎𝜇

2𝑐2𝑠2 + 𝑎𝜎
2𝑎𝜇

2𝑐2𝑠2 − 𝑎𝜇
4𝑐4], 

𝜈𝑦 = −𝐹𝑎
𝑐2𝑎𝜎

2

2𝑓
, 

𝐷𝑥𝑥 = 𝐹
𝑎3

24𝑓5
[−4(3𝑎𝜎

2𝑠2𝑓 + 𝑎𝜎
6𝑠4)𝑓2 + 𝑎𝜎

2𝑐2(3𝑓2 + 6𝑎𝜎
4𝑠2𝑓 + 𝑎𝜎

8𝑠2)𝑓

+ 2(𝑎𝜎
2 − 𝑎𝜇

2)𝑐2(15𝑎𝜎
2𝑓2𝑠2 + 10𝑎𝜎

6𝑠2𝑓 + 𝑎𝜎
10𝑠2)], 
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𝐷𝑦𝑦 = ⁡𝐹
𝑎3

24𝑓5
3𝑎𝜎

2

𝑎𝜇2
(𝑓4𝑐2), 

𝜆𝑥 = 𝐹
𝑐2

2𝑓4
[𝑎𝜎

8𝑎𝜇
2𝑠4(3 + 2𝑐2) + 4𝑎𝜎

6𝑎𝜇
4𝑐4𝑠2 − 𝑎𝜎

4𝑎𝜇
6𝑐4(1 + 2𝑠2)

− 𝑓2 (2𝑎𝜎
2𝑠2 − 𝑎𝜎

2𝑎𝜇
2(1 + 2𝑠2)) − 𝑎𝜎

8𝑎𝜇
4𝑐2𝑠2 − 𝑓4] , 

                                               𝜆𝑦 =⁡
𝑐

2𝑓2
[𝑎𝜎

4𝑠2 − 𝑎𝜎
2𝑎𝜇

2𝑐2 − 𝑓2],                                   (3.28) 

where, 

𝐹 = ⁡
𝐽𝜖𝑝𝑎

𝜎𝜇√2𝜋𝑓
𝑒−𝑎𝜎

2𝑎𝜇
2𝑐2 2𝑓⁄ , 

𝑎𝜎 =⁡𝑎 𝜎⁄ ,⁡⁡⁡𝑎𝜇 =⁡𝑎 𝜇⁄ ,⁡⁡⁡𝑓 = 𝑎𝜎
2𝑠2 + 𝑎𝜇

2𝑐2,⁡⁡⁡𝑠 = sin 𝜃 ,⁡⁡⁡𝑐 = cos 𝜃. 

The presence of nonlinear terms is the main difference between BH equation (Eq. 3.22) and 

MCB equation (Eq. 3.27). However, the analytic solutions of MCB equation is not possible 

due to the incorporation of these nonlinear terms. Therefore, numerical integration is the best 

solution of the same. 

3.1.2.3 Carter-Vishniyakov Theory 

According to BH theory, periodic ripple patterns can evolve for any off-normal incidence of 

an ion-beam. However, experimental results show that there is a critical angle of ion-incidence 

beyond which formation of ripples takes place. This critical angle varies between 45°-55° for 

Si substrates. Hence, to fill the gap between the theoretical predictions and experimental 

observations, Carter and Vishniyakov (CV) [13] introduced the ion-induced lateral mass 

redistribution as the reason behind the formation of these modulated topography. According to 

CV, the impact of energetic ions on surfaces leads to a displacement of the generated recoils, 

which on an average, is parallel to the initial direction of the incident beam. However, for off-

normally incident ion-beams, the average displacement of the target atoms has a component 

parallel to the surface, which is parallel to the direction of ion-beam projection onto the surface. 
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Figure 3.7 presents a schematic diagram to demonstrate the CV mechanism where the incident 

ion lies in the plane parallel to the initial flat surface (xz) plane of the laboratory frame. 

However, in the local coordinate system, x′-axis is defined to be perpendicular to the local 

surface and z’-axis is perpendicular to x’. 

 

 

 

 

 

 

 

 

Figure 3.7: Schematic diagram of the laboratory coordinate frame (x, z) along with the local 

coordinate frame (x′, z′) to represent the CV mechanism. The local surface normal is 

represented by the unit vector z′. 

The incident ion makes an angle θ and γ with the z- and z′-axis, respectively. The local 

misorientation of the surface can be represented as: (𝜃 − 𝛾) = tan−1(𝜕ℎ 𝜕𝑥⁄ ) ≈ ⁡𝜕ℎ 𝜕𝑥⁄ . The 

recoil displacement vector can be defined as 𝛿 = 𝑓(𝐸)𝑑, where f(E) is the total generated recoil 

atoms and the mean recoil displacement distance (d) is defined as the average movement of the 

recoils parallel to the ion-beam direction. However, the projection of δ on the surface is D. 

Moreover, under the present surface geometry, the normal component of the surface velocity 

is defined as: 𝑣𝑛 = −cos(𝜃 − 𝛾)
𝜕ℎ

𝜕𝑡
. Therefore, with the above mentioned information, some 

identities can be obtained [14] as: 
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|𝐷| = 𝛿 sin(𝛾) ;⁡⁡𝐷x = 𝛿 sin(𝛾) cos(𝛾),                              (3.28) 

where Dx (component of D) is defined as the projection of δ along the x-axis. In addition to 

this, the projection of the ion flux along the x-axis can also be defined as Jx=Jcos(γ)/cos(θ-γ). 

Therefore, the net number of generated recoil displacements due to ion flux in the x-direction 

(Jx) is Jx×Dx and the equation of motion can be written as a continuum equation [15]: 

𝜕ℎ

𝜕𝑡
= −

1

𝑁

𝜕

𝜕𝑥
(𝐽x𝐷x) =

𝐽𝛿𝑎 cos2𝜃

𝑁

𝜕2ℎ

𝜕𝑥2
.                                        (3.29) 

Hence, the growth of surface height is also governed by the recoil displacements generated by 

the ion flux. The ion flux induced recoil displacements was first introduced by CV [13] and 

later elaborated by Madi et al. [4]. Hence, the effective surface tension term (coefficient of  
𝜕2ℎ

𝜕𝑥2
⁡ 

term), which is responsible to evolve sinusoidal perturbations on materials surfaces, can be 

rewritten as the contribution from both BH and CV as: 

𝜈x =
𝐽𝑎

𝑁
[𝛿 cos 2𝜃 + 𝑌0(𝜃)𝛤1(𝜃)]                                      (3.30) 

where N is atomic density of the target. Hence, it is noteworthy that Eq. 3.30 includes the 

contribution of the recoil displacement and the sputter erosion as given by CV and BH, 

respectively. In addition to this, the magnitude of δ is higher than the sputtering yield Y(θ) by 

two or more orders of magnitude since the number of recoils generated [f(E)] and the energy 

deposition depth (a) also exceed the mean recoil displacement distance (d). Therefore, it can 

be concluded that the angle-dependent effective surface tension in y-direction (𝜈y) will be 

similar to the one provided in Eq. 3.30. 

As stated above, the incorporation of ion-induced lateral mass redistribution in the existing BH 

theory can explain the presence of critical angle above which ripple formation can take place. 

For ion bombardment at normal (θ=0°) and near-normal incidences, 𝜈x becomes positive and 

smoothening of surfaces dominates over roughening. As θ increases, the roughening term plays 
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an increasingly important role and for some critical angle (θ=θc), 𝜈x becomes negative and 

roughening starts to dominate over surface smoothening. 

3.1.2.4 Relaxation mechanisms 

As discussed earlier, there are various relaxation processes to smooth out the surface features 

which get amplified during the roughening processes. There are various relaxation mechanisms 

depending on the experimental conditions such as substrate temperature, their crystallinity, and 

ion-beam parameters, etc. In this section, we will briefly introduce the possible relaxation 

processes applicable to the pattern formation during ion irradiation. 

Thermal Diffusion: BH theory explains ripple formation by considering the interplay of 

curvature-dependent sputtering as roughening and thermal diffusion as smoothening 

parameter. There is a gradient in the chemical potential which urge the mass transport to wash 

out the ion-beam induced patterns on any amorphous surface. A simple description of the 

process can be provided by considering the variation in the surface profile, h(x, y), only along 

the x-direction. When mass transport takes place for a random surface with varying curvature 

from 0 to R, the chemical potential can be expressed as G = RγΩ, where γ and Ω are the surface 

free energy per unit area and the atomic volume, respectively. Thus, due to the gradient in 

surface curvature, there will be a net drift of surface atoms with a surface current [16,17] given 

by: 

𝑗 =
𝐷𝑠𝛾Ω𝑣

𝑘𝐵𝑇

𝜕𝑅

𝜕𝑠
 ,                                                       (3.31) 

where Ds is diffusivity of surfaces, v is the atomic areal density, 𝑘𝐵 is Boltzmann constant, and 

s is the length of the arc along the profile. Ds shows an Arrhenius-type behaviour with 

temperature: Ds ~ e-ΔE/kt, where ΔE is the activation energy for the surface diffusion. The 

divergence of the surface current j is defined as the flow of atoms from unit area in unit time 
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which can be rewritten in terms of surface height evolution by multiplying with the atomic 

volume (Ω):  

𝜕ℎ

𝜕𝑡
= −Ω

𝜕𝑗

𝜕𝑠
=

𝐷s𝛾Ω
2𝜈

𝑘𝑇

𝜕2𝑅

𝜕𝑠2
.                                           (3.32) 

Using small slope approximation: 𝑅⁡ ∼ ⁡−
𝜕2ℎ

𝜕𝑥2
⁡and⁡𝜕𝑠 ∼ 𝜕𝑥⁡, Eq. 3.31 reduces to: 

𝜕ℎ

𝜕𝑡
= −𝐷T 𝜕4ℎ

𝜕𝑥4
= −𝐷T∇4h,                                         (3.33) 

where 𝐷T =
𝐷s𝛾Ω𝜈

𝑘𝑇
 is the surface diffusion constant. For a two-dimensionally varying surfaces, 

the Eq. 3.33 can be rewritten as: 

𝜕ℎ

𝜕𝑡
= −𝐷T (

𝜕4ℎ

𝜕𝑥4
+

𝜕4ℎ

𝜕𝑦4
).                                   (3.34) 

Effective surface diffusion (ESD): Makeev et al. [18] introduced the ion-induced 

effective surface diffusion as a reminiscent to surface diffusion which does not imply mass 

transport along the surface. The essence of ESD is the preferential erosion of surface hills faster 

than their valleys. Since the ESD does not depend on temperature, it can be successful in 

explaining the pattern formation at lower temperatures as well where thermal diffusion is 

negligible. Equation of motion can be expressed as: 

  
𝜕ℎ

𝜕𝑡
≅⁡−𝑣0 + 𝛾

𝜕ℎ

𝜕𝑥
⁡+ 𝜈𝑥

𝜕2ℎ

𝜕𝑥2
⁡+⁡𝜈𝑦

𝜕2ℎ

𝜕𝑦2
+⁡

𝜆𝑥

2
(
𝜕ℎ

𝜕𝑥
)
2

+
𝜆𝑦

2
(
𝜕ℎ

𝜕𝑦
)
2

− 𝐷𝑥
𝐼
𝑥

𝜕4ℎ

𝜕𝑥4
− 𝐷𝑦

𝐼 𝜕
4ℎ

𝜕𝑦4
 .       (3.35) 

Here ν0 is the erosion rate, the second term accounts for uniform motion of the surface features 

along the x-direction, νx and νy represent ion-induced surface tension terms, λx and λy 

characterize the slope-dependence of the erosion rate, and 𝐷𝑥
𝐼 ⁡and 𝐷𝑦

𝐼  are ion-induced ESD 

coefficients. A fourth order expansion is used to obtain the ion-induced ESD constants 𝐷𝑥
𝐼 ⁡and 

𝐷𝑦
𝐼 . While the calculations are performed for arbitrary σ and μ, to simplify the discussion we 

restrict ourselves to the symmetric case i.e. σ = μ. 

                             𝐷𝑥
𝐼 =

𝐹𝑎2

24𝑎𝜎
{𝑎𝜎

4𝑠4𝑐2 + 𝑎𝜎
2(6𝑐2𝑠2 − 4𝑠4) + 3𝑐2 − 12𝑠2}                      (3.36) 
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                                                            𝐷𝑦
𝐼 =

𝐹𝑎2

24𝑎𝜎
3𝑐2,                                                        (3.37) 

where, 

𝐹 =⁡
𝐽𝜖𝑝

√2𝜋
𝑒(−𝑎𝜎

2 2⁄ +𝑎𝜎
2𝑠2 2⁄ ), 

𝑎𝜎 =⁡𝑎 𝜎⁄ , 𝑠 = sin 𝜃, ⁡𝑎𝑛𝑑⁡𝑐 = cos 𝜃 

The consequences of Eq. (3.36) and (3.37) can be summarized as follows: 

A. If the system is viewed from a coordinate frame moving together with the average 

height of the surface, this preferential erosion appears as a re-organization of the surface 

corresponding to a surface diffusion like mechanism. ESD leads to relaxations which 

are different along x- and y-directions, implying an anisotropy in diffusion on the 

surface. 

B. 𝐷𝑦
𝐼  is positive and independent of the sign of the angle of incidence. However, the sign 

of 𝐷𝑥
𝐼  depends on both θ and 𝑎𝜎.Thus, while for θ=0°, ion bombardment enhances the 

surface diffusion in x-direction (since, 𝐷𝑥
𝐼 > 0). However, surface diffusion can be 

suppressed for large θ values. 

C. Ion-enhanced diffusion can be defined in terms of effective temperature (𝑇𝑒𝑓𝑓) using 

the following relation: 

                                                           𝐷𝐼 + 𝐷0𝑒
𝐸𝑎 𝑘𝑇⁄ = 𝐷0𝑒

𝐸𝑎 𝑘𝑇𝑒𝑓𝑓⁄ .                          (3.38) 

3.1.3 Dynamic simulation studies behind self-organized silicon pattern 

formation 

Rigorous and quantitative simulation of ion-matter interaction is essential not only to have an 

in-depth understanding on the topic, but also for the development of various applications of 

ion-beams in smoothening, treatment or sculpting of surfaces, etc. In this context, ion-beam 

induced self-organized pattern formation is of special interest. As discussed above, there are 
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various competing smoothening and roughening processes which govern the pattern formation 

and their self-organization. Therefore, implementing the fundamentals of ion-solid interactions 

and gathering a vast and reliable informative data is the essence of a simulation studies. There 

are three popular Monte Carlo simulation programs named as SRIM [8], TRIDYN [19], and 

SDTrimSP [20,21], which are based on binary collision approximation. In the following 

sections, a brief introduction of these simulation programs is provided. 

3.1.3.1 SRIM 

SRIM (Stopping and Range of Ions in Matter) is a computer program which is used to calculate 

interaction of energetic ions with matter [8,20,22,23]. The core part of this program is TRIM 

(Transport of ions in matter) [8], which itself is a group of programs based on binary collision 

approximation to calculate the stopping and range of ions (10 eV – 2 GeV/amu) into matter 

(using a quantum mechanical treatment of collisions between energetic ions and target atoms). 

Some statistical algorithms are used to efficiently simulate the collisions in the presence of a 

screened Coulomb potential including exchange and correlation interactions between the 

overlapping electron shells. The charge state of the ions within the target is described by the 

concept of effective charge including a long range screening and velocity-dependent charge 

state due to the collective electron sea of the target. 

It is used to calculate many features of the transport of energetic ions in matter. For example, 

it is capable to calculate energy loss of ions in matter and provides tables of stopping powers, 

range, and straggling distributions for any ion species in any target material. It is used to 

calculate most of the kinetic effects to simulate ion implantations such as damage statistics, 

doping profiles, etc. In case of sputtering process, it provides the sputtering yield of individual 

atomic species. TRIM accepts complex targets made of any compound materials with up to 

eight layers. It calculates both final 3D distribution of the ions and also all kinetic phenomena 

associated with the energy loss of ions such as target damage, sputtering, ionization, and 
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phonon production. There are some limitations of this code that it does only static calculations, 

i.e. the damage or changes in the target made by previously irradiated ions are not considered 

upon bombardment of subsequent ions. In addition, ion-induced thermal diffusion, annealing, 

and damage are not implemented. Moreover, the effect of ion fluence is also not included in 

this program.  

3.1.3.2 TRIDYN 

TRIDYN code is used to simulate the dynamic changes in the thickness and/or composition of 

a multicomponent target during high-fluence ion implantation or ion-beam-assisted deposition 

[19,23]. It is based on TRIM code and makes use of the binary collision approximation (BCA) 

model for ballistic transport. This code can be used to simulate high fluence ion implantation, 

ion beam synthesis, sputtering and ion mixing of multicomponent atomic solids, and ion-beam 

or plasma-assisted etching. It computes the ballistic effects such as projectile deposition and 

reflection, sputtering, and ion mixing for a target, albeit radiation damage is not taken into 

account. Each simulated projectile (called pseudoprojectile) impinging on a surface represents 

a physical increment of incident ion fluence (number of incident ions per unit area). It provides 

versatile description of initially homogeneous as well as initially inhomogeneous or layered 

target, considering it to be amorphous and having maximum up to 5 different atomic species 

in the target and/or in the ion-beam with different ion-beam energies and angles of incidences. 

TRIDYN allows to calculate the depth profiles of all atomic species in the target as a function 

of the incident fluence. Additionally, sputtering yields, total areal densities, surface 

concentrations, and re-emitted amounts are calculated as a function of ion fluence as well as 

the surface erosion under sputter conditions. It provides an option that allows to diffuse the 

interacting ions in the host matrix and after accumulating certain concentration it starts to re-

emit the same. In this case, a simple diffusion procedure can be included along with ballistic 

transport of atoms. However, for non-reactive ions, re-emission of ion-species can be 
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considered from the initial stages of the simulation. There are some limitations of this code that 

its lower energy limit is of the order of 10 eV due to binary collision approximation and it 

covers only non-thermal processes. In addition, this code is less suitable for energies in the 

MeV range (and above) as it does not consider the reduction in the collision frequency such as 

it is implemented in TRIM for higher energies. Nevertheless, it exhibits collisional processes 

with slightly lower characteristic energies, such as sputtering, are predicted quite accurately. 

3.1.3.3 SDTrimSP 

SDTrimSP [21,23] is a binary collision approximation based dynamic Monte Carlo simulation 

program which takes advantages of static capabilities of TRIM and dynamic mode of TRIDYN 

simulation codes to take advantages of both the programs. The binary collision approximation 

is used to handle the atomic (nuclear) collisions. This means the change in flight direction due 

to the collision is given by the asymptotes of the real trajectory. It assumes an amorphous target 

structure divided into layers with infinite lateral size and at zero temperature as shown in Fig. 

3.8. SDTrimSP (where S stands for static and D for dynamic) can also work with dynamic 

targets. In the static mode, the target is kept perfect after the ion bombardment, while in the 

dynamic mode, the composition and thickness of target changes as more ions are incident on it 

by keeping the track of every single ion incident and all the target atoms displaced or sputtered 

due to this interaction. The atoms are distinguished in projectiles (incident atoms) and recoils 

(target atoms). For each traced atom the important physical quantities such as energy, spatial 

coordinates, and direction of motion are recorded along its path using general data structures. 

Moreover, the path length and the number of collisions are stored for the projectiles, while for 

the recoils the collision number in which they are generated is stored (generation). Besides the 

information about the single projectile there are also quantities integrated over all projectiles 

to save memory. For projectiles, the inelastic (electronic) energy loss and the total elastic and 

the elastic loss larger than the displacement energy are stored. 
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Figure 3.8: Geometry of the target and its axes representation. 

Other values derived from these basic quantities can be determined according to the users’ 

interests. SDTrimSP program can provide trajectories of projectiles and their respective recoils, 

angular distribution of scattered and sputtered atoms, backscattering coefficient, sputtering 

yield and atomic fraction, dynamic changes of the target composition, etc. In addition, ion 

fluence can be defined during the SDTrimSP run and hence, fluence-dependent changes in 

different physical parameters can be studied with good accuracy. Temperature, which is an 

important parameter to drive the ion-beam interaction in different direction, is also defined in 

this program to take care of ion-beam induced thermal diffusion and annealing effects along 

with thermal energy externally supplied to target (substrate temperature) also. 

Now, we briefly describe the SDTrimSP simulation performed for 500 eV Ar-ion 

bombardment at several angles of incidence on the silicon surface. This simulation needs an 

input file named “tri.inp”, where different ion-matter combinations and their relevant 

parameters can be defined. In the present case, we use ion-energy (e0) = 500 eV, total number 
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of projectile (nh) = 50000, and ion-fluence (flc) = 50 (in units of 1×1016 ions/cm2).  A Linux 

shell script is written to vary the angle of ion incidence (alpha0) from 0º to 85º in the input file. 

The cut-off energy (e_cutoff) of all the components is chosen as 1 eV for limited generation of 

the recoils atoms. The bulk binding energy (e_bulkb) is related to the energy required for 

vacancy generation and it is applicable for crystalline targets only and is therefore considered 

to be zero. The surface binding energy (e_surfb) is mainly dependent on the local surface 

composition and for Si it is found to be 4.72 eV from the tables of the SDTrimSP code. The 

minimum ion-energy needed for the displacement of atoms is called the displacement energy. 

In this simulation, displacement energy (e_displ) of Ar and Si is taken to be 10 eV for each. 

After completion of SDTrimSP run, a huge informative data corresponding to sputtered, 

backscattered, stopped, transmitted projectiles, and recoils along with their areal density, 

surface composition, and energetics are generated. Some of the important results are discussed 

in the following sections:  

Sputtering yield: It is straightforward to extract sputtering yield from the SDTrimSP output 

data file, “backsputt_f_31.dat”, which provides the ion-fluence dependent sputtering rate of 

individual component and therefore, the angular sputtering yield can be extracted for a desired 

fluence (≤ input/maximum fluence) from SDTrimSP data corresponding to each incident angle. 

As shown in Fig. 3.9(a), the sputtering yield of Ar decreases with increasing angle of incidence, 

which is quite expected due to dominating momentum of recoiled ions parallel to surface over 

normal to the surface component. On the other hand, sputtering yield of Si increases 

monotonically for lower angles of incidence and achieves its maximum value at ~70º and 

further starts to decrease for even higher angles of incidence. The observed sputtering yield of 

Si can be attributed to the momentum transferred to target atoms. In fact, upon increasing the 

angle of incidence, the component of momentum transfer parallel to the surface dominates over 

the one which is normal to the surface and therefore, near surface atoms get sufficient energy 
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to overcome the surface binding energy and knocked out from the surface. However, at very 

glancing angles (> 85º), reflection of ions starts to come into picture. 

 

Figure 3.9: (a) Angular sputtering yields of Ar and Si and (b) total sputtering yield with 

Yamamura fitting for 500 eV Ar-ion bombardment on a Si surface. 

Displacements per atom: Basically, displacement per atom (DPA) is defined as the ratio 

of the total number of knock-on atoms by total number of incident ions. It is an important 

parameter to characterize the interaction of ions with a matter. The DPA can be extracted from 

the file “output.dat”, where total knock-on atoms having their energy more than the 

displacement energy is mentioned along with total incident projectiles. The DPA is extracted 

for each angle and is depicted in Fig. 3.10. 

 

Figure 3.10: (a) Angle-dependent primary and secondary knock-on atoms and (b) displacement 

per atom (DPA) for 500 eV Ar-ion impact on a Si surface. 
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Range and straggling: The axis representation of SDTrimSP in Fig. 3.8 depicts that 

thickness of the target is along the x-axis, however y- and z-axis represents the surface plane of 

the target. Hence, the projected range (Rp) and longitudinal straggling (σ) can be calculated 

using the x-coordinates of recoiled particles i.e. “x_end” data of “partic_stop_r.dat” file. The 

peak value and FWHM for the Gaussian fitting of frequency counted “x_end” data are 

equivalent to the range and longitudinal straggling of ions.  

 

Figure 3.11: Gaussian fitting for recoils in x- and y-directions for estimation of ion-range, 

longitudinal, and lateral straggling. 

However, the lateral straggling (μ) can be estimated from FWHM of the Gaussian fit of 

frequency counted “y_end” or “z_end” data. As presented in Fig. 3.11, The Gaussian fits for 

Rp, σ, and μ of 500 eV Ar-ions in a Si target are provide values of 1.68, 0.52, and 0.48 nm, 

respectively. In addition to this, longitudinal recoil displacement (δ) can be expressed as: 𝛿 =

𝑁𝐷(𝐸 > 𝐸𝐷)
∑ |𝑥𝑒𝑛𝑑

𝑖 −𝑥𝑠𝑡𝑎𝑟𝑡
𝑖 |𝑖

∑ (𝑖)𝑖
, where ND (E > ED) is the number of knock-on atoms (including 

primary and secondary) having energy more than their displacement energy (ED) provided as 

an input in SDTrimSP simulation.  Thus, 𝛿 can be extracted by taking the average of absolute 

difference between “x_end” and “x_start” columns and multiplying it with the number of 
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knock-on atoms having energy more than their displacement energy. For 500 eV Ar-ion 

bombardment on Si, 𝛿 is found to be 7 nm. 

 

 

 

 

 

 

 

 

Figure 3.12: Angle-dependent projected range (a), longitudinal straggling (σ), and longitudinal 

displacement (δ) extracted from SDTrimSP simulation. 

Sputtering coefficients: As discussed in sections 3.1.2.2 and 3.1.2.3, the effective 

coefficients of sputtering can be described as the contribution from ion-beam induced erosion 

(BH term) and atomic mass redistribution (CV term) of surfaces. These sputtering coefficients 

can be calculated using different parameters (viz. a, σ, δ, etc.) extracted from SDTrimSP data 

analysis. Moreover, the value of μ is considered to be half of the longitudinal straggling (σ). In 

this process, Y(θ) is the angular sputtering yield extracted (corresponding to the maximum ion-

fluence) from the SDTrimSP output data file “backsputt_f_31.dat” for each angle. The angle 

corresponding to maximum sputtering yield, θth = θYmax can be obtained by fitting Y(θ) with 

Yamamura equation (Eq. 1.17). The longitudinal recoil displacement (𝛿) can be calculated by 

multiplying the displacement per atom (DPA) value and average longitudinal mass transport 

distance per ion. DPA is the ratio of total knock-on atoms (having their energy more than the 

displacement energy) with total incident projectiles extracted from “output.dat” file. 
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Figure 3.13: Sputtering coefficients including the sputter erosion (BH-term) and mass 

redistribution (CV-term) along the x- and y-directions. 

The average longitudinal mass transport distance per ion is the average of the absolute 

differences between “x_start” and “x_end” columns extracted from “partic_stop_r.dat” file. 

The sputtering coefficients (BH and CV term) as a function of ion-beam incidence angle for 

500 eV Ar-ions on a Si surface are presented in Fig. 3.13. Few inferences can be made on the 

basis of the sputtering coefficients calculated using the SDTrimSP code which are briefly 

described below. 

3.1.3.4 Nanoscale ripples formation 

According to the experimental findings on 500 eV Ar-ion irradiation on Si substrates, there is 

no pattern formation up to θ=50°, parallel-mode ripples emerge in the range of 51°≤θ< 80°, 

rotation of ripples from parallel-mode to perpendicular-mode takes place for 80°≤θ< 82.5°, and 

finally flat surface appears at very grazing angles (θ>82.5°) [24]. These experimental results 

are explained in light of both BH theory and CV model (explained earlier in sections 3.1.2.2 

and 3.1.2.3) by supplying essential parameters as input from SDTrimSP simulation.        
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In this quest, it is observed that the Sx-BH remains negative [Fig. 3.13] for an angular range of 

0°≤θ<77° with │Sx-BH│>│Sy-BH│, which suggests that if BH model is applicable alone then 

parallel-mode ripples should evolve up to 77° and beyond this angle perpendicular-mode 

ripples should appear. On the other hand, Sx-CV remains negative for θ≥46° with │Sx-

CV│>│Sy-CV│, which indicates that if CV model is operative alone then parallel-mode 

ripples are present for more than 46° angle of ion-incidence and no perpendicular-mode ripples 

should appear since Sy-CV remains always positive. BH theory predicts the ripple formation at 

any off-normal incidence, although experimental observations show that there is a critical angle 

above which ripple pattern starts to emerge. Thus, it cannot explain the experimentally 

observed results on the basis of curvature dependent sputtering alone. On the other hand, CV 

model suggests only parallel mode ripple formation till θ=90°, which is also not observed in 

experiments. Thus, CV model is also unable to explain all the experimental findings alone. 

However, synergetic effects of curvature dependent sputtering (BH theory) and ion-induced 

atomic mass redistribution (CV model) can predict the angular window of pattern formation 

and the angle for ripple rotation. In this quest, a composite model of BH and CV predicts that 

both Sx-Total and Sy-Total remain positive up to an angle of θ<40.5°, revealing no pattern 

formation in this angular window and the Sx-Total remains negative for an angular window of 

40.5°≤θ<77° leading to parallel-mode ripple formation along with a transition from parallel- 

to perpendicular-mode ripples beyond an incidence angle of 77°. Hence, it is found that the 

synergetic effects of BH and CV predicts the critical angle for pattern formation and ripple-

rotation to be 40.5° and 77° (while it is observed experimentally to be 51° and 80°), 

respectively. This difference may be attributed to an underestimation of the erosive 

contribution from Sigmund’s ellipsoidal energy distribution-based BH theory (compared to CV 

model). To some extent, it can compensate for missing thickness-dependent contribution from 

a stabilizing layer.   
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3.1.3.5 Nanoscale facets formation 

It is observed experimentally that 500 eV Ar-ion bombardment on Si surfaces leads to the 

formation of nanoscale cone-like structures in a narrow angular window of 70°-75°. This is in 

fact, a transition angle from parallel-mode ripples to nanoscale faceted structures. 

 Ion-beam shadowing effect 

It is predicted from the BH theory that the amplitude of ripple patterns (developed on the 

surface with sputtering) increases exponentially under oblique angle incidences of the ion-

beam on surface. Apart from the inception of nonlinear effects, an exponential increase in the 

ripple amplitude gives rise to a situation where ion-beams are prohibited to irradiate the 

upstream face of a ripple by the foregoing ripple peak. This phenomenon is called ion-beam 

shadowing effect, which can be understood from the geometrical argument proposed by Carter 

[25]. Figure 3.14 presents a schematic diagram to illustrate Carter’s argument in xz surface 

plane described by h= h0 cos(2πx/λ), where h0 is the ripple amplitude and λ is the ripple 

wavelength. The incidence angle of ion-beam on the surface is θ with respect to the normal to 

the mean surface plane. The gradient of surface slope is defined by tan(α)=∂h/∂x, where α is 

angle between local surface normal (zʹ) and the z-axis. It is interesting to note that when the 

ratio of ripple amplitude and ripple wavelength, h0/λ, increases, the maximum gradient of the 

sinusoidal ripple pattern, 2πx/λ, becomes too large. As a consequence, the local angle of ion-

beam incidence (θ-α) decreases which ultimately reaches to a limiting condition for incident 

ion-beam parallel to the back slope of the ripple pattern. However, a further increase in the h0/λ 

ratio leads to the shadowing of upstream part of the ripples from the incident ion-beam due to 

the preceding sinusoidal peak. The limiting condition for non-shadowing regime is expressed 

by:                                                        

                                                          𝑡𝑎𝑛 (
𝜋

2
− 𝜃) ⁡≥

2𝜋ℎ0

𝜆
.                                                 (3.39) 
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Figure 3.14: Illustration of geometry for ion bombardment on a sinusoidal profile. 

This condition poses an upper limit on the ratio h0/λ for any angle of ion incidence θ. According 

to this condition, ripple crests are eroded by ion-beams, but not their valleys and hence, it is 

expected to see a transition from ripples to a sawtooth-like waveform for prolonged ion 

sputtering. 

3.2 Growth kinetics of thin films and nanoparticles 

3.2.1 Thin film growth modes 

Deposition of thin films is basically condensation of impinging particles (atoms or 

molecules) on host matrix of atoms (substrate).  The mutual interaction of particles in 

a system is governed by thermodynamics which is the most common macroscopic approach 

to study the physics of thin films. Indeed, the macroscopic shape and orientation of a particular 

type of surface or interface of a solid are governed by some rules imposed by thermodynamics. 

In thermodynamic equilibrium, all the processes should occur in opposite direction with equal 

rate to satisfy the principle of detailed balance. However, growth of thin films is a non-

equilibrium kinetic process where the rate of particle condensation is always higher 
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than the re-evaporation of the same. From the kinetic theory of gases, the growth of 

thin films is described by the condensation of materials with an impinging rate 𝑟 =

𝑝(2𝜋𝑀𝑘𝐵𝑇0)
−1 2⁄ , where p is the vapour pressure, M is the molecular weight of the 

evaporating species, 𝑘𝐵 is Boltzmann’s constant, and 𝑇0 is the source temperature. A 

particle condensed from the vapour phase has a finite probability to immediately re-

evaporate or diffuse along the surface. However, diffusion processes have some 

adsorption probability mostly at special sites like defects or edges. Moreover, there is 

a chance of nucleation of two or more adsorbed particles. The successive nucleation 

of particles leads to the formation of islands and thereafter forms a thin film for 

prolonged nucleation. During the growth of a thin film, interdiffusion of particles with 

substrate is also an important process which results in a smooth film-substrate 

interface. In addition, a sufficiently high surface mobility of diffusing species can be 

achieved at elevated temperatures to obtain smooth film surfaces during the growth 

of thin films. To realize all these processes, particles have to overcome the 

characteristic activation energies. The fraction of total impinging particles being able 

to participate in a particular process is described by an Arrhenius-type exponential 

law: 𝜈 ∝ exp(𝐸𝑎 𝑘𝐵𝑇⁄ ) where 𝐸𝑎 is the activation energy for desorption. 

 

Figure 3.15: Schematics of different growth modes: (a) layer by layer growth, (b) island 

growth, and (c) layer plus island growth. 

Hence, it can be inferred that surface/interface energy, lattice constant, and substrate 

temperature are crucial for the growth of thin films. In the case of hetero-epitaxial systems, 
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the nucleation of particles depends critically on the interaction strength between adatoms and 

the surface, which is strongly influenced by the surface free energy of the substrate (γs), the 

free energy of film (γf), and the interfacial energy (γi). On the basis of surface energy, growth 

of thin films is phenomenologically classified into three main growth modes [26,27] as shown 

in Fig. 3.15. In the Volmer-Weber (V-W) growth mode [28], small clusters start nucleating 

directly on the substrate surface and work as seed to subsequently grow into islands of the 

condensed phase.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.16: Surface energy-lattice misfit plot and regions for different growth modes. 

The island or V-W growth mode appears when the adatoms (or molecules) are more strongly 

bound to each other than to the substrate (γi + γf > γs). This mode is exhibited by the growth of 

metals on insulators, alkali halides, graphite, and layered compounds [29,30].  

Another growth mode is the layer-by-layer one or Frank-van der Merwe (F-M) growth mode 

[31], which exhibits the opposite characteristics of V-W growth. In this mode, atoms are more 
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strongly bound to the substrate than to each other (γi + γf < γs) and adatoms attach preferentially 

to surface sites resulting in atomically smooth and fully formed layers. This layer-by-layer 

growth is two-dimensional, indicating that complete films form prior to the growth of 

subsequent layers. It is observed in several rare gases on graphite or metals, in some metal-

metal systems, and in semiconductor growth on semiconductors [29,30]. The third growth 

mode is the Stranski-Krastanov (S-K) growth mode which is an intermediate one of V-W and 

F-M growth modes. In this mode, first the adatoms condense in layer-by-layer growth mode. 

However, after forming the first few monolayers, the layer-by-layer growth becomes 

unfavourable and it switches to island growth on top of the subsequent layers. The lattice strain 

is responsible for the change in surface energies during the deposition of films. In fact, strain 

relaxation can take place at the step edges of a strained system. Atoms at the edges are displaced 

from their positions and maintain the bulk-like atomic separation at the edges and corners of 

the islands. Hence, the nucleation of the subsequent layers often take place at the edges and 

corners, which results in S-K growth mode [32]. The trade-off between strain and surface 

energies is a microscopic concept. The thin film growth modes can be identified by plotting 

the surface energy ratio (𝛾𝑠 − 𝛾𝑓 𝛾𝑠⁄ ) and lattice mismatch (|𝑎𝑠 − 𝑎𝑓| 𝑎𝑠⁄ ) as depicted in Fig. 

3.16. 

3.2.2 Nucleation and coalescence 

Like other natural processes, phase transformation of matter takes place following the easiest 

path governed by thermodynamics [33]. A phase of matter is characterized by its entropy, 

volume, and composition. The supersaturation is the driving force for phase transformation 

which corresponds to the favourable balance in Gibbs energy [33]. However, a system needs 

to overcome the energy barriers to transform into a new phase. This is the process flow involved 

in the formation of thin films [Fig. 3.17]: 

 Old phase: Thermal accommodation of vapour atoms 
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 Nucleation: Binding on the substrate surface 

 Growth aggregation: Surface diffusion and cluster formation 

 Coalescence: Growth of islands 

 New phase: Growth of continuous film 

 

 

 

 

 

 

 

 

Figure 3.17: The process flow of phase transformation from vapour phase to growth of 

nanoparticles and thin films. 

Nucleation is the primary stochastic process for a material to condense which is defined as the 

process by which extremely small (nanoscale) aggregates of the new phase are formed 

irreversibly. Nucleated clusters can then start to form in old phase as well as surface of the 

substrate. After the substrate is completely covered with particles, no further nucleation occurs. 

Islands grow by incorporation of adatoms diffusing across the substrate. Particularly, the stage 

where islands grow together is of prime interest. The islands minimize their surface energy by 

changing the shape mainly to single cap-shaped aggregates especially when they are still very 

small. The coalescing islands show a behaviour similar to liquid droplets. After the island get 

a proper form, the grain boundary separating it with the former ones is able to move. In contrast, 



 

Theoretical Background: Pattern formation and growth kinetics of nanoparticles                       Page 114 
 

paths with energetically less favourable orientations are swallowed. Finally many islands have 

grown together giving a coverage of the substrate which changes to a continuous film by taking 

up further atoms. 

3.3 Statistical characterizations of surfaces 

While analyzing randomly rough surfaces, we often require a statistical approach to determine 

some set of representative quantities. In a continuum description, the surface height at a given 

point (x, y) can be described by a height function h(r) ≡ h(x, y) in a fixed frame of reference. 

The nature of the surface can be characterized using some statistical parameters which may be 

defined as a variation in height function h(r) as described below: 

Average surface roughness 

The basic characterization of a surface can be described by average or mean surface height⁡ℎ̅. 

In a surface area of dimension L×L, it can be defined as:  

ℎ̅ =
1

𝐿2
∫ ∫ ℎ(𝑥, 𝑦)𝑑𝑥𝑑𝑦

𝐿 2⁄

−𝐿 2⁄

𝐿 2⁄

−𝐿 2⁄
.                                     (3.40) 

RMS Roughness 

The fluctuations in the surface height with respect to the mean surface height can be described 

by the rms (root mean square) roughness w, which is defined as:  

𝑤 =⁡
1

𝐿
[∫ ∫ [ℎ(𝑥, 𝑦) − ℎ̅]2𝑑𝑥𝑑𝑦

𝐿 2⁄

−𝐿 2⁄

𝐿 2⁄

−𝐿 2⁄
]

1

2
.                                  (3.41) 

Correlation functions and correlation length 

The spatial correlation of distinct surface points can be determined by the height-height 

correlation (autocorrelation) function where the maximum distance up to which height of two 

surface points is considered to be correlated, is called as the correlation length. 
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Autocorrelation 

The autocorrelation function R(r) can be defined as: 

𝑅(𝑟) =
1

𝑤2

1

𝐿2
∫ ∫ [{ℎ(𝑥, 𝑦) − ℎ̅}{ℎ(𝑥 + 𝑥′, 𝑦 + 𝑦′) − ℎ̅}]𝑑𝑥𝑑𝑦

𝐿 2⁄

−𝐿 2⁄

𝐿 2⁄

−𝐿 2⁄
.                    (3.42) 

Here the spatial separation between two arbitrary surface points r1 = (x, y) and r2= (x+x’, y+y’) 

is represented by r. For a truly random rough surface, R(r) decays to zero with increasing r. 

However, the decay rate depends on the randomness of the surface. Moreover, the lateral 

correlation length (ξ) is defined as a length scale over which the magnitude of R(r) decreases 

to 1/e of its value at r=0, i.e, R(ξ)=(1/e)R(0). Two surface points are considered to be correlated 

if the distance r between two surface points is within lateral correlation length r < ξ otherwise 

they are independent of each other. 

Power spectrum 

So far we have discussed the statistical characterizations of a rough surface in the real space. 

However, Fourier transformations can be used to visualize the collective behaviour of the 

surface in reciprocal space by defining power spectrum or structure factor of the surface. Power 

spectrum, S(k), is the square of the Fourier transformation of the surface height profile, h(x, y) 

and it can be expressed as: 

⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑆(𝑘) = ⁡
1

𝐿2
|∫ ∫ [{ℎ(𝑥 + 𝑥′, 𝑦 + 𝑦′) − ℎ(𝑥, 𝑦)}𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)]𝑑𝑥𝑑𝑦

𝐿 2⁄

−𝐿 2⁄

𝐿 2⁄

−𝐿 2⁄
|
2

.                 (3.43) 

If the surface height fluctuation is periodic with a repetition length, l, then the periodicity is 

reflected in the power spectrum S(k) as a peak at the wave number k = 2π/l. 

Measurement of ripple wavelength using AFM images 

The autocorrelation image is the two-dimensional autocorrelation function defined by Eq. 3.42. 

For an ion-beam patterned rippled-Si substrate, the ripple wavelength is determined from the 

autocorrelation image of the AFM micrographs which shows bright strips (similar intensity) 
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on both the sides of a central bright strip (maximum intensity). In fact, the distance between 

any of two side bright regions to the central bright region gives the wavelength of the ripple 

pattern [34]. 

Surface bearing area curve 

Surface bearing area (Abbott) curves are basically defined as the accumulation of height 

distribution histogram of surface nanostructures along with the percentage of area covered by 

the same [35]. This curve can be obtained by plotting the successive height of nanostructure 

against the integrated cross-sectional area of the same that lies within the plane drawn at 

successive heights. 
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CHAPTER 4 

 

Nanoscale functionalization of rippled-Si substrates 

4.1 Introduction 

Noble metal nanoparticles have attracted a lot of attention of researchers in recent years due to 

their unique physical and chemical properties suitable for different technological applications, 

viz. plasmonic circuits including waveguides, switches [1–3], metamaterials [4–6], SERS-

based detection of complex molecules [7–11], solar cells [12–15], etc. In particular, noble metal 

nanoparticles demonstrate novel optical properties due to local surface plasmons which is a 

collective oscillation of coherent conduction electrons present in isolated metallic objects under 

the presence of the electromagnetic field of light [1]. There is a characteristic oscillation 

frequency of these conduction electrons at which electromagnetic field of light resonantly 

interacts with them and in turn, optical absorption and scattering cross-sections are greatly 

enhanced [1]. This phenomenon is called localized surface plasmon resonance (LSPR) and the 

characteristic frequency is the LSPR frequency which greatly relies on the geometrical and 

optical aspects of metal nanoparticles and their surrounding medium [1,16,17], viz. shape, size, 

refractive index, etc. For instance, tuning the size of nanoparticles in the range of 10-100 nm 

can tune the LSPR in the visible and near-infrared region of the electromagnetic spectrum of 

light. Moreover, the interparticle gap also plays an important role in tuning the LSPR frequency 

and their plasmonic coupling strength [18,19]. In the quasi-static regime, nanoparticles are 

much smaller in size compared to the wavelength of the incident light and therefore, the 

distribution of electric field remains homogeneous along the whole nanoparticle which helps 

in exciting pure dipolar oscillations of conduction electrons. Thus, the interaction of light with 

matter can be manipulated in terms of plasmonic anisotropy by aligning the size-tunable 
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nanoparticles in an ordered manner with the directional-dependent tunable interparticle gap, 

i.e. 1D or 2D arrays of nanoparticles. 

From the technological point of view, precise control over the growth process is exigent 

towards achieving tunable plasmonic properties and their direction-dependent plasmonic 

anisotropy. It is noteworthy that the plasmonic coupling strength of nanoparticles drastically 

improves with decreasing interparticle gap below 25 nm, which is helpful in achieving optical 

anisotropy with a large plasmon resonance shift [20]. In this quest, self-organized growth of 

metal nanoparticles on ion-beam patterned substrates has proven its strength in fabricating 

metal nanoparticle arrays with tunable size and interparticle gap. For instance, Ranjan et al. 

have reported tunable plasmonic coupling of Ag-NPs arrays on nanoscale rippled-Si substrates, 

characterized their optical anisotropy, and demonstrated their efficacy towards SERS-based 

detection of rhodamine 6G [7]. Gkogkou et al. have characterized the anisotropy in Ag-NPs 

arrays via spectroscopic ellipsometry and explored the polarization- and wavelength-dependent 

SERS sensing [21,22]. Similarly, Sooraj et al. have demonstrated SERS-based detection of 

glucose (with a lower concentration than blood glucose level) using plasmonic nanoparticle 

arrays of Ag-NPs on nanoscale R-Si substrates [9]. 

Although Ag-NPs exhibit better plasmonic properties than other noble metal nanoparticles, 

these NPs are prone to get oxidized and thus suffer from a challenge in terms of device stability 

issue [23,24]. On the other hand, Au-NPs demonstrate pretty stable LSPR for a longer time due 

to their excellent device stability due to their oxidation-resistant nature. In this direction, Barelli 

et al. have demonstrated infrared plasmonics properties of self-organized Au/PDMS 

nanoarrays [25]. Giordano et al. have shown plasmon hybridization engineering in self-

organized anisotropic Au-silica-Au dimers on rippled glass substrates [26]. Likewise, 

Schreiber et al. have reported SERS-based detection of 1 nm-thick cobalt phthalocyanine film 

using Au-NP arrays on R-Si substrates corresponding to a growth angle of 80° for different 
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nominal thicknesses of Au [27]. However, in-depth investigations on growth angle-dependent 

tunability in shape and size of Au-NPs to understand the anisotropic nature of dielectric 

functions and their optical simulations to strengthen the experimental findings as well as to 

identify the potential application of such systems for SERS-based detection of complex 

molecules are still lacking. 

In this work, we demonstrate the anisotropic plasmonic properties and excellent SERS-based 

detection efficiency of oblique angle deposited self-organized Au-NPs on R-Si substrates. In 

particular, Au-NPs are deposited under three growth angles (in the range of 65°, 70°, and 80°) 

on ripple patterned-Si (having a periodicity of ~30 nm) fabricated using 500 eV Ar-ion 

bombardment at an oblique angle of 65° (with respect to the sample normal). A simple variation 

in the growth angle, θg, from 65° to 80° leads to the self-organization of Au-NPs into plasmonic 

arrays (having a separation, approximately equivalent to the periodicity of the ripples) with 

decreasing size of Au-NPs and their shape-tuning from elongated to spherical nanoparticles. 

Optical reflection measurements exhibit a large red shift of LSPR peak for plasmonic excitation 

along the Au-NP arrays, indicating a strong plasmonic anisotropy. A biaxial model is 

developed to fit the Jones matrix elements (measured using generalized ellipsometry) by 

considering Au-NP arrays as an effective medium. The anisotropic dielectric functions 

determined from the biaxial fit reveal the LSPR excitations along x- and y-axis, whereas 

metallic nature is obviously along the z-axis. From the application point of view, strong near 

field enhancement between the Au-NP arrays is utilized in the SERS-based detection of 

ultralow concentration (10 μM) of crystal-violet dye. In addition, finite-difference time-domain 

(FDTD) simulations divulge the strong near-field enhancement between Au-NPs due to their 

lesser inter particle gap along the NP-arrays. Thus, the direction-dependent near-field coupling 

produces optical anisotropy via LSPR tuning and improves the Raman scattering cross-section 

of complex molecules to enable their detection via SERS. 
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4.2 Experimental detail 

In the present work, p-Si (100) samples (1×1 cm2) were subjected to low energy Ar-ions at an 

oblique angle incidence for the fabrication of nanoscale self-organized ripple patterns followed 

by the deposition of Au towards the formation of 2D Au-NPs arrays under various θg. For 

instance, an ultra-high vacuum (UHV) compatible experimental chamber (Prevac, Poland) 

equipped with an electron cyclotron resonance (ECR)-based broad-beam (3 in. dia.) ion-source 

(GEN-II, Tectra GmbH, Germany) and a 5-axes sample manipulator was used for irradiation 

of Si surfaces. The base pressure of the experimental chamber was below 8×10-9 mbar and the 

working pressure was kept fixed at 2.5×10-4 mbar by controlled injection of ultrapure 

(99.999%) Ar gas through a mass flow controller. Prior to loading into the experimental 

chamber, Si samples were ultrasonically cleaned using trichloroethylene, isopropyl alcohol, 

acetone, and deionized water for 5 min. each and thereafter bombarded with 500 eV Ar-ions 

obliquely incident at an angle of 65° to the fluence of 5×1017 ions cm-2 at room temperature 

(RT). This leads to the fabrication of nanoscale ripple patterns onto them and is identified as 

R-Si substrate [Fig. 4.1(a)]. The average ripple-wavelength and -amplitude are observed to be 

30 nm and 3 nm, respectively. To avoid the incorporation of sputtering-induced impurities 

(originating from the sample-platen) in Si, a bigger piece of Si from the same wafer was used 

in between the specimen and the sample-platen. The measured constant ion-flux was found to 

be 1.3×1014 ions cm-2 s-1 with a beam diameter of 3.5 cm. Several Si substrates were exposed 

to Ar-ions in a simultaneous fashion to ensure the uniformity in the evolved surface 

morphology. Thereafter, Au-NPs were deposited on R-Si substrates under three different θg 

values in the range of 65°-80° (with respect to the surface normal) [Fig.4.1(b)] and at a constant 

deposition rate of 0.1 nm/min for 90 min using electron beam evaporation technique. During 

Au evaporation, the working pressure was maintained at 2×10-8 mbar. Further, the size and 

shape of Au-NPs were tailored by their postgrowth annealing at 573 K for 1 h under vacuum 
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(<1×10-6 mbar). To maintain a clarity, as-deposited Au-NPs on R-Si substrates at 65°, 70°, and 

80° are named as R65-R80, whereas, their postgrowth annealed counterparts are identified as 

R65A-R80A, respectively. 

Figure 4.1: Schematic diagram: (a) Process flow for ion-beam fabrication of R-Si substrates 

and (b) self-organized growth of Au-NPs on R-Si substrates at θg=65°-80°. 

The morphological characterizations were carried out using atomic force microscopy (AFM) 

(MFP3D, Asylum Research, USA) and scanning electron microscopy (SEM) (Carl Zeiss 

Merlin VP). In order to investigate the crystallinity of Au-NPs, (GIXRD) (Bruker D8 Advance, 

Germany) measurements were carried out on as-deposited and postgrowth annealed Au-NP 

arrays on R-Si substrates. A glancing angle geometry was used where the incident Cu-Kα 

(λ=0.154 nm) x-ray beam was made to fall at an incidence angle of θ=0.5°. The optical 

characterizations including reflection (pristine-Si as the reference) and generalized 

ellipsometry measurements were performed using an ellipsometer (V-VASE, J. A. Woollam 

Inc., USA). Subsequently, SERS spectra were recorded using a confocal Raman spectrometer 

(Alpha 300 R, WITec GmbH, Germany) at a laser wavelength of 532 nm (laser power: 9.2 mW 

and laser spot size: 2.5 mm) for an accumulation time of 1 s. Further, FDTD simulations were 

θg = 65°-80°

65°

R-Si

R-SiR-Si

(a)

(b)

Au flux

Pris-Si

Ar-ions



 

Nanoscale functionalization of rippled-Si substrates  Page 124 
 

carried out to compute the electric field enhancement between Au-NPs arrays grown on R-Si 

substrates. 

4.3 Results and discussion 

Figures 4.2(a) and (b) depict the AFM images of pristine- and as-prepared R-Si, respectively 

where the arrow on (b) indicates the direction of ion-beam projection onto the Si surface. The 

corresponding insets show the fast Fourier transformation (FFT) of the respective image, 

revealing the isotropic surface morphology of the pristine-Si [inset, Fig. 4.1(a)] which 

transforms into an anisotropic surface morphology for an as-prepared R-Si substrate [inset, Fig. 

4.1(b)]. Analysis using WSxM software [28] reveals that ripples have an average wavelength 

of 30 nm and an amplitude of 3 nm.  

Figure 4.2: AFM micrographs: (a) Pristine-Si and (b) R-Si substrates. Respective inset shows 

the 2D FFT image of the corresponding AFM micrograph. The black arrows indicate the 

direction of ion-beam bombardment. 

On the other hand,  Figs. 4.3(a)-(c) depict the SEM images of as-deposited Au-NPs on R-Si 

substrates (R65-R80) at various oblique angles corresponding to θg=65°, 70°, and 80°, 

respectively, where the presence of Au-NPs suggests that gold deposition follows the island 

(Volmer-Weber) growth mode on silicon substrates. It is interesting to note that the Au-NPs 

are elongated for 65° and 70° growth angles, however, 80° growth angle leads to the formation 

of spherical nanoparticles. Moreover, it is observed from the SEM images that oblique angle 
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growth of Au-NPs leads to their decoration along the ripple patterns which in turn gives rise to 

arrays of Au-NPs on the same. In addition, Au-NPs are elongated along the ripples with an 

aspect ratio (major to minor axis ratio of Au-NPs fitted with an ellipse) of approx. 1.6 and their 

coverage area decreases from 39% to 22% with increasing growth angle from 65° to 80° (for a 

constant growth time of 90 min). It is important to note that for increasing θg value (i.e. from 

65°-80°), the average dimension of Au-NPs reduces systematically. In order to improve the 

alignment of Au-NPs along the ripple patterns, their postgrowth thermal annealing is carried 

out at 573 K for 1 h under high vacuum (<1×10-6 mbar) condition. 

Figure 4.3: (a)-(c) SEM images of as-deposited Au-NPs on R-Si surfaces grown at θg=65°, 70°, 

and 80° (R65, R70, and R80) and (d)-(f) their postgrowth annealed counterparts (i.e. R65A, 

R70A, and R80A). 

It may be mentioned that the choice of annealing temperature is made in a way that it remains 

well below the eutectic temperature of Au-Si system (i.e. 636 K). Likewise, Figs. 4.3(d)-(f) 

(a) R65 (b) R70 (c) R80

(d) R65A (e) R70A (f) R80A
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show the SEM images of postgrowth annealed Au-NPs on R-Si substrates corresponding to 

θg=65°, 70°, and 80°, respectively. 

These images clearly reveal that the average dimension of Au-NPs increases upon postgrowth 

thermal annealing. It is interesting to note that Au-NPs get sufficient thermal energy and tend 

to attain thermodynamically favoured spherical shape upon their postgrowth annealing. 

However, the expansion of nanoparticles across the ripple patterns is restricted by the ripple 

modulation itself. Therefore, it is expected that during the annealing process, small NPs in their 

close proximity (along the ripples) may undergo Ostwald ripening and grow bigger in 

dimension [29]. Analysis of the SEM images indeed reveals that the average dimension of Au-

NPs increases, whereas their coverage area and the aspect ratio decrease upon annealing which 

support the Ostwald ripening of small Au-NPs [29]. A further decreasing trend in the average 

dimension and coverage area of Au-NPs is observed with increasing θg after postgrowth 

annealing as well. Some useful parameters, extracted from SEM data analysis, viz. average 

dimension of Au-NPs, their coverage area, and aspect ratio of Au-NPs are summarized in Table 

4.1. 

Table 4.1: Some useful parameters (i.e. the average dimension of Au-NPs, percentage coverage 

area, and aspect ratio of Au-NPs) from the analyses of SEM images. 

Figure 4.4(a) presents the GIXRD data of as-deposited and postgrowth annealed Au-NPs 

grown on R-Si substrates at θg=65° (i.e. R65 and R65A), whereas Fig. 4.4(b) exhibits the same 

for as-deposited and postgrowth annealed Au-NPs grown on R-Si substrates at θg= 80° (i.e. 

Sample Major axis 

(nm) 

Minor axis 

(nm) 

Coverage area 

(%) 

Aspect 

ratio 

R65 20.3±9.2 13.1±3.8 39 1.6 

R70 19.2±8.2 12.4±2.7 36.6 1.8 

R80 13.8±4.4 11.2±2 22 1.6 

R65A 23.2±10.2 13.5±3.8 32 1.5 

R70A 22.3±9.8 13.5±3.6 31.1 1.5 

R80A 15.7±7.8 10.1±2 18.5 1.2 
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R80 and R80A). These two distinct Bragg reflection peaks appear at 2θ values of 38.22 and 

44.3 in the GIXRD spectra which correspond to Au(111) and Au(200), respectively. From the 

GIXRD data, it becomes evident that Au-NPs are polycrystalline in nature and the peak 

intensity improves after their postgrowth annealing along with a reduction in the FWHM of 

both the peaks due to increasing dimension of Au-NPs upon annealing (grain growth) as is 

evident from the SEM images described earlier [Figs. 4.3(a)-(f)]. 

Figure 4.4: GIXRD data of as-deposited and postgrowth annealed Au-NPs grown on R-Si 

substrates: (a) θg=65° (i.e. R65 and R65A) and (b) θg=80° (i.e. R80 and R80A). 

In order to characterize the plasmonic anisotropy of as-prepared and postgrowth annealed Au-

NPs deposited on R-Si substrates, reflection measurements are performed using linearly 

polarized light incident at an angle of 70° (with respect to the sample normal), where the in-

plane optical anisotropy is probed by providing a 90° azimuthal sample rotation to align the E-

field parallel (E∥k) and perpendicular (E⊥k) to the ripple wavevector (k), as presented in the 

schematic diagram [Fig. 4.5]. In fact, reflection measurements are carried out with respect to a 

pristine-Si wafer to directly capture the plasmonic response of Au-NPs and measure the 

plasmonic anisotropy in terms of LSPR peak shifting. It is reported that noble metal 

nanoparticles grown on a pristine-Si substrate have a random distribution and in turn do not 

show any direction-dependent shift in the LSPR peak for both E∥k and E⊥k due to their 
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isotropic near-field coupling, whereas metal nanoparticles deposited on R-Si substrates exhibit 

anisotropic plasmonic response [18].  

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5: Schematic representation of the reflection measurements with azimuthal sample 

rotation by 90°, i.e. the electric field of light is parallel (E∥k) and perpendicular (E⊥k) to the 

ripple wavevector (k). 

For instance, Fig. 4.6(a) presents the reflection data corresponding to as-deposited Au-NPs 

(θg=65°) on R-Si substrate (R65) where the plasmonic peak appears at 578 nm while measuring 

reflection along the ripple wavevector (E∥k). However, upon a 90° sample-rotation (E⊥k), the 

plasmonic peak shifts to 708 nm with a peak shift of 130 nm (ΔE=0.39 eV) which can be 

attributed to the stronger near-field coupling between Au-NPs due to smaller inter-particle gaps 

along the ripple patterns. Similarly, as shown in Fig. 4.6(b), as-deposited Au-NPs 

corresponding to θg=70°, on R-Si substrates (R70) exhibit the plasmonic peak at 570 nm and  

886 nm corresponding to E∥k and E⊥k, respectively which yields a shift in the plasmonic peak 

by 316 nm (ΔE=0.78 eV). Moreover, Au-NPs grown at θg=80° (R80) reveal the occurrence of 

E
∥k

E   k┴

k
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plasmonic peaks at 611 nm (E∥k) and 701 nm (E⊥k) with a peak shift of ΔE=0.26 eV [Fig. 

4.6(c)].  

 

 

 

 

 

 

 

 

Figure 4.6: Anisotropic reflection measurements (with respect to pristine-Si) on (a)-(c) R65, 

R70, and R80 and (d)-(f) their annealed counterparts R65A, R70A, and R80, respectively.  

By comparing the plasmonic peak positions corresponding to Au-NPs grown at θg=65° and 

70°, it is observed that the latter shows a red shift in the plasmonic peak for compared to E∥k 

which is likely due to an enhanced near-field coupling strength due to an inter-particle gap. In 

contrast, for Au-NPs grown at θg=80°, a blue shift in the plasmonic peak corresponding to E⊥k 

is observed in comparizon to Au-NPs grown at θg=70° which is attributed to an enhanced inter-
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particle gap via a shape transition from elongated to spherical nanoparticles as is evident from 

the SEM images [Fig. 4.3(d)-(f)]. On the other hand, postgrowth annealing of R65 shows the 

plasmonic peaks at 553 nm and 604 nm (ΔE=0.19 eV) corresponding to E∥k and E⊥k [Fig. 

4.6(d)], respectively. Similarly, the reflection plot of R70A exhibits the plasmonic peak at 546 

nm and 653 nm (ΔE=0.37 eV) corresponding to E∥k and E⊥k [Fig. 4.6(e)], respectively. 

However, postgrowth annealed Au-NPs grown at θg=80° (R80A) exhibit the plasmonic peaks 

at 565 nm (E∥k) and 626 nm (E⊥k) with a peak shift of ΔE=0.21 eV [Fig. 4.6(f)]. These 

observations reveal that there is a blue shift in the plasmonic peak of Au-NPs for postgrowth 

annealed sample (i.e. R65A) which is attributed to their enhanced inter-particle gap upon 

annealing [30]. In addition, the plasmonic peak becomes sharper due to the size-distribution of 

annealed Au-NPs via Ostwald ripening [30]. It is interesting to note that the growth angle-

dependent shape transition from elongated to spherical Au-NPs leads to a blue shift in both the 

plasmonic peaks (E∥k and E⊥k) due to increased inter-particle gap. The wavelength of 

plasmonic peaks arising in the reflection spectra corresponding to E∥k and E⊥k are summarized 

in Table 4.2. 

 

 

 

 

 

Table 4.2: Peak shift in the plasmonic resonance of Au, measured from the optical reflection 

(with respect to pristine-Si) using a linearly polarized light where electric field remains parallel 

(E∥k) and perpendicular (E⊥k) to the ripple wavevector (k). 

It is worth mentioning that the oblique angle growth of noble metal nanoparticles on pristine-

Si substrates leads to their deposition in an isotropic manner (images not shown) and it does 

Sample λ (nm) 

(E∥k)  

λ (nm) 

(E⊥k)  

Δλ (nm) 

R65 578 708 130 

R70 570 886 316 

R80 611 701 90 

R65A 553 604 51 

R70A 546 653 107 

R80A 565 626 61 
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not possess any strong anisotropy in the reflection peak unlike the ones observed for Au-NPs 

deposited on R-Si substrates [18]. The reduction in the plasmonic anisotropy upon thermal 

annealing of Au-NPs can be governed by the increased interparticle gap between Au-NPs due 

to thermal energy-mediated merging of small Au-NPs, located somewhere in the interparticle 

gap. As it is mentioned previously that the wavelength of ripple patterns is observed to be 30 

nm and their amplitude is 3 nm, the center to center distance between two adjacent arrays of 

Au-NPs is approximately equal to the wavelength of ripple patterns. However, interparticle 

separation is dependent on their deposition-time, and postgrowth annealing temperature [7,31].  

For detail investigations on the plasmonic response of annealed Au-NPs on R-Si substrates, 

generalized ellipsometry (GE) measurements are carried out on postgrowth annealed samples 

in the wavelength range of 400 nm to 1000 nm where complex reflection coefficients are 

measured using polarized light with the electric field directed parallel (p) and perpendicular (s) 

to the plane of incidence. These complex-valued reflection coefficients can be expressed as 

three independent normalized reflection matrix elements represented by a 2×2 Jones matrix, 

which are written as: 

𝑅𝑝𝑝 ≡
𝑟𝑝𝑝

𝑟𝑠𝑠
= 𝑡𝑎𝑛(Ψ𝑝𝑝)𝑒

𝑖Δ𝑝𝑝,                                              (1) 

𝑅𝑝𝑠 ≡
𝑟𝑝𝑠

𝑟𝑝𝑝
= 𝑡𝑎𝑛(Ψ𝑝𝑠)𝑒

𝑖Δ𝑝𝑠,                                               (2) 

𝑅𝑠𝑝 ≡
𝑟𝑠𝑝

𝑟𝑠𝑠
= 𝑡𝑎𝑛(Ψ𝑠𝑝)𝑒

𝑖Δ𝑠𝑝,                                                (3) 

where Ψ𝑖𝑗 and Δ𝑖𝑗 are the parameters measured using GE and 𝑟𝑖𝑗 are the elements of the Jones 

matrix (i=s, p; j=s, p) which are able to explain the entire complex reflection phenomenon for 

a non-depolarizing specimen [19]. It may be mentioned that the standard ellipsometry 

measurements are enough to determine the dielectric function of an isotropic material due to 

vanishingly small off-diagonal components (𝑟𝑝𝑠 and 𝑟𝑠𝑝) of the Jones matrix [19,31]. However, 

for an anisotropic system, a fraction of the incident p-polarized light is converted into s-
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polarized light and vice versa, which give rise to off-diagonal components of the Jones matrix 

(determined using GE) [19,31]. It is also observed that the off-diagonal components of the 

Jones matrix are maximized for light incident at 45° (azimuthally rotated sample) with respect 

to the ripple direction [19,31]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.7: Anisotropic ellipsometry measurement as a function of θg: (a) 𝛹𝑝𝑝, (b) 𝛥𝑝𝑝, (c) 𝛹𝑝𝑠, 

(d) 𝛥𝑝𝑠, (e) 𝛹𝑠𝑝, and (f) 𝛥𝑠𝑝 plots for Au-NPs grown on R-Si substrates and annealed at 573 K 

for 1 h. 
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In the present context, a biaxial generalized oscillator model is developed to account the 

substrate morphology-mediated anisotropy in the growth of Au-NPs along the ripple patterns. 

The biaxial model is defined using three independent orthogonal optical axes (x, y, z) in such a 

way that Au-NPs get aligned ripple patterns are parallel to the y-axis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.8: Dielectric functions obtained from biaxial generalized oscillator model fit as a 

function of θg: (a) Re(εx), (b) Im(εx), (c) Re(εy), (d) Im(εy), (e) Re(εz), and (f) Im(εz). The data 

are presented for postgrowth annealed samples. 
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This generalized oscillator model is composed of Lorentz and Tauc-Lorentz [32] oscillators 

along x- and y-axes, and a Drude oscillator along the z-axis. A Drude oscillator accounts for 

the contribution of free electrons for a bulk-like optical response with the help of concentration, 

mobility, and the effective mass of free electrons. However, the Lorentz oscillator accounts for 

the plasmonic response of Au-NPs and their interband transition from 5d valance state to 

hybridized 6sp state (band-edge at 2.5 eV and first peak at ~3 eV) [33,34] are represented by 

Tauc-Lorentz oscillator with the help of internal parameters, viz. amplitude, broadening, 

energy, bandgap, etc. The figure of merit for a biaxial model fit is characterized by a mean-

square error (MSE) minimization algorithm. Figures 4.7(a)-(b) show the measured 𝛹𝑝𝑝 and 

𝛥𝑝𝑝 plots for pristine-Si and postgrowth annealed Au-NPs on R-Si substrates at various growth 

angles, viz. θg=65°, 70°, and 80° (R65A, R70A, and R80A), respectively. Upon fitting the 

Jones matrix elements, the nominal thickness of Au-NPs are found to be 9.1, 7.8, and 5.5 nm 

corresponding to θg=65°, 70°, and 80°, respectively. This observation is well supported by our 

SEM results on decreasing diameter and coverage area with increasing θg. By comparing 𝛹𝑝𝑝 

and 𝛥𝑝𝑝 of Au-NPs on R-Si with the ones obtained from the pristine-Si substrates, it is clear 

that a hump is observed with an overall reduction in the wavelength range of 500-750 nm for 

R65A-R80A which may be attributed to the plasmonic response of Au-NPs. Similarly, the 

cross-components obtained from the GE measurements, viz. 𝛹𝑝𝑠, 𝛥𝑝𝑠, 𝛹𝑠𝑝, and 𝛥𝑠𝑝 are 

presented in Figs. 4.7(c)-(f), respectively which also manifest the presence of plasmonic 

anisotropy in self-organized Au-NPs on R-Si substrates. Figures 4.8(a)-(f) depict the direction-

dependent orthogonal complex dielectric functions (εx, εy, εz) of postgrowth annealed Au-NPs 

on R-Si substrates (corresponding to θg=65°-80°) determined by biaxial model fitting of GE 

data. The real part of εx remains positive in the wavelength range of 400-1000 nm, suggesting 

the insulating behaviour of Au-NPs along the x-axis due to their interparticle gap approximately 

equal to the ripple wavelength. From Fig. 4.8(a), it is observed that the real part of dielectric 
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function along the x-axis yields a similar trend for θg=65° and 70° due to the self-organized 

growth of elongated Au-NPs along the ripple patterns. However, it deviates for θg=80° due to 

their spherical shapes. Moreover, the imaginary part of dielectric function along the x-axis 

exhibits a LSPR peak at 621 nm, 642 nm, and 545 nm for R65A, R70A, and R80A, respectively 

[Fig. 4.8(b)]. It is interesting to note that the stronger LSPR peak with lowest FWHM (136 nm) 

is observed for R80A possibly due to the spherical shape of Au-NPs. Figure 4.8(c) shows the 

real part of εy which reveals the metallic behaviour in the wavelength range of 300-520 nm and 

beyond this, a transition from metal to insulator is observed at wavelengths beyond 520 nm. 

Since there is a strong LSPR coupling of Au-NPs due to the less inter-particle gap along the 

ripple patterns, the imaginary part of εy exhibits a sharp resonance peak at 499 nm, 504 nm, 

and 507 nm corresponding to R65A, R70A, and R80A, respectively. Interestingly, a most 

intense LSPR peak with lowest FWHM (12 nm) is exhibited by Au-NPs deposited at θg=80° 

possibly due to the spherical shape of Au-NPs [Fig. 4.8(d)].  

Table 4.3: The LSPR wavelength and FWHM extracted from the LSPR peak appearing in the 

imaginary part of dielectric functions along x and y-axes obtained from the biaxial model fit of 

generalized oscillators for Au-NP arrays on R-Si substrates. 

Similarly, it is observed from Fig. 4.8(e) that the real part of εz remains negative in the 

wavelength range of 400-1000 nm for θg=70° and 80° which exhibits the metallic nature of 

Au-NPs along the z-axis. However, Au-NPs deposited at θg=65° shows the metallic nature up 

to a wavelength of 750 nm and then switches to an insulating nature. Moreover, Drude-like 

response is evident from the imaginary part of dielectric function along the z-axis [Fig. 4.8(f)]. 

The LSPR wavelength and FWHM extracted from the LSPR peak appearing in the imaginary 

part of dielectric functions along x and y-axes– obtained from the biaxial model of generalized 

Sample λ (nm) | Ex FWHM | Ex λ (nm) | Ey FWHM | Ey 

R65A 621 149 499 24 

R70A 642 179 504 29 

R80A 545 136 507 12 
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oscillators for 2D Au-NP arrays on R-Si substrates– are summarized in Table 4.3. Thus, it is 

manifested from the reflection measurements that Si substrate morphology-driven self-

organized growth of Au-NP arrays exhibit anisotropic field-coupling between them upon 

providing an azimuthal rotation (i.e. in-plane anisotropy). It is also illustrated by the proposed 

optical model based on GE measurements that there is a LSPR peak shift in the imaginary part 

of dielectric functions along x- and y-axes which substantiate the presence of strong in-plane 

anisotropy in the plasmonic response of Au-NP arrays. The fitting parameters obtained from 

the proposed biaxial optical model based on GE measurements are summarized in Table 4.4. 

Sample Effective 

thickness of Au 

layer (nm) 

Resistivity 

(Ω.cm) 

Scattering 

time (fs) 

MSE 

R65A 11.2 1.5×10-4 0.2 0.35 

R70A 10.4 1.7×10-4 0.25 0.47 

R80A 8.1 2.5×10-4 0.3 0.25 

Table 4.4: Fitting parameters obtained from biaxial optical model based on GE measurements. 

Moreover, a strong field coupling between Au-NPs should be useful in improving the Raman 

scattering cross-section of complex molecules in the vicinity of the strong field coupling 

regions via SERS. In addition, Au-NPs exhibit an excellent stability even in harsh 

environments due to its oxidation-resistant nature, unlike the silver nanoparticles. These merits 

of Au-NP arrays on R-Si substrate make it suitable for an efficient and longevous SERS sensing 

of complex molecules.  

Following this, the SERS-based crystal violet detection efficacy of as-deposited and annealed 

Au-NPs on R-Si substrates is investigated and the role of growth angle-dependent anisotropy 

in the deposition of Au-NPs on R-Si substrates (i.e. 2D arrays of Au-NPs) is explored. Figure 

4.9 depicts the schematic representation of SERS-based detection of crystal violet dye 

molecules spread over Au-NPs decorated on R-Si substrates (3D view). 
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Figure 4.9: Schematic diagram (cross-section view) for SERS-based detection of crystal violet 

dye molecules on elongated and spherical Au-NP arrays along the ripple patterns. 

A 10 μM concentration of crystal violet dye is prepared, pipetted out on 2D arrays of Au-NPs 

on R-Si substrates, and allowed to dry before the acquisition of SERS spectra. Figures 4.10(a) 

and (b) present the SERS-based Raman spectra of crystal violet dye solution drop-casted on 

as-prepared R-Si, as-deposited (R65-R80), and postgrowth annealed (R65A-R80A) Au-NPs on 

R-Si substrates. The observed SERS peaks for crystal violet dye appearing at 795.3, 902.7, and 

1169.5 cm-1 which correspond to the bending vibration of the radial aromatic ring in the plane 

of C-H bond, whereas SERS peaks at 1378.4, and 1645.2 cm-1 correspond to C-C bond 

stretching vibration of the aromatic ring [35]. From the comparison of SERS spectra of R-Si 

and Au-NP decorated R-Si substrates, it becomes evident that the peak intensity enhances by a 

large extent after the growth of Au-NPs and it further improves after the postgrowth annealing. 

A noticeable improvement in the SERS detection efficacy upon postgrowth annealing can be 

attributed to an improved occupancy of CV molecules in the increased inter-particle gap 

between Au-NPs. In addition, it is observed that the SERS peak intensity decreases with 

increasing θg from 65° to 80° for both as-deposited and postgrowth annealed conditions [Figs. 

4.10(a) and (b)] which is governed by the reduced dimension of Au-NPs with increasing growth 

angle.   

Crystal violet dye
(C25N3H30Cl) Laser
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Au-NPs

R-Si
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Figure 4.10: SERS spectrum for crystal violet dye detection efficacy of Au-NP on R-Si 

substrates: (a) R-Si and as-deposited Au-NPs on R-Si substrates θg=65°, 70°, and 80° (R65, 

R70, and R80) and (b) their postgrowth annealed counterparts (R65A, R70A, and R80A). 

Therefore, postgrowth annealed Au-NPs decorated R-Si substrate corresponding to θg=65° 

exhibits superior SERS detection efficiency compared to Au-NPs grown at θg=70° and 80°. 

The enhancement in the SERS peak intensities corresponding to 1378.4 and 1645.2 cm-1 is 

quantified by normalizing with respect to their respective Si peak, appearing at 521 cm-1 in the 

respective Raman spectra and are summarized in Table 4.5.  

Sample Normalized peak intensity 

I (1378.4 cm-1) I (1645.2 cm-1) 

R-Si 0.91 0.91 

R65 0.92 0.94 

R70 0.93 0.94 

R80 0.93 0.94 

R65A 0.98 1 

R70A 0.95 0.97 

R80A 0.95 0.96 

Table 4.5: SERS intensity normalized with respect to the Si peak intensity, corresponding to 

crystal violet characteristic peaks (1378.4 and 1645.2 cm-1), for Au-NPs deposited on R-Si 

substrates along with their annealed counterparts. 
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In order to explain the experimentally observed strong in-plane plasmonic anisotropy in the 

optical reflection and ellipsometry measurements, the near-field coupling strength between Au-

NPs is computed using FDTD method-based simulations. As depicted in Fig. 4.11, three 

orthogonal axes (x, y, z) are considered in such a way that Au-NPs aligned on ripple patterns 

are parallel to the y-axis. However, R-Si substrate with a ripple-wavelength of 30 nm and 

ripple-height of 3 nm is modeled by alternatively arranging Si and void (air) elliptical cylinders 

(major axis: 15 nm; minor axis: 3 nm) half-buried in the pristine-Si substrate and further Au-

NPs placed along the void cylinders. An FDTD domain with periodic boundary conditions for 

x- and y-axes is used to account for the periodic effects, whereas, a perfectly matched layer 

(PML) is used for the z-axis. A plane-wave source is used with an E-field strength of 1 V m-1 

in the wavelength range of 400-700 nm.  

The E-field and the refractive index are obtained from field profile and refractive index 

monitors situated at the center of Au-NPs in the xy-plane, respectively. Comparizon of both 

these cases reveals that there is a stronger near-field coupling between Au-NPs corresponding 

to E-field parallel to Au-NP arrays compared to the perpendicular one which can be attributed 

to the lesser inter-particle gap between Au-NPs along the NP-arrays. 

 

 

 

 

 

 

Figure 4.11: FDTD model (3D view) to evaluate the near field coupling between Au-NPs on a 

R-Si substrate. 
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Thus, it is evident that direction-dependent near-field coupling strength can produce optical 

anisotropy via LSPR tuning which corroborates well with our experimental findings on 

reflection and GE measurements and anisotropy observed in the SERS measurements. In 

addition, from the FDTD simulations, it is inferred that Raman spectroscopy-based detection 

of complex molecules, having low Raman scattering cross-section, can be efficiently 

performed due to strong near-field coupling-induced manifold enhancement in their Raman 

scattering cross-section. To have a better understanding of the spectral dependence of E-field, 

maximum field values are obtained from their respective |E| color maps corresponding to 

wavelength of light in the range of 400 to 700 nm. The E-field and the refractive index are 

obtained from field profile and refractive index monitors situated at the center of Au-NPs in 

the xy-plane, respectively. Figure 4.12(a) presents the refractive index profile of air and Au at 

533 nm where elliptical Au-NPs are modeled with their major and minor axes as 15 nm and 10 

nm, respectively along with an inter-particle gap of 5 nm along the major axis. Figure 4.12(b) 

shows the |E| color map at a wavelength of 590 nm exhibiting maximum E-field corresponding 

to the E-field parallel to the ripple wavevector (E∥k), where color contrast represents the 

strength of the E-field. Similarly, Fig. 4.12(c) demonstrates the color map of |E| at 590 nm 

corresponding to E-field perpendicular to the ripple wavevector (E⊥k). Comparizon of both 

these cases reveals that there is a stronger near-field coupling between Au-NPs corresponding 

to E-field parallel to Au-NP arrays compared to the perpendicular one which can be attributed 

to the lesser inter-particle gap between Au-NPs along the NP-arrays. Thus, it is evident that 

direction-dependent near-field coupling strength can produce optical anisotropy via LSPR 

tuning which corroborates well with our experimental findings on reflection and GE 

measurements and anisotropy observed in the SERS measurements. In addition, from the 

FDTD simulations, it is inferred that Raman spectroscopy-based detection of complex 

molecules, having low Raman scattering cross-section, can be efficiently performed due to 
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strong near-field coupling-induced manifold enhancement in their Raman scattering cross-

section. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.12: (a) Simulated refractive index profile marked with different dimensions of 

modeled Au-NPs on a R-Si substrate, (b) corresponding |E|-map when the electric field is 

parallel to the ripple wavevector (k), (c) |E|-map when the electric field is perpendicular to the 

ripple wavevector, and (d) spectral response of the near-field coupling when electric field is 

directed parallel and perpendicular to the ripple wavevector. 

To have a better understanding of the spectral dependence of E-field, maximum field values 

are obtained from their respective |E| color maps corresponding to wavelength of light in the 

range of 400 to 700 nm. Figure 4.12(d) presents the spectral response of E-field computed for 

E∥k and E⊥k which exhibit sharper plasmonic peaks arising at 590 nm and 660 nm for the latter 

one, whereas it is observed at 570 nm and 660 nm for the former one (i.e. E∥k). These 

observations qualitatively explain the appearance of sharp and red-shifted reflection peak for 
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E⊥k compared to E∥k and thus, the higher near-field coupling between Au-NPs along the NP 

arrays results in an improved SERS intensity. 

4.4 Conclusions 

In conclusion, Au-NPs are deposited on low energy ion-beam patterned nanoscale rippled-Si 

surfaces using electron beam evaporation technique. Oblique angle growth of Au-NPs leads to 

their self-organization along the ripple patterns, resulting in 2D arrays of Au-NPs on R-Si 

substrates which exhibit strong near field coupling between Au-NPs along the NP-arrays 

confirmed by GE measurements and FDTD simulations. Therefore, a red shift in the 

wavelength corresponding to the LSPR peak (in-plane plasmonic anisotropy) is observed while 

measuring the reflection of p-polarized light incident parallel and perpendicular to the Au-NP 

arrays. A LSPR peak gets blue-shifted upon thermal annealing of Au-NPs due to their 

increasing inter-particle gap. Spectroscopic ellipsometry measurements reveal the anisotropic 

dielectric function along x-, y-, and z-axes where a strong LSPR coupling is observed along the 

Au-NP arrays. In addition, SERS-based detection efficacy of crystal violet dye is examined on 

these 2D Au-NPs arrays demonstrating an excellent sensing efficiency of the same. FDTD 

simulation of 2D arrays of Au-NPs on R-Si surface reveals a stronger near-field coupling 

between Au-NPs for E-field parallel to the NP arrays. Thus, the directional dependence of near-

field coupling explains the experimentally observed optical anisotropy. Therefore, the substrate 

morphology-induced plasmonic anisotropy in 2D arrays of Au-NPs on R-Si surfaces can be 

utilized in intriguing plasmonic-based applications and it also provides a way towards 

extremely stable SERS-based sensors for detection of complex molecules in chemical and 

biological systems with ease in operation and excellent efficiency. 
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CHAPTER 5 

 

Nanoscale functionalization of faceted-Si substrates 

5.1 Introduction 

Advancement in modern electronic device technology is based on the manipulation of matter 

at nanoscale by achieving precise control over the dimension of nanomaterials to obtain 

fascinating physical properties with their exceptional performances [1]. For instance, slicing 

down the dimensions of matter from bulk (3D) to layers (2D) and further into nanowires (1D) 

and nanodots (0D), the density of states and in turn the charge transport drastically changes 

due to confinement effects [2,3]. One such important property is field induced tunneling of 

electrons from nanoscale materials to vacuum which is governed by their shape, dimension, 

and physical properties of nanomaterials where electrons near to the Fermi level can escape 

from the surface of a material by tunneling due to a lowering of the surface potential barrier 

with the help of an externally applied electric field [4].  

Cold cathode electron emission from materials has attracted the attention of researchers due to 

its applications in high brightness flat panel displays, high power strategically important 

nanoscale electronic devices, microwave power amplifiers, space technology, electron 

microscopes, and sensors [5–9]. However, issues of heating and stability always pose a 

challenge for devices based on thermionic emission. Consequently, a lot of effort has been put 

for exploring materials which exhibit enhanced and highly stable field induced electron 

emission with low turn-on fields, high emission current densities, and superior electronic 

conduction at room temperature (RT) [4,10–12]. Most of these observations are explained in 

light of Fowler-Nordheim (F-N) tunneling [13].  Following F-N theory, one can enhance the 
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field emission (FE) from a material either by enhancing the field enhancement factor (ratio of 

local to the applied electric field), β, or by reducing its work function, ϕ (i.e. the potential barrier 

at the interface of the material and vacuum). In principle, β can be enhanced by tuning the 

radius of curvature and the aspect ratio of nanostructures [11,14–19], whereas ϕ can be tuned 

by doping [20–23]. 

In addition to β and ϕ, the density of electron emitting sites also plays a crucial role towards 

enhancing FE performance at RT [24,25]. Recently, hierarchical development of field emitters 

(i.e. the decoration of high aspect ratio nanostructures with tiny nanoparticles) is recognized to 

be an effective way to further boost the FE performance by simultaneously increasing the 

density of field emitting sites and decreasing their resistance [19,24–26]. For instance, there 

are reports on lowering down of turn-on fields from 2.1 to 1.14 V µm-1 by decorating SiC 

nanowires with Au-NPs [24,25]. In another report, Das et al. have demonstrated a reduction in 

the turn-on field from 3.83 to 2.03 V µm-1 after attachment of Ag-NPs with Bi2Se3 nanoflakes 

[27]. Likewise, it has been demonstrated that turn-on fields can be significantly lowered down 

for oxide-based semiconducting nanostructures as well by decorating them with Au- and Ag-

nanoparticles [19,26]. However, if the density of Au-NPs becomes very high, the field screen 

effect can reduce the influence of Au-NPs [24].  

In particular, Si nanostructures-based cold cathode emitters are considered to be important for 

easy integration with the existing micro- and nanoelectronics due to their low power 

consumption and other applications [28,29]. In view of these facts, a plethora of attempts have 

been made towards preparing cold cathode emitters based on Si nanostructures [15,30,39–

41,31–38]. It is well-known that the formation of an ultrathin native oxide layer hampers the 

tip emission from Si-based cold cathode emitters, restricting the number of electron emitting 

sites. In spite of this, Basu et al. have reported a fascinating low turn-on field (0.67 V µm-1) for 

Si nanofacets (average dimension ~80 nm) and explained the results in light of curvature-
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dependent degree of native oxide formation and crystallographic orientation-dependent work 

function of silicon nanofacets [11]. In another work, Chang et al. have demonstrated that turn-

on field for Si nanocones improves from 4.2 V µm-1 to 3.65 and 2.90 V µm-1 by depositing Pt 

and Au, respectively on these nanocones [42]. 

Among various available techniques for fabricating nanostructures of Si, self-organization by 

low energetic ion-beams offers the advantages of single step processing over a large surface 

area (up to 3-4 cm2) and at RT [36]. In addition, one can tune the size and shape of Si 

nanostructures by varying the experimental parameters, viz. angle of incidence of ions, ion -

fluence, -energy, and -species [36,37,41,43]. As a consequence, their structural and 

optoelectronic properties (e.g. optical reflectance, crystallographic orientation, and work 

function) can also be tuned [44,45]. 

These studies make it evident that there is a room to further enhance the FE performance of Si-

based nanostructures by tuning their size and shape towards improving the field enhancement 

factor, reducing the work function, limiting the field screening effects and/or increasing the 

density of field emitters (effective electron emitting area) by choosing a controlled fabrication 

method of nanostructures and decorating them suitably with nanoparticles of noble metals. 

The present study reports a combinatorial study on tunable cold cathode electron emission from 

Au-NP decorated self-organized Si-NFs with hitherto unseen low turn-on fields. In the first 

step, low energy ion-beam fabrication of silicon nanofacets is carried out [37,41]. 

Subsequently, the Si-NFs are decorated by self-assembled gold nanoparticles using oblique 

angle growth geometries (65°-85°). Bulk field emission measurements exhibit a very low 

threshold field (0.6 V µm-1) for cold cathode electron emission from as-prepared Si-NFs 

(average height: 23 nm and base width: 196 nm) which reduces significantly after decorating 

these nanofacets by Au-NPs, resulting in an ultralow low turn-on field of 0.27 V µm-1 
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(corresponding to the growth angle of 70º for Au-NPs) with an excellent stability and an 

impressive enhancement factor of 24157. However, due to the inability of these measurements 

to identify the cold cathode electron emitting sites on Si-NFs, it becomes exigent to employ 

local probe characterization techniques to probe the same. In doing so, Kelvin probe force 

microscopy (KPFM) and local probe-based dual pass tunneling current microscopy (DPTCM) 

are used to probe the same from Si-NFs before and after Au-NP decoration as well as their 

subsequent annealing. In conjunction to this, local probe-based dual pass tunneling current 

microscopy (DPTCM) is employed to probe the cold cathode electron emission sites from Si-

NFs before and after Au-NP decoration and after annealing. Our investigations on the spatial 

distribution of electron emission sites (based on DPTCM) suggest that the main contribution 

towards the improvement in observed cold cathode electron emission can be attributed to the 

decoration of Au-NPs at the apexes and sidewalls of Si-NFs. This is fortified by our 

electrostatic field-based simulation studies which reveal that self-organized Au-NPs at the 

apexes of Si-NFs serve as nanoscale field emitters and therefore, improve the FE performance 

manifold by local field enhancement. The present combinatorial study paves a way to increase 

the density of free electrons on the Si-NFs and in turn tune their work function by decorating 

them with Au-NPs which is manifested by their excellent performance enhancement in terms 

of cold cathode electron emission with ultralow turn-on field. 

5.2 Experimental detail 

5.2.1 Sample preparation  

A UHV-compatible experimental chamber (Prevac, Poland) equipped with an electron 

cyclotron resonance (ECR)-based filament less, broad beam ion source (GEN-II, Tectra 

GmbH, Germany) and a 5-axes manipulator was used for Ar-ion exposure. The manipulator 

offers a fully automated software controlled sample rotation with a precision of 0.01º. The 

chamber base pressure was below 8  10-9 mbar and the working pressure was maintained at 
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2.5  10-4 mbar. A bigger Si piece (e.g. 33 cm2) cut from the same wafer was used as a 

sacrificial wafer and placed in between the sample and the sample platen to prevent the 

incorporation of sputtering-induced contaminations (originating from the stainless steel sample 

platen) [37]. The beam spot was observed to be circular with a diameter of 3.5 cm, leading to 

a constant ion flux of 1.2   1014 ions cm-2 s-1. The Si samples used in the present study were 

cut into slices (11 cm2) from a commercially available p-type (B-doped, ρ=0.01-0.05 Ω cm) 

Si (100) wafer. These pieces were ultrasonically cleaned in trichloroethylene, isopropyl 

alcohol, acetone, and deionized water for 5 min. each and exposed to 500 eV Ar+ ions at RT at 

an oblique incidence angle of 71° (with respect to the sample normal) for an ion fluence of 

51017 ion cm-2 (equivalent to 3300 s). It is expected that the present experimental conditions 

would lead to the fabrication of self-organized Si-NFs due to ion-beam shadowing [41]. 

Figure 5.1: Schematic diagram of the process flow for the fabrication of ion-beam induced Si-

NFs followed by oblique angle (65º˗85º) growth of Au-NP on them. 

Following this, Au-NPs were deposited on patterned-Si substrates under different oblique 

angles of incidence (in the range of 65º to 85º). For this purpose, a constant deposition rate of 

0.1 nm/min was used for 90 min (for all the growth angles) using electron beam evaporation 

technique (working pressure: 210-8 mbar). All the samples were subjected to post-growth 

annealing in vacuum (< 110-6 mbar) at 573 K for 1 h to tailor the size and/or shape of Au-

NPs. In addition, as-prepared Si-NFs were also annealed for the sake of comparison. Figure 

5.1 depicts the process flow for the fabrication of ion-beam induced self-organized Si-NFs on 
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Si substrates and further growth of self-organized Au-NPs on these substrates. Hereinafter, as-

prepared and annealed NF-Si substrates would be named as S1 and S1', respectively. On the 

other hand, Au-NP decorated Si-NFs corresponding to the growth angle (of Au), θg=65, 70, 

80, and 85 were named as S2, S3, S4, and S5, respectively, whereas these annealed samples 

were named as S2', S3', S4', and S5', respectively. 

5.2.2 Sample characterization  

The surface morphology and nanoscale electrical transport properties of Si-NFs before and 

after their decoration with Au-NPs as well as after annealing were simultaneously investigated 

using an ex-situ atomic force microscopy (AFM) (MFP 3D, Asylum Research, USA). In 

addition, Kelvin probe force microscopy (KPFM) and dual pass tunneling current microscopy 

(DPTCM) studies were also carried out on self-organized Si-NFs before and after decorating 

the same with Au-NPs and their subsequent annealing to measure the change in the work 

function and tunneling current, respectively. A Pt-coated Si conductive tips (AC240TM, 

Electric-Lever, Olympus) with ~70 kHz of resonance frequency, ~30 nm radius of curvature, 

and ~2 N m-1 stiffness were used for electrical measurements. AFM micrographs were analyzed 

using WSxM software [46].  

Microstructural studies on nanofaceted-Si substrates and their Au-NPs decorated counterparts 

before and after vacuum annealing were performed using a high-resolution scanning electron 

microscope (HRSEM) (Carl Zeiss, Germany) under the plan-view geometry. The spatial 

uniformity of Au-NP decorated Si-NFs was confirmed by collecting several images from a 

large number of randomly chosen places on all samples. In addition, cross-sectional 

transmission electron microscopy (XTEM) measurements were carried out on selected samples 

using a high-resolution transmission electron microscope (HRTEM) (FEI, Tecnai G2 F30, S-

Twin microscope operated at 300 kV and equipped with a GATAN Orius CCD camera). The 
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specimen for XTEM measurements were prepared by standard mechanical thinning followed 

by double dimpling and final sample thinning using a precision ion polishing system (PIPS, 

Gatan, Pleasanton, CA). A high-angle annular dark field (HAADF) imaging based on scanning 

transmission electron microscopy (STEM) was carried out using the same HRTEM setup 

equipped with a HAADF detector (Fischione, Model 3000). Further, elemental analysis was 

performed using energy-filtered TEM (EFTEM) (GIF Quantum SE, Model 963) 

measurements. Glancing incidence x-ray diffraction (GIXRD) measurements were performed 

for phase identification using a Cu-Kα (λ=0.154 nm) radiation (Bruker D8 Advance, Germany). 

Compositional analysis of Si-NFs before and after Au-NP decoration were carried out using x-

ray photoelectron spectroscopy (XPS) system (PHI 5000 Versa Probe II, ULVAC–PHI, Japan) 

equipped with a microfocused (100 μm, 15 KV, 25 W) monochromatic Al-Kα source 

(hν=1486.6 eV), a multichannel detector, and a hemispherical analyzer.   

For cold cathode electron emission experiments, a high vacuum (3×10−7 mbar) chamber (Excel 

Instruments, India), equipped with a two-electrode configuration was used where a copper plate 

served as the cathode on which samples were loaded using a conductive copper tape (sheet 

resistance ∼0.004 Ω/□). On the other hand, a copper anode metallic probe (kept normal to the 

cathode plate) was attached to a microgauge arrangement for adjusting the inter-electrode 

spacing. A computer-interfaced source meter (Keithley 2410, USA) was employed to apply 

bias voltage between the copper anode and NF-Si samples (with and without Au-NP decoration 

and their subsequent annealing) mounted on the copper cathode and the current-voltage (I-V) 

characteristics were recorded using a commercially available software (Lab Tracer 2.0). 

Further, to address the origin of electron emitting sites for all the samples under investigation, 

we have used AFM-based dual pass tunneling microscopic (DPTCM) measurements. Further 

to this, electrostatic field-based simulations were performed using Agros2D software[47] to 
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simulate the electrostatic field distribution between the NF-Si sample surface and the anodic 

probe before and after its decoration with Au-NPs.  

5.3. Results and discussion  

5.3.1 Microstructure and compositional analyses 

Prior to cold cathode electron emission measurements, Au-NPs decorated NF-Si substrates are 

analyzed by SEM, XRD, and XPS to look for its possible correlation with microstructural and 

compositional properties. Figures 5.2(a)−(h) show the plan-view SEM images of as-prepared 

and Au-NP decorated NF-Si substrates before and after annealing at 573 K for 1 h. The 

direction of the ion-beam projection is marked with a red arrow on all the SEM images. As a 

result of stochastic nature of ion-beams, pristine-Si surfaces evolve into an ensemble of 

randomly distributed Si-NFs under obliquely incident 500 eV Ar-ions at room temperature 

[Fig. 5.2(a)]. A vacuum annealing of self-organized Si-NFs substrates does not yield any 

visible change in the microstructure [Fig. 5.2(b)]. The SEM images of Au-NP decorated (in the 

range of 65-85) NF-Si substrates before and after annealing are depicted in Figs. 5.2(c)-(h). 

For instance, Fig. 5.2(c) reveals that Au-NPs (average dimension: 20±3 nm) grow uniformly 

around the sidewalls of Si-NFs, although the apexes of the facets are decorated by conformally 

grown bigger nanoclusters. In addition, self-organized Au-NPs are seen to form ordered chain-

like microstructures (extended from apexes to the base of Si-NFs) at several places on the 

sidewalls of Si-NFs. Upon annealing the sample in vacuum for 573 K for 1 h, more Au-NPs 

get organized into vertically aligned chain-like microstructures on the sidewalls of Si-NFs 

followed by a clear signature of a grain growth [Fig. 5.2(d)]. An increase in the Au-growth 

angle of 70° yields the self-assembly of Au-NPs all around the Si-NFs [Fig. 5.2(e)], albeit the 

coverage reduces compared to the growth angle of 65°.  
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Figure 5.2: (a)–(b) SEM images of as-prepared NFs before and after annealing (i.e. S1 and S1'), 

respectively. SEM images of Au-NPs decorated Si-NFs at (c)–(d) θg=65 (i.e. S2 and S2'), (e)–

(f) θg=70 (i.e. S3 and S3'), and (g)–(h) θg=85 (i.e. S5 and S5') before and after annealing, 

respectively. 

In contrast, the apexes of the facets get decorated by bigger and more randomly assembled 

flower-like Au-nanostructures. Such a change in the microstructure and a relatively lower 

coverage in Au Au-NP decorated Si-NF samples can be understood in light of growth at a 

higher oblique angle where shadowing starts playing an important role [48]. It is interesting to 

note that after annealing the sample at 573 K for 1 h, grain growth (due to Ostwald ripening) 

becomes evident [Fig. 5.2(f)] [49]. In particular, the apexes and their surrounding get decorated 

with bigger nanostructures compared to the one shown in Fig. 5.2(e). Similar trend is observed 

for growth of Au-NPs at 80° (images not shown) with a further reduction in the coverage of 

Au-NPs. As the growth angle is further increased to 85°, the coverage area of Au-NPs reduces 

drastically and mostly the apexes of Si-NFs get decorated by the same [Fig. 5.2(g)]. 

Interestingly, upon annealing of these samples under similar conditions mentioned above, there 

is a marginal rearrangement of Au-NPs around the apexes become evident [Fig. 5.2(h)]. The 

above mentioned changes in the microstructure of as-grown Au-NP decorated Si-NFs fortify 

the role of shadowing with increasing growth angle. Quantitative analyses of SEM images 

(a) S1

(b) S1'

(c) S2

(d) S2'

(e) S3

(f) S3'

(g) S5

(h) S5'
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corresponding to post-annealed Au-NP decorated Si-NFs is carried out using ImageJ software 

[50] leading to the coverage area of Au-NPs and the areal density which are summarized in 

Table 5.1. However, the same is difficult to extract for as-prepared Au-NP decorated Si-NFs 

(corresponding to different growth angles). 

Sample 

description 

Growth angle 

() 

Coverage area 

(%) 

S2' 65 38.9 

S3' 70 28.6 

S4' 80 22.8 

S5' 85 9.4 

Table 5.1: Coverage area of Au-NPs obtained from the analyses of SEM images corresponding 

to Au-NP decorated Si-NFs upon postgrowth annealing. It is noteworthy that the above 

mentioned parameters could not be extracted for as-prepared samples (S2˗S5) due to their 

undistinguishable nature.   

Further, to strengthen the results obtained from SEM measurements, we have also carried out 

XTEM measurements on selective samples, viz. an as-prepared Si-NFs (i.e. S1) and Au-NP 

decorated (growth angle: 70°) Si-NF annealed at 573 K for 1 h in vacuum (i.e. S3'). Figure 5.3 

shows a low-magnification XTEM image of an as-prepared Si-NF sample showing the 

presence of self-organized nanofacets on Si. The inset in this image depicts a HRTEM image 

of the same, revealing clear signature of lattice fringes. Thus, it can be inferred that facets are 

single crystalline in nature. It is interesting to note that although the ion-beam fabricated small 

faceted structure (shown in the inset) is devoid of native oxide formation, there are randomly 

observed small patches of native oxide at some other places of the samples. In fact, the lack of 

formation of native oxide around the apexes of Si-NFs can be attributed to the curvature-

dependent native oxide formation in Si [11]. This justifies our choice of experimental 

parameters to fabricate smaller Si nanofacets than the ones reported in the literature [11,41,51]. 

Figure 5.4(a) represents a low-magnification XTEM image of an annealed (573 K; 1 h) Au-NP 

decorated (growth angle of Au: 70°) Si-NF sample where the presence of Au-NPs (with wide 
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size distribution in the range of 17 to 33 nm) surrounding the apexes of Si-NFs and the valley 

regions is evident.  

Figure 5.3: Low-magnification XTEM images of as-prepared NF-Si sample (i.e. S1) where 

inset depicts the corresponding HRTEM image and lattice fringe image of Si. 

This image further confirms the presence of randomly formed native oxide patches on the as-

prepared Si-NF substrate, albeit to a very less extent. On the other hand, Fig. 5.4(b) and (c) 

present HRTEM images, showing the presence of self-organized Au-NPs in the valley region 

next to a Si facet and the presence of Si lattice fringes is also evident. Analysis of lattice fringes 

obtained from the HRTEM image of nanofacets and the NPs grown on them as depicted in 

inset of Fig. 5.4(b) and (c), reveals that d-spacing match well with that of Si(111) and Au(111) 

planes. It is also important to note that HRTEM studies do not show any signature of gold 

silicide formation which is quite expected since Au-Si system has an eutectic temperature of 

636 K [52].  However, a small amount of atomic diffusion of Au in Si may not be ruled out 

completely [53].  

 

Glue

10 nm

Glue

c-Si substrate

dSi = 0.314 nm

20 nm

S1



 

Nanoscale functionalization of faceted-Si substrates  Page 157 
 

Figure 5.4: (a) low-magnification XTEM images of as-prepared NF-Si sample (i.e. S1) where 

inset depicts the corresponding HRTEM image and lattice fringe image of Si. Likewise, (b) 

low-magnification XTEM image of postgrowth annealed Au-NPs self-organized on Si-NFs at 

θg=70 (i.e. S3'), (c)-(d) corresponding HRTEM images of S3' where inset depicts the lattice 

fringe image of Au and Si. 

Besides probing the microstructures of NF-Si and Au-NP decorated NF-Si samples, the spatial 

distribution of Au atoms on Si-NFs is studied by energy filtered TEM (EFTEM) measurements 

at randomly chosen places on Au-NP decorated self-organized Si-NFs. Figure 5.5(a) presents 

a low-magnification STEM-HAADF image of self-organized Au-NPs grown on Si-NFs 

(corresponding to a growth angle of 70°), whereas the EFTEM images corresponding to Si-K, 

Au-L, and Au-M, obtained from the marked region (by a red colored rectangle) of the STEM-

HAADF image are shown in Figs. 5.5(b)-(d), respectively. In fact, the EFTEM image 

corresponding to Si-K signal [Fig. 5.5(b)] clearly reveals the presence of ion-beam fabricated 

NFs on the Si substrate.  
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Figure 5.5: (a) low-magnification STEM-HAADF image of Au-NPs decorated Si-NFs at 

θg=70 (i.e. S3'), (b)-(d) EFTEM images corresponding to Si-K, Au-L, and Au-M, respectively 

obtained from red colored rectangle marked on the STEM-HAADF image, and (e) EDX profile 

obtained from red colored circle marked on the STEM-HAADF image. 

On the other hand, a careful observation of the elemental color maps corresponding to Au-L 

and Au-M signals [Figs. 5.5(c)-(d)] shows the growth of Au-NPs on Si-NFs which corroborates 

well with our SEM [Fig. 5.2(c)-(h)] and XTEM [Fig. 5.4(a)] results. In addition, EDX 

measurement is also carried out from a region marked with red colored circle in Fig. 5.5(a) 

which reveals the presence of Si and Au besides a very small amount of O, arising from the 

random patches of native oxide present on Si-NFs as confirmed by the XTEM and XPS 

investigations. From the peak area analysis of the EDX spectra [Fig. 5.5(e)], the concentrations 

of Si, Au, and O are observed to be 93.6%, 5.3%, and 1.1%, respectively.   
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The presence of Au becomes further evident in all Au-NP decorated Si-NFs before and after 

annealing from the GIXRD measurements corresponding to a glancing angle of θ=1º. Figures 

5.6(a) and (b) present GIXRD spectra obtained from all Au-NP decorated NF-Si substrates 

before and after annealing at 573 K for 1 h, albeit a similar trend is observed for all other growth 

angles of Au-NPs. GIXRD data before and after annealing of Au-NP decorated Si-NF samples 

reveal the polycrystalline nature of Au-NPs. In addition, annealing leads to increase in the peak 

intensity for all growth angles, indicating a grain growth of Au-NPs after annealing. This is 

followed by a reduction in the intensity of Au peaks with increasing growth angle before and 

after annealing. This clearly indicates a reduction in the coverage of Au-NPs at higher growth 

angles. 

The presence of Au atoms were further confirmed from the XPS measurements on selective 

samples. For instance, XPS analysis of as-prepared Si-NFs reveal the presence of Si, Si-O, and 

Si-OH related bonds (spectrum not shown) which can be attributed to the formation of native 

oxide. On the other hand, appearance of Au 4f core level signals show the Au decorations of 

Si-NF samples [Fig. 5.6(c)]. Au-NPs were grown at an oblique angle of incidence of 70° (i.e. 

S3) and a representative one. A similar nature of Au 4f core level spectrum is observed for all 

other growth angles (data not shown towards maintaining the clarity). It may be mentioned that 

Fig. 5.6(c) presents the XPS data obtained from the specimen where a Gaussian fitting of this 

spectrum reveals that the two peaks correspond to binding energy for Au 4f7/2 and Au 4f5/2 

located at 83.96 eV and 87.66 eV, respectively. The ratio of the peak area of 4f7/2 and 4f5/2 is 

found to be 1.37 with a characteristic difference of 3.7 eV in binding energy. In addition, a 

systematic reduction in the peak areas of Au core level signals with increasing growth angle of 

Au (spectra not shown) corroborate well with our SEM and XRD data described above.  

In order to evaluate the effect of thermal annealing on the composition of Au-NP decorated Si-

NF samples, XPS measurements are also carried out on the annealed samples.   
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Figure 5.6: (a)-(b) GIXRD spectra of all Au-NP decorated NF-Si samples at θg=65-85 before 

and after annealing (i.e. S2-S5 and S2'-S5'), respectively. (c) XPS spectrum of Au 4f core level 

obtained from S3 where inset depicts the comparative plot of Au 4f core level for S2', S3', and 

S5'. (d) Si 2p core level spectrum for S3'. (e) RBS spectra of all as-grown and annealed Au-NP 

decorated Si-NF samples grown at θg=65°, 70°, 80°, 85° (i.e. S2-S5 and S2'-S5'). 

For instance, the inset of Fig. 5.6(c) shows the overlapped Au 4f7/2 and 4f5/2 core level spectra 

corresponding to S2', S3', and S5'. It becomes evident that nature of the spectra and the peak 

positions remain the same after annealing. However, a systematic reduction in the peak 
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intensity (area) reveals a decrease in the coverage of Au-NPs with increasing growth angle 

which is also seen for the as-grown samples and is in complete agreement with the SEM and 

XRD results described earlier (Table 5.1). On the other hand, Fig. 5.6(d) depicts the Si 2p 

spectrum corresponding to the specimen, S3' which is deconvoluted into five different peaks 

centred around binding energies of 99.37, 99.99, 100.6, 101.57, 102.58, and 103.38 

corresponding to elemental Si, SiO3, Si2O3, SiO2, and Si-OH, respectively [45,54]. Similar 

trend in Si 2p spectrum is observed for all other samples as well (data not shown). Results 

obtained from the XPS measurements are summarized in Table 5.2.  

Sample 

description 

Growth angle  

() 

State Binding energy 

(eV) 

FWHM 

(eV) 

S3' 70 4f
5/2

 87.66 0.94 

4f
7/2

 83.96 0.97 

S4' 80 4f
5/2

 87.71 0.97 

4f
7/2

 84.00 0.97 

S5' 85 4f
5/2

 87.87 1.02 

4f
7/2

 84.17 0.98 

Table 5.2: Binding energy and FWHM of XPS peaks corresponding to Au 4f7/2 and 4f5/2 are 

presented from the fitting of XPS spectra. 

In order to have a quantitative measure of growth angle-dependent decoration of Au atoms on 

NF-Si substrates, we have also carried out RBS measurements. For instance, Fig. 5.6(e) depicts 

the RBS spectra of all as-grown and annealed Au-NP decorated Si-NF samples grown at 

θg=65°, 70°, 80°, 85°. The spectra of Au-NP decorated (corresponding to Au-growth angle of 

65°) Si-NF samples before and after annealing are nearly identical and show the presence of 

Au and Si. Upon analyzing the spectra, the areal density of Au atoms turns out to be nearly 

same (2×1016 at. cm-2) before and after annealing. Likewise, RBS data of Au-NP decorated 

(corresponding to θg=85°) Si-NF samples before and after annealing are demonstrated in Fig. 

5.6(e). Simulation of these data also provides the nearly same areal density of Au (8×1014 at. 
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cm-2) before and after annealing. These observations show 25 times less amount of Au atoms 

present in the case of highest growth angle i.e. θg=85° compared to the lowest growth angle 

(θg=65°). Likewise, areal density of Au atoms deposited on Si-NFs corresponding to the Au-

growth angles of 70° and 80° turn out to be 1.5×1016 and 7.1×1015 at. cm-2, respectively. In 

addition, there is hardly any change in the Au content (within the detection limit) of these two 

samples as well after postgrowth annealing. Therefore, RBS analyses show a systematic 

reduction in Au content with increasing θg, albeit postgrowth annealing expectedly does not 

influence the same [Fig. 5.6(e)]. Thus, RBS data qualitatively matches our SEM and XPS 

results where a systematic reduction in the amount of Au with increasing θg due to the 

shadowing effect, originating under an oblique angle geometry. 

5.3.2 Work function mapping 

It is known that work function of materials plays an important role in determining the electron 

emission current from cold cathode electron emitters [4,11,17,19,26,55]. At the same time, 

there can be a spatial variation in the work function of a nanostructured material which can 

effectively bring around changes in electron tunneling sites [4]. Therefore to address the cold 

cathode electron emission from NF-Si substrates and their Au-NP decorated counterparts 

(before and after annealing) local variation in the work function of these specimen are 

investigated using KPFM. This is a scanning probe microscopy (e.g. AFM)-based non-

destructive tool where contact potential difference, VCPD between a specimen and the metal-

coated AFM tip is measured. Thus, the work function of a specimen (Wsample) can be written 

as: Wsample = Wtip - eVCPD, where Wtip is the work function of metal-coated tip used during KPFM 

measurements and e is electronic charge [56]. Figures 5.7(a) and (b) depict the magnified 

topographic height images and the corresponding work function map of as-prepared Si-NFs 

(i.e. S1), respectively. 
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Figure 5.7: (a)-(b) Topography and corresponding work function map of as-prepared Si-NFs 

(i.e. S1),respectively. (c) Topography, (d) corresponding phase image, and (e) work function 

map obtained from as-deposited Au-NP decorated on Si-NFs at θg=70° (i.e. S3). Similarly, (f) 

Topography, (g) corresponding phase image, and (h) work function map obtained from 

postgrowth annealed Au-NP decorated on Si-NFs at θg=80° (i.e. S4'). (i) Plot of work function 

values (along with their spatial variation) against the Au-growth angle. 
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As a matter of fact, an experimentally measured VCPD map (not shown) is converted into a work 

function map and in doing so, the work function, Wtip, of the Pt/Ir tip is measured to be ~4.85 

eV with respect to a clean highly oriented pyrolytic graphite (HOPG) (SPI Supplies, USA) 

[57]. Accordingly, work function of the as-prepared Si-NF sample (i.e. S1) turns out to be 4.52 

eV. In doing so, several randomly chosen spots on S1 are scanned (over large areas) to acquire 

the VCPD maps. Subsequently, Si-NFs are decorated with Au-NPs corresponding to different 

growth angles, θg=65°, 70°, 80°, and 85°. Figure 5.7(c) depicts an AFM topographic height 

image corresponding to Au-NP decorated (θg=70°) NF-Si substrate (as a representative one). 

However, this image does not reveal the presence of smaller features like Au-NPs on and 

around Si-NFs. To overcome this problem, we present the corresponding AFM phase image in 

Fig. 5.7(d) which expectedly offers a better resolution [58] and thus enables us to observe the 

decoration of Au-NPs on the apexes and sidewalls of Si-NFs (some of which are marked with 

green dashed loops) which corroborates well with our SEM and XTEM results described 

above. On the other hand, Fig. 5.7(e) depicts the work function map of this sample (i.e. S3) 

which provides a work function of 5.05 eV. Likewise, Figs. 5.7(f) and (g) depict the surface 

topography and the phase image of S4' (i.e. postgrowth annealed counterpart of sample S4 

corresponding to θg=80°), respectively. In this case also the AFM phase image helps to realize 

the presence of Au-NPs at the facet apexes and their sidewalls (marked by green closed loops) 

which otherwise remain hidden within the topographic height image [Fig. 5.7(f)]. Further, Fig. 

5.7(h) presents the work function map of S4' which provides work function value of 5.08 eV. 

It is interesting to note that for all Au-NP decorated samples (including S4'), apexes of Si-NFs 

show relatively higher work function values, indicating the higher probability of Au-NP coated 

apexes to yield higher electron emitting current. The work function values of all other samples 

under investigation are also extracted in a similar fashion (images and work function maps not 

shown in order to maintain the clarity). Figure 5.7(i) demonstrates the plot of variation in work 
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function of Au-NP decorated Si-NFs (as-deposited and postgrowth annealed) with θg (i.e. the 

growth angle of Au). From this figure, it is interesting to note that the work function of Au-NP 

decorated Si-NFs corresponding to θg=65° (i.e. S2) is the highest, viz. 5.15 eV, whereas it turns 

out to be the lowest (4.85 eV) for S5 (i.e. θg=85°). Upon annealing the samples at 573 K for 1 

h, it is observed that work function of all Au-NP decorated NF-Si samples (corresponding to 

θg=65°, 70°, 80°, and 85°) increase, albeit a similar growth angle-dependent monotonically 

decreasing trend persists, viz. from 5.35 eV (for S2') to 5 eV (for S5'). This observation of 

decreasing trend in work function with increasing θg can be attributed to the presence of lesser 

amount of Au atoms at higher growth angles (as observed from our RBS measurements 

described earlier). On the other hand, an enhancement in the work function of all annealed Au-

NP decorated NF-Si specimen (i.e. S2' to S5') compared to their as-deposited counterparts (i.e. 

S2-S5) can be attributed to an average increase in average dimension of Au-NPs during 

annealing through Ostwald ripening (Table 5.3). Such enhancements in the work function value 

with increasing dimension of Au-NPs are reported earlier [25,59,60] and are attributed to 

electrostatic effects like charge transfer between the substrate and the Au-NPs because of the 

mismatch in their work functions [60]. In order to further elucidate the relation between Au-

NP size and the measured work function, it is important to note that in the present case, growth 

of uniform particle size does not take place on the facet apexes vis-à-vis their sidewalls of 

facets and edges [Figs. 5.2(c)-(h)], leading to a spatial variation in the work function of facets 

in these regions for each sample (data not shown). For instance, the average work function of 

S2 turn out to be 5.15 eV, whereas the same is found to be 5.05 eV for S3. In contrast, the 

average Au-NP diameter (~27 nm extracted from a large number of SEM images) at the apexes 

of Si-NFs corresponding to S3 turns out to be higher than the ones (~23 nm) seen to decorate 

the facet apexes of S2, albeit the average diameter of Au-NPs sitting on the sidewalls and edges 

of those facets turn out to be bigger for S2 in comparison to those in S3. As a result, the overall 
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average diameter of Au-NPs for S2 turns out to be higher than that of S3. A similar trend is 

observed in their annealed counterparts (i.e. S2' and S3') as well. On the other hand, with further 

increase in θg, average diameter of Au-NPs reduces steadily on the facet apexes, sidewalls, and 

edges leading to reduced average work function of these samples. Such changes in work 

function values should in turn lead to changes in the cold cathode electron emission from these 

samples which is described later.    

5.3.3 Electron field emission characteristics 

In the quest of improving the efficacy of cold cathode electron emission from Si-NFs, smaller 

facets are fabricated than those reported in the literature [44]. In addition, NF-Si samples (S1) 

are decorated with self-organized Au-NPs deposited under several oblique angles of growth 

(in the range of 65°-85°) and all these samples are vacuum annealed at 573 K for 1 h.  

 

 

 

 

 

 

Figure 5.8: Schematic diagram of the cold cathode field electron emission from Au-NP 

decorated Si-NFs. 

Subsequently, field emission characteristics are recorded from all the specimen before and after 

annealing. Figure 5.8 shows a schematic diagram of the cold cathode electron emission 

measurement geometry, whereas Figs. 5.9(a) and (b) show the plots for the current density (J) 
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versus applied electric field (E) for as-prepared and Au-NP decorated Si-NFs before and after 

annealing, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: (a) Electron emission current density (J) versus applied electric field (E) plots 

corresponding to as-prepared Si-NFs and as-deposited Au-NPs on Si-NFs (i.e. S1-S5). 

Likewise, (b) J-E plots corresponding to annealed bare Si-NFs and as-deposited Au-NPs on Si-

NFs (i.e. S1'-S5'). (c)-(d) FN plots [i.e. ln (J E-2) versus E-1] corresponding to as-prepared Si-

NFs and Au-NP decorated NF-Si samples before and after annealing, respectively. Best linear 

fits to the data are presented with green lines. (e)-(f) Stability plots: Behaviour of electron 

emission current density as a function of time corresponding to before and after annealing of 

samples, respectively. 
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From Fig. 5.9(a), it becomes evident that turn-on field (ETO, at which J becomes higher than 

the background) for as-prepared Si-NFs is 0.6 V μm-1 which, to the best of our knowledge, is 

by far the best-known for any Si-based nanostructures fabricated at RT. On the other hand, 

turn-on field reduces for Au-NP decorated NF-Si samples, viz. 0.44 and 0.39 V μm-1 for Au-

NPs grown under θg=65° and 70°, respectively (i.e. S2 and S3). However, beyond θg=70°, it 

starts increasing (up to a growth angle of 85°) (Table 5.3). A similar trend is observed for all 

the specimen (S1'-S5') after annealing [Fig. 5.9(b)]. Moreover, a distinct reduction in the turn-

on field is observed for all Au-NP decorated Si-NF samples as well as the bare Si-NFs specimen 

(viz. 0.58 V μm-1). Indeed, the NF-Si specimen (i.e. S3') decorated with Au-NPs 

(corresponding to θg=70°) shows the lowest turn-on field (0.27 V μm-1) which, to the best of 

our knowledge, is the lowest among all Si-based nanostructured materials. The values of turn-

on field for Au-NP decorated Si-NFs (at all growth angles) after annealing are summarized in 

Table 5.3. It may be mentioned that the threshold field (ETh, at which J becomes 50 μA cm-2) 

for as-prepared and Au-NP decorated Si-NFs before and after annealing follow the similar 

trend as ETO (Table 5.3). 

To the best of our knowledge, the observed ultralow turn-on field (ETO) values of as-prepared 

and Au-NP decorated Si-NFs (before and after annealing) are the best among Si-based 

nanostructures like Si nanowires (1.3 V μm-1) [61], Si nanocones (4.2 V μm-1) and its 

subsequent coating with Pt (3.65 V μm-1) and Au (2.9 V μm-1) [42], Si nanowires (5.01 V μm-

1) and annealed Au-coated Si nanowires (1.95 V μm-1) [62], and silicon facets (0.67 V μm-1) 

[11] besides these, the present results also offer better figure of merit compared to most of the 

well-established electron emitters such as vertically aligned carbon nanotubes (1.3 V μm-1) 

[63], carbon nanowalls (0.9 V μm-1) [64], WS2 nanotubes (1.1 V μm-1) [65], MoS2 sheets (2.7 

V μm-1) [66], WS2-RGO nanocomposites (2 V μm-1) [67], free standing graphene sheets (2 V 

μm-1) [68], Cu-O nanostructures (0.8 V μm-1) [4]. 
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Sample 

description 
θg () ETO 

(V µm-1) 

ETh 

(V µm-1) 

Work function 

Φ (eV) 

β (using 

experimentally 

measured work 

function) 

S1 As-prepared 

Si-NFs 

0.60 0.69 4.52 8024 

S2 65 0.44 0.53 5.15 16029 

S3 70 0.39 0.47 5.05 18152 

S4 80 0.51 0.59 4.97 13184 

S5 85 0.52 0.64 4.85 12709 

S1' Annealed 

Si-NFs 

0.58 0.66 4.5 7326 

S2' 65 0.36 0.44 5.35 21236 

S3' 70 0.27 0.37 5.29 24157 

S4' 80 0.39 0.52 5.08 20365 

S5' 85 0.51 0.59 5.0 12025 

Table 5.3: Useful parameters i.e. turn-on field, threshold field, and field enhancement factor 

(β) (calculated using experimentally measured work function and the slope of respective FN-

plots) obtained from bulk field emission and KPFM measurements of as-prepared Si-NFs and 

Au-NP decorated Si-NFs before and after annealing (S1-S5 and S1'-S5').  

According to Fowler and Nordheim (FN) cold cathode electron emission is a quantum 

mechanical tunneling phenomenon where electrons tunnel from a material (cathode) to the 

anode (through vacuum) under an applied electric field. This can modulate the height of 

potential barrier at the interface of emitter surface and vacuum which can be described as the 

work function (φ) of the cathode (i.e. material under consideration) [Fig. 5.7(i)]. The FN 

equation is given by [13]: 

𝐽 = (
𝐴𝐸𝑓

2

𝜙
) exp⁡(

−𝐵𝜙3/2

𝐸𝑓
),                                                   (1) 

Where, J is the electron emission current density, 𝐸𝑓 is the effective electric field felt on the 

localized apex area of the emitter surface, A=1.56×10-10 A V-2 eV and B=6.83×103 V eV-1.5 
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µm-1, respectively [13]. Here 𝐸𝑓 = 𝛽𝐸 = −𝛽(𝑉/𝑑) where d is the distance between anode and 

cathode, V is the applied voltage between the electrodes, and E is the corresponding external 

field. On the other hand, β is the field enhancement factor and is dependent on the emitter 

geometry. β plays a crucial role in enhancing the effective electric field on the apex area of the 

nanostructures, resulting in higher emission current. Following this, Figs. 5.9(a) and (b) are 

converted to plots between E-2 versus ln(JE-2) [Fig. 5.9(c) and (d), respectively] and are fitted 

linearly, revealing FN tunneling phenomenon to be operative in both the cases (i.e. for as-

deposited and annealed) Au-NP decorated NF-Si substrates as well as bare Si-NFs. The 

respective enhancement factor, β, extracted from the slope of these linear fits and using average 

work function obtained from KPFM measurements, turns out to be quite high for all samples 

(Table 5.3). For instance, as-prepared Si-NFs show a field enhancement factor, β, of 8024 

which gets nearly doubled after Au-NP decoration corresponding to θg=65° which further 

increases for Au-NP decoration under a growth angle of 70° (β =18152), beyond which (i.e. 

θg>70°) it decreases. Subsequent postgrowth annealing gives rise to a further enhancement in 

β for all θg values in the range of 65°-85° which also depends on dimensions of Au-NPs, 

decorating the apexes of Si-NFs (besides sidewalls and edges). For instance, β is found to be 

maximum (β =24157) for θg=70° and minimum (β =12025) corresponding to θg=85°. Besides 

low turn-on field, the stability of field induced electron emission is an important issue from the 

viewpoint of display devices because an emitter surface get damaged due to localized thermal 

energy, originating from electronic collision. Thus, we have studied the stability of all the as-

prepared and annealed samples under investigation. For instance, Fig. 5.9(e) and (f) present the 

behaviour of J for a continuous operation of 200 min for all the samples. It is interesting to 

note that all these plots demonstrate very good stability (at 50 μA cm-2) with fluctuations within 

±10% of the average value in each case. In addition, there being no further degradation in 
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fluctuation over a significantly long period. It can be inferred that the Au-NP decorated Si-NFs 

as well as bare Si-NFs show very good potential for use in field emission-based devices. 

In general, an enhanced FE performance of cold cathode electron emitter is attributed to the 

sharp tip and enhanced aspect ratio of nanostructures [69]. However, the Si-NFs presented in 

this work do not have so sharp apexes [Fig. 5.2(a)], compared to the ones reported in the 

literature [70–72]. In the present case, Au-NPs decoration on Si-NFs can serve as individual 

field emitters, which in turn, can increase the effective area of the electron emission and hence, 

contribute towards enhancing the FE performance of Au-NP decorated Si-NFs in comparison 

to as-prepared Si-NFs. Thus, to have a better understanding on the observed ultralow turn-on 

fields for cold cathode electron emission from Au-NP decorated Si-NFs, we employ local 

probe-based dual pass tunneling current microscopy technique to probe the electron emitting 

sites on Si-NFs as well as Au-NPs decorated Si-NFs. 

5.3.4 Dual pass tunneling current microscopy 

It is observed from the bulk FE measurements that the decoration of Si-NFs with Au-NPs leads 

to the tunneling of electrons at relatively lower turn-on fields compared to bare Si-NFs which 

suggests that Au-NPs promote the tunneling of electrons under externally applied electric 

fields. In addition, the observed growth angle-dependent self-organization of Au-NPs also 

plays a vital role in the observed FE performance. However, bulk FE measurements cannot 

provide any information on the electron emitting sites on Si-NFs (with and without Au-NP 

decorated ones). Hence, in order to probe the electron emitting sites for the bare and Au-NP 

decorated Si-NFs, DPTCM technique is employed [11]. In this case, during first pass, the AFM 

tip records the surface morphology (in contact mode), whereas in the second pass, the tip is 

raised at a constant height (lift height: 50 nm) over the surface by following the morphology 

data.  
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Figure 5.10: (a) AFM topography collected during the first pass and (b) corresponding 

tunneling current map obtained during the second pass from DPTCM measurement of S1'. (c) 

Corresponding profiles of topographic height and respective tunneling current obtained from 

the green lines marked on topography and tunneling current map. 

However, during the second pass, a constant dc bias is applied to the tip with respect to the 

sample [17] which stimulates the electrons to tunnel from the sample and travel a certain 

distance (equal to the lift height) through the air. It is important to note that although all the 

samples are probed by DPTCM technique, to maintain the clarity in the presented data, 

tunneling current maps corresponding to the post-annealed bare (S1') and Au-NPs decorated 

Si-NFs with lowest observed threshold field (S3') are demonstrated. Several images were 

collected from various randomly chosen places on the sample to confirm the measured 

tunneling current to be a true reflection of the emission properties of Au-NPs decorated on NF-

Si substrates and not an artefact arising out of the surface topography. Figures 5.10(a) and (b) 

depict the surface topography and corresponding tunneling current map of S1' (i.e. annealed 

bare Si-NFs) recorded during the first and second scan of DPTCM measurements, respectively. 
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Figure 5.11: (a) AFM topography collected during the first pass and (b) corresponding 

tunneling current map obtained during the second pass from DPTCM measurement of S3'. (c) 

Corresponding profiles of topographic height and respective tunneling current obtained from 

the green lines marked on topography and tunneling current map. 

The color contrast in the topographic height image is the measure of the height of the apexes 

and sidewalls with those of its valleys, however, the color contrast with bright spots in the 

tunneling current map [Fig. 5.10(b)] depicts the origin of tunneling current emitting sites. A 

plot of line profiles extracted from the marked green lines drawn across the topographic height 

image and the tunneling current map corresponding to S1' is shown in Fig. 5.10(c). It becomes 

evident from the line profile obtained from the tunneling current map that the sidewalls and 

valleys of Si-NFs are the prominent electron emitting sites rather than their apexes, which is 

further confirmed by the corresponding line profile [Fig. 5.10(c)]. This observation can be 

attributed to curvature-dependent coverage of native oxide predominantly on apexes of Si-NFs 

compared to their sidewalls and valleys, which give rise to an additional potential barrier to 
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hinder/limit the tunneling of electrons [11]. Similarly, the topographical height image and the 

corresponding tunneling current map of S3' are shown in Figs. 5.11(a) and (b), respectively. 

The line profiles of the height image and the corresponding tunneling current map are extracted 

from the marked green lines [in Figs. 5.11(a) and (b)] and plotted in Fig. 5.11(c). From a careful 

observation of tunneling current map, it is revealed that mostly the apexes and sidewalls of Si-

NFs are the preferential sites for electron emission (for an applied tip voltage of 5 V). Albeit, 

there is no significant emission current from their valleys. In fact, apexes of Si-NFs contribute 

the most in electron emission current compared to their sidewalls which happens for all other 

Au-NP decorated Si-NF samples. This is corroborated well with the SEM image shown in Fig. 

5.2(g) where the apexes of Si-NFs are decorated with bigger Au-NPs in contrast to smaller Au-

NP occupying their sidewalls. It is interesting to note that the tunneling currents obtained from 

S3 and S3' (corresponding to θg=70°) is the highest compared to all other samples under 

investigation. While it is understandable for Au-NPs grown under θg>70° (due to reduced areal 

density of Au and the reduced average diameter of Au-NPs for θg=80° and 85°), a reduction in 

the tunneling current for θg=65° (data not shown) can be attributed to the reduced average 

diameter of Au-NPs at the apexes of Si-NFs (as discussed earlier), though RBS data reveal that 

areal density of Au atoms is little higher in S2 and S2' compared to S3 and S3'. These 

observations corroborate well with our results obtained from SEM, GIXRD, and bulk field 

emission data discussed in the preceding sections. Therefore, it can be inferred that the tiny 

Au-NPs on Si-NFs individually work as cold cathode electron emission sites which in turn 

improves the effective electron emitting area (compared to bare Si-NFs), offering enhanced FE 

performances. To strengthen the above inference, the simulation studies are carried out to map 

the electrostatic field between the anode and the sample (electrically attached to cathode) is 

quite adequate to investigate the same.               
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5.3.5 Electrostatic field simulation  

In order to have a complete picture on the role of Au-NPs and their size at the apexes of Si-

NFs, quantum mechanical tunneling of electrons from a nanostructured cold cathode emitter 

under externally applied bias is revisited. Ease of electron emission relies on the potential 

barrier which depends on the emitter material. In the present case, emission of electrons from 

the Si-NFs is subjected to the tunneling of conduction band electrons via field-induced band 

bending of Si as depicted in Fig. 5.12(a). However, in case of metallic field emitters, free 

electrons of metal contribute in the field emission process unlike the semiconductors. For Au-

NP decorated Si-NFs, Au-NPs assists the cold cathode electron emission as it is evident from 

the DPTCM measurements. However, to understand the role of Au-NPs and their size at the 

apexes of Si-NFs in field emission process, a model for Au-NPs assisted enhancement in the 

cold cathode electron emission performance of Si-NFs is proposed [Fig. 5.12(c)]. To facilitate 

the proposed model, electrostatic simulations are performed using finite element method 

(FEM)-based electrostatic field simulation between the anode (kept at a constant DC bias of 

+300 V) and the sample (electrically coupled to the grounded cathode) using a freely available 

Agros2D software [47]. Figures 5.12(d) and (e) present the electric field maps of Si-NFs 

decorated with small and relatively bigger Au-NPs, respectively. From the electric field 

mapping, it is observed that the field enhancement takes place at the apexes of Si-NFs decorated 

with Au-NPs. However, the sidewalls of Si-NFs also contribute in the field enhancement 

significantly. It is interesting to note that the Si-NFs decorated with relatively bigger Au-NPs 

[Fig. 5.12(e)] exhibit better field enhancement compared to the ones with small Au-NPs [Fig. 

5.12(d)]. Hence, it can be concluded that mostly the apexes and sidewalls of Si-NFs decorated 

by Au-NPs contribute to the cold cathode electron emission.  In addition, we also demonstrate 

the effects of increasing average diameter of Au-NPs on the apexes and their sidewalls of Si-

NFs (due to postgrowth annealing), resulting in an enhanced electrostatic field intensity. 
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Figure 5.12: (a)-(b) Band alignment and presence of potential barrier for cold cathode electron 

emission process from Si and Au (cathode materials), respectively. (c) Proposed model for Au-

NPs assisted enhancement in the cold cathode electron emission performance of Si-NFs. (d)-

(e) Simulated electric field map of Si-NFs decorated with small and relatively bigger Au-NPs, 

respectively. 

This suggest that the field enhancement and low threshold field emission is mainly governed 

by the Au-NP decoration of Si-NFs and in particular samples where bigger Au-NPs decorate 

the facet apexes should lead to a better field emission. 
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5.4. Conclusions 

In conclusion, we demonstrate fascinating ultralow turn-on field for cold cathode electron 

emission from Au-NP decorated self-organized Si-NFs fabricated by 500 eV Ar ions at room 

temperature. We also demonstrate that the size and self-assembly of Au-NPs on Si-NFs can be 

easily altered by varying the growth angle of Au-NPs. This leads to a remarkable tunability in 

the turn-on field (in the range of 0.39−0.52 V μm−1) and corresponding field enhancement 

factor (18152-12709). The turn-on field and β can be further tuned in the ranges of 0.27-0.51 

V μm−1 and 24157-12025, respectively upon vacuum annealing at 573 K for 1 h. The SEM 

images demonstrate that self-organized Au-NPs get decorated both on the apexes and sidewalls 

of NFs. SEM analyses also reveal that the overall (average) diameter of Au-NPs reduce with 

increasing growth angle of Au on NF-Si substrates, albeit the average diameter of Au-NPs 

decorating the apexes of NFs is highest corresponding to the growth angle of 70°. This is 

followed by a grain growth for Au-NPs after annealing (for all growth angles). In addition RBS 

studies show that the areal density of Au atoms decreases with increasing growth angle. 

GIXRD data depict the polycrystalline nature of Au-NPs and grain growth take place after 

annealing. The growth angle-dependent reduction in the Au atoms is further confirmed by XPS 

measurements. KPFM-based work function measurements divulge a monotonically decreasing 

work function with increasing growth angle for both as-prepared and annealed samples, 

although annealing leads to an increase in the work function of NF-Si samples corresponding 

to all growth angles. This is attributed to an increase in diameter of Au-NPs after annealing. 

AFM-based DPTCM measurements provide a direct evidence on the electron emission sites, 

viz. the apexes and sidewalls of Au-NP decorated Si-NFs (in contrast to sidewalls and valleys 

for bare Si-NFs), albeit Au-NPs sitting on the apexes of Si-NFs contribute more in the electron 

emission process. Furthermore, our electrostatic field based simulation results reveal that Au-

NPs sitting on the facet apexes serve as better individual field emitters and the FE performance 
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enhances for bigger Au-NPs formed after postgrowth annealing through an enhancement in the 

local electrostatic field. Thus we conclude that our experimental results manifest a direct and 

novel way to address the origin of cold cathode electron emission from self-organized Au-NP 

decorated Si-NFs by employing a combination of bulk and local probe techniques that are 

further supported by the electrostatic field simulation studies. The present study also paves the 

way to fabricate Si nanostructure-based efficient field emitters with tunable and ultralow turn-

on fields. 
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CHAPTER 6 

 

Broadband antireflection of ZTO thin films on 

patterned-Si substrates 

In this chapter, we have demonstrated the sputter-grown ZTO film thickness dependent 

broadband antireflection (AR) property of ion-beam patterned-Si substrates. In particular, low 

energy ion-beam patterned (rippled- and faceted-Si) silicon substrates were used as templates 

for the growth of ZTO thin films. Furthermore, the antireflection efficacy of ZTO thin films 

grown on patterned-silicon substrates is compared with their pristine-Si counterparts. 

6.1 Introduction 

Zinc oxide (ZnO) is an important multifunctional II-VI semiconductor with a wide bandgap of 

3.37 eV (at room temperature) and a large excitonic binding energy of ∼60 meV, which is 

suitable for wide range of emerging applications such as transparent electrode, AR coatings, 

light emitting diodes (LEDs), solar cells, and transparent thin film transistors (TFTs) and so on 

[1–10]. It is highly transparent for visible light and offers n-type conductivity which can be 

enhanced up to three to four orders of magnitude after doping with Al and Sn [11,12]. For 

instance, in case of Sn-doping in ZnO, the ionic radius of Sn4+ (0.069 nm) is smaller than Zn2+ 

(0.074 nm) and thus, Sn4+ substitutes Zn2+ site in the ZnO crystal structure, resulting in two 

more free electrons to contribute to the electric conduction [11]. Hence, zinc tin oxide has 

emerged with improved electron mobility and high transparency in the visible spectrum for 

applications based on transparent conductive oxides (TCOs). 

Recently, ZTO is being used as a window layer and top electrode for next-generation highly 

efficient Si-based heterojunction solar cells [13–15]. Reduced front surface reflection is an 

essential criterion to enhance the efficiency of silicon-based solar cells. As a matter of fact, 
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~35% of the incident light is lost through Fresnel reflection due to a large and abrupt change 

in the RI at the interface of Si (nSi~3.4) and air (nair=1). Therefore, AR plays an important role 

to enhance light absorption towards fabricating silicon-based heterojunction solar cells having 

higher efficiencies [16–18]. An efficient AR coating, preferably in the form of a TCO, is 

required to improve the performance of a silicon solar cell via an increased light coupling. In 

fact, these AR coatings reduce the intensity of reflected waves on the basis of thin film 

interference property. In particular, the growth of a single layer AR coating on micro/nano-

patterned surfaces is helpful in reducing the reflection losses over a broad spectral range [19–

22].  

In this study, we show the efficacy of ion-beam fabricated self-organised R-Si and F-Si in 

prompting light trapping through a significant reduction in reflection losses when ZTO thin 

films are grown on them. For instance, we demonstrate the broadband (in the wavelength range 

of 300-800 nm) AR property in conformally grown ZTO thin films on ion-beam patterned Si 

substrates and compare the same with the one grown simultaneously on a P-Si substrate. This 

study will be useful to explore the role of patterned surfaces for the growth of conformal TCO 

overlayers as single layer AR coatings for broadband light harvesting which is essential for 

fabrication of efficient photovoltaic devices. 

6.2 Experimental detail 

An ultrahigh vacuum (UHV)-compatible experimental chamber (Prevac, Poland) was used 

which is equipped with an electron cyclotron resonance (ECR)-based broad-beam ion-source 

(GEN-II, Tectra GmbH, Germany) and a five-axes sample manipulator. A sacrificial wafer of 

p-type Si (2×2 cm2) was used in between the sample (1×1 cm2) and the sample-holder to avoid 

the sputtering induced impurities on the sample [23]. The measured beam diameter and the 

fixed ion flux is 3 cm and 1.3×1014 ions cm-2 s-1, respectively. Ultrasonically cleaned p-type 

Si(100) substrates were exposed to 500 eV Ar+ ions at room temperature (RT) and two oblique 
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angles of incidence viz. 65º and 72.5º (with respect to the surface normal) for an ion fluence 

of 5×1017 ions cm-2 towards the fabrication of nanoscale ripples and facets, respectively on Si 

surfaces [23,24].  

Following this, an RF magnetron sputtering system (Advanced Energy, USA) was used with 

commercially available ZnO:SnO2 ( 1:1 molar ratio) target (MTI corporation, USA) for the 

deposition of ZTO films of different thickness values in the range of 15-120 nm at RT on P-, 

R-, and F-Si substrates at 30 sccm of Ar gas flow rate, resulting in an working pressure of 

5×10-3 mbar in the growth chamber. An RF (13.56 MHz) power of 100 W was used for the 

growth of ZTO thin films where the target-to-substrate distance was kept at 10 cm. The 

deposition was performed under normal incidence using a constant substrate rotation of 3 rpm. 

For the sake of comparison, ZTO thin films were simultaneously grown on a P-Si substrate 

along with R-Si and F-Si substrates.  Film thickness measurement on all ZTO films were 

carried out by a thickness profilometer (XP 200, Ambios, USA). Figure 6.1 shows the process 

flow for fabrication of ion-beam induced ripples and facets on Si-substrates at various angles 

of incidence and further deposition of ZTO overlayers on them.  

Surface morphology was studied using atomic force microscopy (AFM) (MFP3D, Asylum 

Research, USA). Several images were collected from various randomly chosen places to 

confirm the pattern and film uniformities. AFM images were analyzed by employing WSxM 

software [25]. X-ray diffraction (XRD) measurements were performed under the Bragg-

Brentano geometry using a Cu-Kα (λ=0.154 nm) radiation (Bruker D8 Discover, Germany). 

Compositional analyses on selective ZTO-coated samples were performed using x-ray 

photoelectron spectroscopy (XPS) system (PHI 5000 Versa Probe II, ULVAC–PHI, Japan) 

with a microfocused (100 µm, 25 W, 15 KV) monochromatic Al-Kα source (hν=1486.6 eV), 

a hemispherical analyzer, and a multichannel detector. Reflectance measurements were 
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performed using a UV-Vis spectrophotometer (3101PC, Shimadzu, Japan) in the wavelength 

range of 300 to 800 nm with the help of unpolarized light. 

Figure 6.1: Schematic diagram of the process flow for ion-beam fabrication of R- and F-Si 

substrates followed by conformal growth of ZTO films on them along with P-Si. 

6.3 Results and discussion 

Figures 6.2(a)-(o) show the AFM micrographs of P-, R-, and F-Si substrates before and after 

the growth of ZTO overlayers of different thicknesses. For instance, Fig. 6.2(a) shows the AFM 

image of a P-Si substrate having an rms roughness of 0.12 nm where the corresponding two-

dimensional (2D) fast Fourier transform (FFT), in the inset, shows an isotropic surface.  

However, Figs. 6.2(b) and (c) present the AFM topographic images of ion-beam fabricated 

nanostructures on silicon surfaces followed by their exposure to Ar-ions at an incidence angle 

of 65° and 72.5° (with respect to the surface normal), respectively. Here the former one 

manifests a ripple-patterned Si substrate [Fig. 6.2(b)] where the ripples are found to have an 

average wavelength of 30±1 nm with an amplitude of 3.2 nm (rms roughness is found to be 1.2 

nm). In addition, the corresponding 2D-FFT image, as is depicted in the inset of Fig. 6.2(b), 
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clearly illustrates the presence of anisotropy in the surface morphology across the ion-beam 

projection onto the surface. On the other hand, the AFM image shown in Fig. 6.2(c) depicts 

nanofacets which mostly point towards the direction of incident ion-beam. From the 

topographical analysis, it is observed that the rms roughness of this nanostructured surface is 

15.3 nm with an average facet height of 39.3 nm and average base-width of 200 nm. A 2D-

FFT image of the same is presented in the inset of Fig. 6.2(c), showing a clear signature of 

anisotropic surface morphology. It is well-known that self-organized periodic nanostructures 

originate due to a dynamic balance among various fundamental kinetic processes under ion 

bombardment [26]. According to the classical linear stability theory proposed by Bradley and 

Harper (B-H) [27], formation of ripples occurs at oblique angles by the dynamic balance of 

surface roughening via curvature-dependent sputtering (in which erosion rate is enhanced for 

concave surfaces rather than convex surfaces) and smoothing via surface diffusion. However, 

later on the role of atomic mass redistribution has also been shown to play an important role in 

pattern formation [28–30]. At certain higher oblique angles of incidence, the ratio of ripple 

height (ℎ0) to ripple wavelength (λ) increases with continuous ion bombardment and hence, 

the local angle of incidence along the ripple pattern eventually becomes so large that the 

upstream part of ripples gets shadowed from the ion-flux by the preceding peak. The limiting 

condition to avoid such shadowing of ion-beam is: tan(𝜋 2⁄ − 𝜃) ≥ 2𝜋(ℎ0 𝜆⁄ ), where θ is the 

angle of incidence. According to this condition, as the ratio (ℎ0 𝜆⁄ ) exceeds a threshold value, 

erosion takes place at the crests of a sinusoid instead of its troughs which in turn gives rise to 

nanofaceted structures [23,24,29–31].  

Let us now describe the evolution of surface morphology upon growing a 15 nm-thick ZTO 

overlayer on P-, R-, and F-Si substrates (images not shown to maintain the clarity) which 

exhibit conformal growth of ZTO film in all three cases followed by increase in the rms 

roughness values compared to the respective substrates. Figure 6.2(d) shows the AFM 
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topography of a 30 nm-thick ZTO-coated P-Si substrate (rms roughness of 0.2 nm) which 

reveals an isotropic surface (as is clear from the corresponding 2D-FFT image shown in the 

inset) and in turn its conformal nature. By comparing the AFM micrographs of P-Si substrates 

before and after the growth of ZTO overlayer, it is observed that rms roughness increases in 

the latter case.  

Figure 6.2: AFM topographic data: (a) P-Si, (b) R-Si, (c) F-Si, selective thicknesses of ZTO 

grown on P-, R-, and F-Si substrates namely 30 nm [(d)-(f)], 45 nm [(g)-(i)], 60 nm [(j)-(l)], 

and 120 nm [(m)-(o)], respectively, where the insets in (a)-(o) show the corresponding 2D FFT 

images. The black arrows indicate the direction of ion-beam bombardment. 

On the other hand, Fig. 6.2(e) presents the topography of a 30 nm-thick ZTO film grown on 

an R-Si substrate where the signature of ripple patterns is clearly visible, confirming the 

conformal growth of ZTO. The rms roughness of this film is found to be 1.42 nm, and the 

corresponding 2D-FFT image in the inset also shows an anisotropic nature of the film 

morphology [as is the case in Fig. 6.2(b)]. Figure 6.2(f) shows the AFM image of a 30 nm-

thick conformally grown ZTO film on an F-Si template where the rms roughness is 16.4 nm, 
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and the average facet height turns out to be 36 nm. The inset in Fig. 6.2(f) depicts a 2D-FFT 

image, showing an anisotropic nature of the ZTO film morphology [as is seen for an as-

prepared F-Si substrate, Fig. 6.2(c)]. Thus, it is observed that the sharpness of the nanofacets 

decreases, whereas the rms roughness increases after the growth of a 30 nm-thick ZTO 

overlayer on an F-Si substrate as well. Likewise, Figs. 6.2(g)-(o) depict the AFM micrographs 

of ZTO-coated (for thicknesses in the range of 45-120 nm) P-, R-, and F-Si substrates from 

where it becomes evident that ZTO films grow conformally up to a thickness of 60 nm on R-

Si substrates, whereas the signature of surface ripples become weaker with increasing film 

thickness (e.g. 120 nm). Thus, hereinafter we shall limit our discussion up to 60 nm-thick ZTO 

layers on P-, R-, and F-Si substrates due to the conformal nature of these films. It may be 

mentioned that in all these cases, rms roughness value increases with ZTO thickness for all 

types of substrates. 

 

 

 

 

 

 

 

 

 

Figure 6.3: XRD spectra of 30 nm-thick ZTO films grown on P-, R-, and F-Si substrates. For 

a better clarity, the XRD spectrum intensity is plotted in logarithmic scale. 

XRD measurements are carried out on all the samples (described above) to check the 

crystalline nature of deposited films and the absence of any peak in the representative XRD 
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spectra [Fig. 6.3], corresponding to 30 nm-thick ZTO films grown on P-, R-, and F-Si 

substrates, indicate the amorphous nature of all the ZTO films. Similar is the trend for all other 

ZTO film thicknesses grown on all three types of substrates (spectra not shown). This is well 

supported by literature where RF sputter-grown ZTO thin films (at RT) are found to be 

amorphous in nature [32–34].  

In order to perform a thorough compositional analysis, XPS measurements are carried out on 

selective samples. For instance, Figs. 6.4(a)-(c) depict XPS data for 30 nm-thick ZTO films 

grown on P-, R-, and F-Si substrates. XPS measurements are also carried out on all three 

substrates before the growth of ZTO films. Besides P-Si substrate, the XPS spectra of R-Si 

and F-Si substrates also do not reveal the presence of any impurity (spectra not shown) due to 

the chosen experimental geometry during ion-exposure where a sacrificial Si wafer is used to 

cover the entire sample platen to avoid impurity-induced pattern formation. Figures 6.4(a)-(c) 

show the Zn 2p, Sn 3d, and O 1s core level spectra, respectively for the ZTO overlayer grown 

on a P-Si substrate. Fitting of the XPS spectra presented in Fig. 6.4(a) reveals that Zn 2p3/2 and 

Zn 2p1/2 levels are centred around 1021.9 eV and 1044.98 eV, respectively. On the other hand, 

Sn 3d5/2 and Sn 3d3/2 energy levels are located [Fig. 6.4(b)] at 486.54 and 494.92 eV, 

respectively which correspond to the presence of SnO2 phase in the film [35–37]. Likewise, 

the O 1s spectrum presented in Fig. 6.4(c) is deconvoluted into three distinct peaks located at 

530.37, 531.65, and 532.51 eV which correspond to the presence of O atoms at regular lattice 

sites (OL) associated with Zn-O or Sn-O bonds, the deficiency of O atoms (OV) within the 

ZTO matrix, and the presence of loosely bound O atoms (OH) at the surface with absorbed H 

atom-based compounds, respectively [37,38]. By calculating the area under the curves for 

these three peaks, the percent concentration of OL, OV, and OH turns out to be 58.7%, 29.3%, 

and 12%, respectively, indicating an oxygen-deficient nature of the ZTO film grown on a P-

Si substrate. 



 

Broadband antireflection of ZTO thin films on patterned-Si substrates Page 193 
 

In case of the R-Si substrate [Fig. 6.4(d)], it is observed that the binding energy of Zn 2p3/2 and 

Zn 2p1/2 are centred at 1021.51 and 1044.63 eV, respectively. On the other hand, the binding 

energy corresponding to Sn 3d5/2 and Sn 3d3/2 energy levels [Fig. 6.4(e)] are located at 486.26 

and 494.65 eV, respectively where the binding energy corresponding to Sn 3d5/2 peak confirms 

the presence of SnO2 in the ZTO film on R-Si substrates.  

Figure 6.4: XPS spectra of Zn 2p, O 1s, and Sn 3d present in ZTO (30 nm)/P-Si (a)-(c), ZTO 

(30 nm)/R-Si (d)-(f), and ZTO (30 nm)/F-Si (g)-(i).   

Following this, the O 1s spectrum [Fig. 6.4(f)] is deconvoluted into three distinct peaks located 

at 530.06, 531.41, and 532.66 eV which correspond to OL, OV, and OH, respectively. It is 

observed that the relative percentage of OL, OV, and OH are found to be 59.4, 32.3, and 8.3%, 

respectively. Upon performing a Gaussian fitting of the XPS data shown in Fig. 6.4(g), it is 

observed that the binding energy corresponding to the Zn 2p3/2 and Zn 2p1/2 signals are centred 
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around 1021.48 and 1044.58 eV, respectively. Similarly, fitting of the data presented in Fig. 

6.4(h) reveals that Sn 3d5/2 and Sn 3d3/2 signals are centred around the binding energy values 

of 486.75 and 495.14 eV, respectively, where the binding energy corresponding to Sn 3d5/2 

confirms the presence of SnO2 in ZTO/F-Si, too. 

Table 6.1 Compositional analyses of 30 nm-thick ZTO films on P-Si, R-Si, and F-Si substrates. 

In a similar note, it is observed from Fig. 6.4(i) that the O 1s can be convoluted into three peaks 

namely OL, OV, and OH which are positioned at 530.44, 531.48, and 532.44 eV, respectively. 

The extracted relative percentage of OL, OV, and OH, in this case, turns out to be 50.1, 39.3, 

Sample 

description 

Composition Binding energy  

(eV) 

Relative percentage 

(%) 

 

 

 

 

 

ZTO/P-Si 

Sn 3d5/2 486.54 61.1 

Sn 3d3/2 494.92 38.9 

O 1s OL 530.37 58.7 

O 1s OV 531.65 29.3 

O 1s OH 532.51 12.0 

Zn 2p3/2 1021.9 68.0 

Zn 2p1/2 1044.98 32.0 

 

 

 

 

 

 

ZTO/R-Si 

Sn 3d5/2 486.26 59.1 

Sn 3d3/2 494.65 40.9 

O 1s OL 530.06 59.4 

O 1s OV 531.41 32.3 

O 1s OH 532.66 8.3 

Zn 2p3/2 1021.51 69.6 

Zn 2p1/2 1044.63 30.4 

 

 

 

 

 

 

ZTO/F-Si 

Sn 3d5/2 486.75 59.9 

Sn 3d3/2 495.14 40.1 

O 1s OL 530.44 50.1 

O 1s OV 531.48 39.3 

O 1s OH 532.44 10.6 

Zn 2p3/2 1021.48 68.0 

Zn 2p1/2 1044.58 32.0 
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and 10.6%, respectively. All the results obtained from the XPS analyses of 30 nm-thick ZTO 

films grown on P-, R-, and F-Si substrates are summarised in Table 6.1. 

From the above discussion, it is observed that there are nominal shifts in the binding energy 

values corresponding to Zn and Sn doublet peaks for 30 nm-thick ZTO films deposited on both 

R- and F-Si substrates with respect to the one deposited on a P-Si substrate which may originate 

due to differently patterned substrates. It is reported that the binding energy of Zn 2p3/2 peak 

from ZTO is located at a slightly higher binding energy compared to that obtained from a ZnO 

film (∼1021.1 eV) irrespective of the Sn content in a ZTO film [35] which matches well with 

our obtained results. A careful observation reveals that the oxygen-deficient nature 

progressively increases from ZTO/P-Si to ZTO/R-Si to ZTO/F-Si substrate. 

 

 

 

 

Table 6.2 Reflectance (at 550 nm) of P-Si, R-Si, and F-Si substrates. 

Figures 6.5 (a)-(c) show the optical reflectance spectra corresponding to different ZTO film 

thicknesses grown on P-, R-, and F-Si substrates, respectively. It is revealed from Fig. 6.5(a) 

that the surface reflectance reduces from ~43.9% (P-Si) to ~36% after deposition of a15 nm-

thick ZTO film. It is interesting to note that the reflectance reduces to ~20% for a 30 nm-thick 

ZTO film on P-Si which further reduces to ~11% and 0.5% for 45 and 60 nm-thick films on P-

Si substrate, respectively. Similarly for different thicknesses of ZTO films on R-Si, the surface 

reflectance reduces from 42% (R-Si)  ~35%  ~20%  9.6% for 15, 30, and 45 nm-thick 

ZTO film, respectively, whereas it further reduces to 0.5% for a 60 nm-thick film. Likewise, 

the reflectance reduces from 32% (F-Si) to ~29%, 14%, 6%, and 0.4% for 15, 30, 45, and 60 

Sample description Reflectance (%R) 

P-Si 43.9  

R-Si 42 

F-Si 32 
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nm-thick ZTO film, respectively grown on F-Si substrates. We have presented all the 

reflectance values in Table 6.2 and Table 6.3. 

Figure 6.5: Reflectance spectra: (a) P-Si and ZTO/P-Si, (b) zoomed data on P-Si and ZTO/P-

Si, (c) R-Si and ZTO/R-Si, (d) zoomed data on R-Si and ZTO/R-Si, (e) F-Si  ZTO/F-Si, and (f) 

zoomed data on F-Si and ZTO/F-Si with varying ZTO film thickness, namely 15, 30, 45, and 

60 nm. 

A careful observation of the zoomed reflectance spectra [Figs. 6.5(b), (d), and (f)] 

corresponding to all thicknesses (except the 15 nm ones due to the low coverage) show 
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reflectance minima which get red shifted with increasing thickness of ZTO film on P-, R-, and 

F-Si substrates. In fact, the reflection minima occurs upon satisfying the condition of 

destructive interference between light rays reflected from air/ZTO and ZTO/Si interfaces which 

is discussed later in detail. In view of the present reflectance data, one can infer that 60 nm-

thick sputter-grown ZTO films on all three types of substrates show optimum antireflection. 

Thus, here onwards we shall discuss the reflectance data limited to 60 nm-thick ZTO films 

only. 

Table 6.3 Reflectance (at 550 nm) of P-Si, R-Si, and F-Si samples after the growth of different 

ZTO film thicknesses. 

Let us now go on to explain the observed AR property of the ZTO films grown on P-, R-, and 

F-Si substrates. In doing so, it is important to note that the aspect ratio of the patterned 

nanostructures plays an important role to improve light trapping by maximizing absorption of 

photons via internal scattering [39,40]. In the present case, the aspect ratio of nanostructures 

for an R-Si substrate is defined as the ratio of ripple amplitude to its wavelength, while the 

aspect ratio of the facets on an F-Si substrate is defined as the ratio of facet height to its base-

width. Accordingly, the calculated aspect ratios of ripples and facets turn out to be 0.13 and 

0.25, respectively. Hence, the higher aspect ratio of facets leads to more internal scattering of 

light and in turn results in minimum surface reflectance for ZTO films grown on an F-Si 

template [16,41,42].  

ZTO film thickness  

(nm) 

Reflectance (%R) 

ZTO/P-Si ZTO/R-Si ZTO/F-Si 

15 35.9  35.1 29.2  

30 21.5 20.4 13.9 

45 10.9 9.6 6.2 

60 0.6 0.5 0.4 
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It may be mentioned that a 60 nm-thick ZTO film grown on a P-Si substrate shows reduced 

residual reflectance of 0.27% (at 568 nm), whereas the overall reflectance of the same is below 

10% in the range of 474 to 742 nm. On the other hand, the overall surface reflectance of a 60 

nm-thick ZTO film grown on an R-Si substrate reduces to less than 10% over a broad spectral 

range of 474-755 nm (with a residual reflectance of 0.1% at 574 nm), which amounts to a 

reduction in the same by ~37% and ~54% corresponding to R-Si and P-Si substrates, 

respectively.  

 

 

 

 

 

 

 

 

 

 

 

Figure 6.6: Optical ray diagrams for light propagation scheme in P-Si, R-Si, and F-Si substrates 

along with their equivalent effective RI representation where graded RI is represented by 

different colour contrasts. 

In contrast, for a 60 nm-thick ZTO film grown on an F-Si substrate, the overall surface 

reflectance reduces further to less than 10% (over a broad spectral range of 467-773 nm), 

whereas the residual reflectance goes down to 0.16% (at 576 nm). Such a large reduction in 

surface reflectance in the case of 60 nm-thick ZTO/F-Si sample can be attributed to multiple 
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light scattering events among the front and rear surfaces of neighbouring faceted structures 

[21]. All the results on reflectance measurements of P-, R-, and F-Si substrates and the 

conformally grown 60 nm-thick ZTO films on them are summarised in Table 6.2 and Table 

6.3.  

Basically, multiple scattering of light is the successive reflection events of light among front 

surfaces (exposed to the incident light) of nanofacets and rear surfaces (not exposed to incident 

light directly) of neighbouring facets. In this process, light is partially absorbed at the front 

(rear) surface and the remaining fraction of light intensity reflects towards the rear (front) 

surface of neighbouring nanofacets until light is either fully absorbed or some fraction is 

escaped from the nanofacets after a significant number of scattering events. 

In order to explain these results, it is important to understand the role of surface patterns, which 

can be considered as analogous to grating structures. It is well-known that a grating on any 

surface can be used to achieve an arbitrary refractive index (RI) by tuning its geometry [43]. 

For instance considering a binary grating, its effective RI can be expressed as: 𝑛𝑒𝑓𝑓 =

(𝑛𝑔 − 1)𝑑 + 1, where ng is the RI of the grating and the duty cycle (d) is defined as ratio of 

the grating line width to the grating period [44]. If the grating material is considered to be the 

same as substrate and the surrounding medium is taken as air then the optimized duty cycle can 

be expressed as: 𝑑 = (√𝑛2 − 1) (𝑛2 − 1)⁄ , where n2 is the RI of the substrate [45]. Such binary 

gratings are expected to show AR property over a narrow spectral range. However, this range 

can be broadened by continuous tuning of the RI from the surrounding media to the substrate. 

In other words, a continuous change in d along the depth of the grating lines can lead to AR 

property over a broad spectral range which is possible to be achieved by sinusoidal or 

tapered/conical type gratings. In addition, when the grating is same as the substrate material 

then RI is matched at the substrate interfaces, leading to very good improvement in AR property 
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[45]. Hence, the gradual variation in RI can effectively eliminate the reflected light across a 

wide spectrum. 

Zhu et al. have shown that sinusoidal gratings can also be used for enhancing AR for broadband 

spectrum by tuning their aspect ratio [46]. In this case of an R-Si substrate, which basically 

manifests surface modulation in a sinusoidal fashion, can be considered as a sinusoidal AR 

grating. On the other hand, an F-Si substrate can be realized as an ensemble of ion beam-

fabricated self-organized conical nanofacets on Si surface. Thus, both R- and F-Si surfaces 

have gradually varying Si-fraction from top (100% air, 0% Si) to bottom (0% air, 100% Si) 

and the effective medium theory can be invoked for such cases (where the feature size is smaller 

than that of the incident wavelength of 300-800 nm) [47].  

 

 

 

 

 

 

 

 

 

Figure 6.7: Graded RI profiles for R-Si and F-Si substrates from top (100% Air, 0% Si) to 

bottom (0% Air, 100% Si) of the nanostructures. In these figures distances shown are not to 

the scale. 

Figure 6.6 shows the optical ray diagrams, illustrating reflection and transmission schemes for 

P-Si, R-Si, and F-Si substrates where patterned substrates are collectively represented by 
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effective RIs which is basically proportional to the spatial distribution of the grating material. 

It may be mentioned that there is an abrupt change in the RI at the interface of air and P-Si 

which leads to Fresnel reflection losses. However, it reduces for R-Si and F-Si substrates due 

to gradually varying Si-fraction, which is manifested as graded RI between air and the 

substrate. 

In order to correlate the change in AR property with the surface morphology observed for R- 

and F-Si substrates, the graded RI profiles of R- and F-Si surfaces are calculated. In doing so, 

first the surface bearing area curves (not shown) are calculated from the AFM images of R- 

and F-Si [Figs. 6.2 (b) and (c)] substrates using SPIP software [48]. As a matter of fact, surface 

bearing area (Abbott) curve is basically the accumulation of height distribution histogram of 

surface nanostructures along with percentage of area covered by the same [49–51]. This curve 

can be obtained by collecting height and crossectional area of a nanostructure that lies within 

the plane drawn at successive heights. In addition, effective RI (neff) profiles for R- and F-Si 

surfaces are calculated using: 𝑛𝑒𝑓𝑓 = 𝑓⁡𝑛𝑆𝑖 + (1 − 𝑓)𝑛𝐴𝑖𝑟 [52], where f is the coverage area of 

nanostructures taken from the surface bearing area curve after normalization with the area of 

corresponding AFM image, nSi and nAir are RIs of Si and air, respectively. From Fig. 6.7, it is 

observed that R- and F-Si surfaces have gradually varying Si-fraction from the top of 

nanostructures (100% air, 0% Si) to their bottom (0% air, 100% Si). From Fig. 6.7, it is quite 

evident that the F-Si surface reveals more prominent graded RI compared to the R-Si surface 

due to much higher aspect ratios of the facets.  

To understand the role of ZTO thin films on patterned surfaces, first we start with a film grown 

on a P-Si surface. It is a well-known that when light passes from a low to a high RI medium it 

gets reflected with a 180° phase shift (with respect to the incident light) at the interface. Hence, 

to minimize the surface reflectance, reflected light from all the interfaces should have equal 

amplitude and 180º phase shift to vanish mutually, which is known as destructive interference. 
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For a thin film deposited on a substrate can be considered as an antireflective coating, if it 

satisfies 𝑛𝑐 = √𝑛𝑆 and 𝑡 = 𝜆 4𝑛𝑐⁄ , where 𝑛𝑠 is the RI of the substrate, λ is the incident 

wavelength of light,  𝑛𝑐 is the RI of the film, and t is the required film thickness for minimizing 

the surface reflectance. In case of a P-Si substrate, two interfaces are formed namely air/ZTO 

and ZTO/P-Si where RI is successively higher as the RI of ZTO and Si are reported in 

literatures as 1.9-2.2 and ~3.5, respectively [32,53]. Hence, at air/ZTO and ZTO/Si interfaces, 

light is due to get reflected with a 180º phase shift, however the reflecting light from ZTO/Si 

interface retains it phase when incident on the ZTO/air interface. This way destructive 

interference takes place, leading to a reduction in the reflectance value. In addition, the angle 

at which light is incident, also gets affected due to variation in the local surface curvatures for 

ZTO-coated R- and F-Si surfaces, which help in AR by enhancing forward scattering of light 

significantly [55]. Hence, broadband antireflection property can be achieved depending on the 

deposited suitable thicknesses of ZTO overlayers on patterned surfaces [21]. It is interesting to 

note that light absorption is boosted by increasing the aspect ratio and in turn increasing the 

area of surface nanostructures. Thus, it can be inferred that tunable AR property can be 

achieved from ZTO-coated Si surfaces, although a 60 nm-thick ZTO film offers the most 

efficient AR property when it is deposited on an F-Si substrate. 

6.4 Conclusions 

In conclusion, we have fabricated ion-beam induced self-organized patterned silicon substrates 

and shown their efficacy to give rise to a significant reduction in the reflectance. Subsequently, 

15, 30, 45, 60, and 120 nm-thick amorphous ZTO films are grown on these patterned substrates 

as well as on pristine-Si substrate. Atomic force microscopy reveals that films grow 

conformally up to a thickness of 60 nm on R-Si substrate. X-ray photoelectron spectroscopic 

data recorded from selective samples reveal the presence of zinc and tin atoms along with 

oxygen vacancies where the latter varies with the substrate morphology. In conjunction with 
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the oxygen vacancy concentration, the anisotropic morphology of differently patterned 

substrates gives rise to different refractive indices and in turn different optical properties. We 

show that sputter deposited conformally grown ZTO overlayers exhibit AR property, although 

upon growing them on patterned surfaces (in particular the ones grown on F-Si substrates) can 

work as an tunable single layer AR coating over a broad range of the optical spectrum. Out of 

all the films studied here, 60 nm-thick ZTO-coated F-Si substrate offers the best AR property. 

Thus, it may be concluded that these self-organized light trapping nanoscale patterned Si 

substrates together with the overlayer of suitable materials, having lower refractive indices than 

Si, can work as broadband AR materials for next-generation highly efficient silicon-based 

heterojunction solar cells. 
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CHAPTER 7 

 

Summary and future scope 

In summary, we have fabricated self-organized nanoscale ripples and facets on Si surfaces by 

Ar-ion bombardment (energy: 500 eV) at different oblique incidences. Further, we make use 

of these nanoscale patterns as templates for different potential applications including field 

emitters, plasmonic anisotropy, surface-enhanced Raman spectroscopy (SERS) based detection 

of crystal violet dye, and antireflection coatings. Nanoscale ripple patterns were functionalized 

by oblique angle (65º˗80º) growth of gold on them and observed the alignment of Au-NPs 

along the ripples. These one-dimensional arrays of Au-NPs aligned on Si nanoripples exhibit 

in-plane plasmonic anisotropy due to hotspot formation (enhancement of the electromagnetic 

field) in the gap between two adjacent Au-NPs in the array. The observed plasmonic anisotropy 

of Au-NPs aligned on silicon nanoripples is utilized for SERS-based detection of crystal violet 

dye. On the other hand, silicon nanofacets are employed as templates for the oblique angle 

(65º˗85º) growth of Au-NPs which demonstrate fascinating ultralow threshold fields for cold 

cathode electron emission. Further, film thickness-dependent antireflection efficacy of sputter-

grown ZTO films on nanorippled- and nanofaceted-Si substrates is investigated and results are 

compared with the ones obtained from ZTO films grown on pristine-Si. 

In this thesis, the introduction part includes low energy (500 eV) ion-beam induced self-

organized pattern formation, basics on the growth of thin films and nanoparticles, introduction 

to cold cathode electron emission process, and brief discussion on SERS detection of molecules 

followed by the motivation behind the organization of this thesis. The next chapter describes 

the experimental techniques and characterization tools used for the self-organized pattern 

formation on Si surfaces followed by their nanoscale functionalization and further 
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characterizations on the same. In the third chapter, the ion-solid interaction is briefly introduced 

and the existing continuum theory-based models for ion-beam induced surface evolution are 

outlined. In addition to this, Monte Carlo based dynamic simulations are briefly introduced to 

understand the pattern formation under experimental conditions presented in the thesis work. 

Our in-depth study reveals that oblique angle (65º-80º) deposition of Au-NPs on rippled-Si (R-

Si) substrates leads to the growth of Au-NPs along the ripples, resulting in the fabrication of 

two dimensional arrays of Au-NPs which is confirmed by the morphological studies. In the 

present scenario, growth angle is found to be a key parameter for self-organization and 

tunability in the sizes of Au-NPs besides their growth time. These 1D arrays of Au-NPs on R-

Si substrates exhibit substrate morphology-driven in-plane anisotropy in the optical response 

due to their stronger local surface plasmon resonance (LSPR) coupling along the Au-NP arrays 

compared to the one across the ripples. The observed optical anisotropy enhances after 

annealing of the samples due to the merging of small Au-NPs. As an application of 2D Au-NP 

arrays, surface-enhanced Raman scattering (SERS)-based detection of crystal violet dye with 

its low concentration of 10 µM is demonstrated and it is observed that the detection efficiency 

decreases with the growth angle of Au-NPs due to their decreasing density and size. Moreover, 

the SERS peak intensity is maximum for 65º growth angle and it further improves upon 

annealing. 

As an application of as-prepared and Au-NPs deposited Si-NFs, their cold cathode electron 

emission is systematically investigated. In this quest, we have fabricated small Si-NFs at ion-

incidence angle of 71º (with respect to the surface normal) for an ion-fluence of 5×1017 ions 

cm-2. The reason behind choosing the smaller Si-NFs is the lesser degree of native oxide 

formation at their apexes compared to the bigger ones, which imposes an additional barrier for 

electrons to tunnel from the surface.   
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Further, oblique angle (65º-80º) deposition of e-beam evaporated Au-NPs on nanofaceted-Si 

(NF-Si) substrate leads to the self-organization of Au-NPs predominantly at their apexes and 

sidewalls. However, it is noteworthy that for the growth angle of 85º, Au-NPs are selectively 

decorated at the apexes and near apex regions of Si-NFs due to shadowing of gold flux by 

neighbouring Si-NFs. As a matter of fact, Au-NPs at the apexes of Si-NFs are bigger in size 

corresponding to the growth angle of 70º compared to the ones formed at other growth angles. 

Subsequently, cold cathode electron emission from Au-NPs decorated Si-NFs is demonstrated. 

The turn-on field is measured to be 0.6 V µm-1 with β-value of 8104 for the as-prepared Si-NF 

sample which marginally reduces to 0.58 V µm-1 after their annealing at 573 K for 1 h. It is 

interesting to note that the turn-on field drastically reduces to 0.39 V µm-1 with an enhanced β-

value of 18152 for a Si-NF substrate decorated with Au-NPs deposited at a growth angle of 

70º. This further reduces to a fascinating low threshold field of 0.27 V µm-1 with improved β-

value of 24157 after/upon post-growth annealing at 573 K for 1 h. It can be attributed to 

increased density and curvature of effective field-emitters. Hence, tunability in the turn-on 

fields from 0.6 V µm-1 to 0.27 V µm-1 is achieved by varying the growth angle of Au-NPs and 

the post-growth annealing. We have also surfed Au-NP decorated Si-NFs samples to identify 

the field emitting sites using AFM local probe based dual pass tunneling current microscopy 

(DPTCM) which suggests that tunneling current emerges predominately from the Au-NP 

decorated apexes and sidewalls of Si-NFs in contrast to emission of tunneling current mostly 

from the sidewalls and valleys (negligible contribution from apexes) of the as-prepared and 

annealed Si-NFs due to the curvature-dependent formation of native oxide mostly at their 

apexes. Moreover, finite element method (FEM)-based electrostatic field simulations are 

performed to address the underlying mechanism of field emission from Au-NPs decorated Si-

NFs and it is observed from the electric field maps that the electric field is mostly enhanced at 

the apex of Si-NFs which improves manifold after their decoration with Au-NPs. Therefore, 
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Au-NPs at the apexes of Si-NFs lead to electric field enhancement (improved β-values) and in 

turn lower down the turn-on field for cold cathode electron emission. The lowest observed turn-

on field for 70º growth angle is governed by the electric field enhancement due to the presence 

of bigger Au-NPs at the apexes of Si-NFs. 

In another study, ion-beam patterned-Si (NR- and NF-Si) substrates were used as templates for 

exploring film thickness-dependent antireflection of sputter-grown ZnO:SnO2 (ZTO) 

overlayers at RT. It is observed that ZTO thin films grow conformally on NR-Si substrates up 

to a thickness of 60 nm and found to be amorphous in nature. A large reduction in the average 

surface reflectance is observed from 43.9% (for pristine-Si) to 42% and 32% for as-prepared 

R- and F-Si substrate, respectively. The observed reduction in the surface reflectance of 

patterned-Si substrates can be attributed to the multiple reflection of light and their graded 

refractive index. After depositing conformal ZTO overlayers (up to a film thickness of 60 nm) 

on patterned-Si substrates, a continuous reduction in the surface reflectance is observed over a 

broad spectral range of 300˗800 nm. In this quest, 60-nm thick ZTO overlayers grown on 

pristine-, R-, and F-Si substrates exhibit the minimal surface reflectance of 0.6%, 0.5%, and 

0.4% (at 550 nm), respectively. The reduced reflectance after depositing ZTO overlayers is 

governed by the destructive interference of reflected light from the air/ZTO and ZTO/Si 

interfaces. Hence, sputter deposited conformally grown ZTO films on patterned-Si substrates 

manifest a tunable single layer antireflecting coating over a broad spectral range in contrast to 

the elimination of surface reflectance only over a narrow wavelength range by single layer AR 

coating on flat surfaces. 

Thus, a comprehensive study on nanoscale functionalization of low energy ion-beam fabricated 

self-organized patterns on silicon surfaces is carried out in this thesis by growing Au-NPs at 

oblique angles of incidence using both electron beam evaporation technique and sputter-grown 

ZTO films. Ion-beam patterned substrates can be used either in as-prepared condition or as 
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templates where patterned surfaces can be functionalized at nanoscale through the growth of 

thin films or nanoparticles for studying morphology-driven anisotropic physical properties and 

their viable applications. Therefore, fabrication of highly ordered patterns with minimal defects 

is necessary. In this quest, bombardment of Kr- and Xe-ions at elevated substrate temperature 

can be helpful in improving the quality of patterns. Generally, the tunable size of Au-NPs on 

NR-Si substrates can be achieved by varying the growth angle (presented in this thesis) and the 

growth time. Therefore, there is a room for further studies on the growth time-dependent optical 

response of 2D Au-NP arrays on NR-Si substrates and their SERS-based detection efficacy of 

complex molecules. Since, the wavelength and amplitude of ripples increases with increasing 

ion-energy, therefore, ion-energy can be varied from 250 to 1000 eV for tunable size (by 

accumulating more gold-flux) and interparticle-gap of nanoparticles across the ripples and in 

turn, plasmonic coupling strength can be altered for efficient SERS. Moreover, during the 

SERS measurements, the optimization of the incidence angle of the laser beam (with respect 

to the sample normal) is also important for improved plasmonic coupling between Au-NPs 

during the same. Further, it is also interesting to note that SERS-based detection of complex 

molecules can be improved by choosing the wavelength of incident laser light equal to (or close 

enough) the wavelength of the plasmonic peak for any SERS substrate. Therefore, tunable 

wavelength of plasmonic peak for any SERS substrate can be achieved by alloying or making 

core-shell structures of noble metals and in turn enhanced SERS-based detection can be 

achieved. 

Similarly, there is a room to study the growth time-dependent tunability in the turn-on fields 

for improving the cold cathode electron emission from any nanofaceted semiconducting 

substrates. In addition, self-organization of Au-NPs at 87º growth angle on nanofaceted 

semiconductors can be interesting for cold cathode electron emission as it is expected that Au-

NPs may grow only at the apexes of Si-NFs for gold flux incident at grazing angles. Finally, it 
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would also be interesting to study the role of native oxide on Si-NFs by in-situ Au deposition 

on as-prepared Si-NFs without exposing them to air. 


