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Synopsis

Strong correlations among active degrees of freedom, for example, electron-electron inter-

action and/or electron-phonon coupling, are characteristic features of many materials that have

been explored in the last couple of decades. They often lead to new ground states and affect the

response of the system at nonzero temperatures. Theoretical study of such systems is a difficult

task since competing interactions and ordering tendencies are present and conventional pertur-

bative approaches cannot be relied upon. Geometric frustration inherent in certain lattices and

disorder that may be present bring in additional complexity. In this thesis we investigate two

class of problems that involve correlation effects. The first one explores the competition be-

tween repulsive interaction among electrons and their coupling to the underlying lattice degrees

of freedom. The second study dwells on the effect of randomly placed attractive centers that

promote pairing and hence, superconductivity in an electronic system. After presenting a brief

review of the physics of electron correlations, we introduce the models that have been explored

and the methodology used in the second chapter. The next four chapters contain the original

study carried out in this thesis. The concluding chapter has a critique on the limitations of the

method used, suggestions for improvements, and discusses possible extensions of the present

study.

Chapter I gives an overview of the physics of correlations and how they alter the physical

properties of materials away from the behavior expected within ”the non-interacting picture”.

The conventional framework of understanding electrons in solids relies on the appearance of

energy bands and the notion of ”renormalized quasiparticles” as described by the Fermi liquid

theory. However, strong local Coulomb interactions present in narrow band metals can make

the system insulating, for example, in a single-band model at half filling, freezing out the charge

fluctuations. The resulting local moments develop effective interactions that can promote long-

ranged magnetic order at low temperatures in most cases. On the contrary, an electron deforms

the lattice it resides in and gets self-trapped in the resulting potential, thus forming a polaron.

The electron-phonon coupling can also lead to insulating phases by promoting charge density

modulations at certain commensurate fillings. An obvious question of interest is the compe-
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tition between these two and how it affects the ground state and finite-temperature properties

of the system. Certain lattices are geometrically frustrated, which affect the charge or spin

order at low temperatures. Attractive interaction arising from electron-lattice coupling leads

to a superconducting ground state that is well described, in the weak coupling regime, by the

Bardeen-Cooper-Schrieffer (BCS) theory. However, as the strength of interaction increases,

there is a striking separation between the pairing and superconducting energy scales resulting

in a BCS-BEC crossover. The latter is a Bose-Einstein Condensate (BEC) of local fermion

pairs. The Zeeman coupling of a magnetic field to spins promotes a modulated superconduct-

ing state, known in the literature as Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) state. Further,

the impurities present in materials alter the property of the superconducting state. The mean

field BCS state survives at weak disorder. However, as disorder increases, the system becomes

highly inhomogeneous and phase fluctuations play a dominant role. Often, a superconductor-

insulator transition occurs especially in low dimensions. We discuss these broad notions and

briefly review the existing theoretical work in these areas.
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Chapter II introduces the models used in the present work to study two class of problems

mentioned above. The repulsive Hubbard model captures the essential physics of strong local

Coulomb interaction among electrons. The Holstein model describes the interaction of a single-

band electron coupled to a single-mode Einstein phonon. The attractive Hubbard Hamiltonian

is an effective model to understand the pairing of electrons, after the phonon degrees of freedom

have been ”integrated out”. All these are many-body problems and understanding the resulting

physics requires well-controlled methods that often have limitations. We introduce an approach

in which electronic interaction is rewritten in terms of auxiliary fields coupled to electrons us-

ing the Hubbard-Stratanovich (HS) transformation and treat all auxiliary fields, as well as lattice

degrees, as static. This results in a problem of investigating the quantum-mechanical dynam-

ics of electrons coupled to classical auxiliary fields that are thermally fluctuating. The former

can be explored by exactly diagonalizing the electron problem in a given classical background

and classical configurations can be statistically sampled using the Monte Carlo estimation of

their relative weights. A traveling cluster algorithm is used for computational efficiency and to

extend the study to larger system sizes. The results obtained for these three models on a two-

dimensional square lattice are used as benchmarks. They capture the weak-to-strong-coupling

regimes of these models and incorporate thermal fluctuations which significantly modify the

finite-temperature responses, both in spectral and transport properties. The method is intrinsi-

cally real-space based, which helps us visualize the nature of the phases and transitions among

them.

In Chapter III, we study the Holstein-Hubbard model at half filling on a two-dimensional

square lattice using the method mentioned in the previous chapter. This model captures the

essential physics of strong local Coulomb interactions among electrons in a single-band system

that are also coupled to a single-mode Einstein phonon. When the former interaction dom-
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inates, the ground state transforms from a spin density wave arising due to Slater instability

to a Mott insulating Néel state, while at higher temperatures above the magnetic transition,

from a paramagnetic metal to a paramagnetic Mott insulator. When the latter dominates, the

ground state crosses over from a charge density wave resulting from Peierls instability to a

charge-ordered state that evolves to a bipolaron-ordered insulator at strong couplings. Above

the ordering temperature, there is a metal-to-insulator transformation with an intervening ”pseu-

dogap phase” that originates from short-ranged fluctuations of the relevant degrees of freedom,

magnetic moments in the former and charges in the latter. When both interactions are present, a

nonmagnetic metallic ground state appears at weak couplings since these interactions frustrate

different degrees of freedom, namely, the charge and spin channels, and prohibit exclusive or-

dering of either of them. Thermodynamics of these phase transformations is presented along

with real-space features. Spectral and transport properties are studied in detail; signatures of the

pseudogap phase appear as non-Drude response in optical conductivity. Chapter IV explores

the influence of lattice geometry on the ordered phases in the Holstein-Hubbard model. In par-

ticular, as an example of a geometrically frustrated lattice, we consider the two-dimensional

triangular lattice. Absence of nesting at half filling gives rise to a metallic ground state at weak

couplings, unlike in a square lattice. In the insulating phases, both charge and spin degrees order

at a wave vector different from that is observed in the square lattice. We explore the change in

ordering wave vector as the square lattice is smoothly transformed to a triangular one. Pseudo-

gap features dominate the finite-temperature phase diagram near the metal-insulator transition.

These are also reflected in the momentum dependence of the electronic spectral functions.

.
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The next two chapters investigate two-dimensional lattice electron systems that have ran-

domly placed attractive centers, whose density can be tuned to obtain a putative percolation

transition to a superconducting ground state. An interplay of interaction, disorder, and phase

fluctuations of the superconducting (SC) order parameter is expected to give rise to rich physics.

We decompose the attractive interaction into charge and pairing fields coupled to electrons

using the HS transformation. At the saddle-point level, this reproduces the Bogoliubov-de

Gennes phenomenology. In Chapter V, we study the site-diluted attractive Hubbard model

with a metallic host. We find that there is a critical density of attractive centers needed to

establish globally phase-coherent superconductivity. The critical density appears to saturate

as interaction increases. At larger densities that support SC ground state, the system under-

goes a BCS-BEC crossover as interaction strength increases. Thermal phase fluctuations play

a dominant role in driving the transition at moderate dilution and in the BCS-BEC crossover at

low dilution. The finite temperature phase has pseudogap features originating from amplitude

inhomogeneities of the SC order parameter and characteristic non-Drude response in optical

conductivity. Chapter VI presents some preliminary studies on the nature of this percolative

transition in an insulating host and a metallic host with imbalanced electron spins. In the former

case, there is a charge density wave (CDW) instability both in the limit of perfect dilution and

attractive centers present at all sites. Thus, the SC state competes with CDW when all sites have

attractive centers, resulting in a charge-modulated insulator, and signaling a BCS-BEC-CDW

crossover as dilution reduces.

In the concluding Chapter VII, we first discuss the approximations used in the methodology

adopted to investigate the problems. While the method takes into account thermal fluctuations

of auxiliary fields in both the problems and phonons in the first one, quantum fluctuations are

neglected. Thus, the present approach should be considered in the spirit of spin wave theory

as applied to magnetic systems. An obvious way of including corrections is to retain fluctua-
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tions at the Gaussian level and study the stability of the phases and how these fluctuations affect

the low-temperature thermal, spectral, and transport properties. Such a procedure is yet to be

explored and we leave it for future work. Possible applications and/or extensions of the study

include keeping multiorbital nature of the underlying electron system that, in principle, may be

coupled to multiphonon modes, investigating frustrated, three-dimensional systems, and explor-

ing heterostructures or interfaces of correlated systems and correlated phenomena in topological

systems.
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Chapter 1
Introduction

1.1 Band Theory of Solids

The application quantum mechanics to electrons in solids was first introduced by Sommerfeld[1].

It was assumed that all the valence electrons are free, thereby neglecting both electron-electron

and electron lattice interaction in the model. These two interactions are the main subject of this

thesis. Free-electron theory successfully explained the small heat capacity and magnetic sus-

ceptibility of metals. At finite temperature the number of electrons contributing to thermal or

transport properties proportional to kBT{EF where EF is the Fermi energy. Thus, for example,

the specific heat is order of kBT{EF .

There are many atomic orbitals within a solid and they will overlap with each other. If

we start with N number of atomic levels then there will N{2 molecular orbitals, half of them

having lower energy and the other half a higher energy, compared to the atomic energies. The

energy separation between ”molecular levels” decrease as atoms come closer and in a solid,

these energy levels for a quasi-continuous spectrum. This is called an energy band. Though this

is a reasonable assumption, we should keep in mind that there are very narrowly spaced energy
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Figure 1.1: (a) Schematic representation of nondegenerate (neglecting spin) electronic levels
in an atomic potential. (b) The energy levels of N such atoms in a periodic array, plotted as a
function of mean inverse interatomic spacing. Then the atoms are far apart the energy levels are
nearly degenerate but when the atoms are closer together, the levels broaden into bands.

levels. The spread between the maximum and minimum energies within a band is called the

bandwidth W .

The formation of energy bands is illustrated schematically in Fig[1.1]. There exists a sharp

distinction between a metal and an insulator in band theory. A material with one or more

partially filled bands becomes metal. At zero temperature electrons are filled up to a maxi-

mum energy known as the Fermi energy EF and the higher energy states are completely empty.

Electrons are free to move to the empty higher energy states and conduct across the sample

when an electric field is applied. Standard examples are Alkali metals in the periodic table

pLi,Na,K,Rb,Csq. However, on the other hand in an insulator (or semiconductor), lower en-

ergy bands are completely occupied and other higher energy bands are unoccupied. There is

also an energy gap pEgq between the occupied and unoccupied bands. Hence the density of

states NpEq at the Fermi energy is zero. Fig[1.2] shows density of states of a typical metal and
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Figure 1.2: The electronic density of states NpEq in a cubic crystalline material where EF
denotes the Fermi energy for (a) a normal metal and (b) an insulator.

an insulator. The highest occupied band is called the valence band and lowest empty band is

named the conduction band. If the band gap pEgq is much smaller than the bandwidth, conven-

tionally the material is called a semiconductor and when Eg is of the order of W , it is named a

band insulator. In both cases, electrical transport is exponentially suppressed for small applied

voltage when temperature T ! Eg{kB. Examples include carbon (in the diamond allotropic

form) and Si and Ge (conventionally called semiconductors). One should keep in mind that the

above picture assumes that the lattice is static and provides only a background periodic potential

to the electrons. It also assumes that is no interaction among electrons, or at best, is treated in an

average way . Band theory of independent electrons fails when there is considerable interaction

amongst the electrons.

One of the earliest theory of transport of metal was give by Drude- Sommerfeld model[2],

where electrons are assumed to be objects moving, mostly freely, through the lattice of static

ionic charges. Conductivity of these system is limited by the scattering of the electrons with

imperfections. In a clean system inelastic scattering happens due to the thermal fluctuation of
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the lattice vibration. Lattice defects, vacancies, grain boundaries will contribute to the elastic

scattering processes. Conductivity within Drude Model is given by

σ “
ne2τ

m
(1.1)

where n m, τ are the carrier density, mass of electrons and the scattering rate. This model

applies to many materials even though it assumes that the electron follow classical trajectory and

electron-electron interaction is neglected. A rationalisation of this observed behavior underpins

in the Landau Fermi liquid theory which proposes that weakly interacting particle states can be

mapped on to a system of non-interacting quasiparticles. These quasiparticle have same charge

as electron but have a effective mass different from the bare mass of the electron. It is also

evident from the above equation that with increasing disorder resistivity increases.

The mean free path of electron is l “ vFτ where vF is the Fermi velocity. Carrier density (n)

is related to the Fermi velocity and for a three dimensional free electron system it is given by

n“ k3
F{3π2. We can rewrite the conductivity equation as

σ3D “
e2

3π2h̄
k2

F l (1.2)

In the large disorder limit where mean free path approaches lattice spacing, i. e., kF l „ 1. Due

to strong scattering, electrons are not able to travel a full wavelength before they get scattered

off. This sets the condition for the applicability of the Drude formula, i.e., kF l " 1.

The absence of metallic state in a strongly disordered medium was first proposed by Anderson[3].

The scaling theory of localization [4] successfully gave the theory of disorder induced metal to

insulator transition (MIT). This was based on an earlier theoretical advances by Thouless[5].

Let us consider a system composed of hypercubes of size L and dimension D. The mean energy
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level spacing (δL) of this block is inversely proportional to the density of state NLpEq. The en-

ergy scale associated with the lifetime of an electron to stay within a particular block of length

L is EL “ h̄{τL . Thouless suggested that electrical conductance can be written as

g“
EL

δL
(1.3)

In a metallic system blocks are well coupled and g " 1. On the other hand in a insulator states

are localized and τL become very large so g ! 1. Thouless argued that in infinite 1D systems

and in infinite wires with finite thickness electronic states always localise. Abrahams et al.[4]

studied how g scales with L in the metallic and insulating region. Weakly disordered system is

expected to obey the Ohm’s law with pgq9LD´2. Electronic states in a disordered insulator are

exponentially localized with g9expp´L{ζ q where ζ is the localization length. The universal β

function can be defined as

β “
d lng
d lnL

“

$

’

&

’

%

D´2 for g" 1

const.` lng for g! 1
(1.4)

For large systems, there are two different regimes, namely, β ą 0(metallic) and β ă 0 (in-

sulator). It is evident from the above equation that a metallic state does not exist for 1D and 2D

system. However, in 3D, the system undergoes a metal-insulator transition at critical value of

g“ gc as g increases. This is an example of a quantum critical point.

1.1.1 Landau’s Theory of Fermi Liquids

Landau Fermi liquid theory is based on the idea of quasiparticles. As the interaction is turned

on, single particle free electron states evolve into fully interacting state. Landau assumed that

interacting states are adiabatically connected to free electron states, i.e., there is a one-to-one

mapping between these states. This implies that each interacting state can be characterized by
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momentum k and spin σ as it was done for the free electrons.

The momentum distribution of the quasiparticles is given by nσ pkq. In the absence of inter-

actions, this momentum distribution is reduced to the Fermi-Dirac distribution. At zero temper-

ature, the Fermi-Dirac distribution is a step-function :

n0
σ pkq “ ΘpkF ´ kq (1.5)

The quasiparticle distribution can be thought of as a small deviation from the noninteracting

distribution.

nσ pkq “ n0
σ pkq`δnσ pkq (1.6)

In terms of this distribution function we can write energy functional as

E “ E0`
ÿ

k,σ

εσ pkqδnσ pkq`
1

2Ω

ÿ

k,k1,σ ,σ 1

fσσ 1pk,k1qδnσ pkqδnσ 1pk1q (1.7)

E0 is the ground state energy in the absence of interaction. εσ pkq and fσσ 1pk,k1q are variational

parameters which have to be determined experimentally. The effective energy momentum rela-

tion is obtained by taking the variational derivative.

ε̃σ pkq “
δE

δnσ pkq
“ εσ pkq`

1
Ω

ÿ

k1,σ 1

fσσ 1pk,k1qδnσ 1pk1q (1.8)

The second derivative defines the coupling amongst the quasiparticles ,

δ 2E
δnσ pkqδnσ 1pk1q

“
1
Ω

ÿ

k1,σ 1

fσσ 1pk,k1q (1.9)
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Further we will assume a spherical symmetry of the Fermi surface and consider quasiparticles

very near to the Fermi surface. We can decompose the fσσ 1pk,k1q into a symmetric and an

anti-symmetric part and then these can be further expanded using Legendre-polynomials .

fσσ 1pk,k1q “ f s
pk,k1q`σσ

1 f a
pk,k1q (1.10)

f s,a
pk,k1q “

8
ÿ

l“0

f s,a
l Plpcosθk,k1q (1.11)

θk,k1 is the angle between momenta k and k1. The density of states at the Fermi surface is

defined as

NpεFq “
2
Ω

ÿ

k

δ pεpkq´ εFq “
k2

F
π2h̄vF

“
m˚kF

π2h̄2 (1.12)

Near the Fermi surface, variation of εpkq can be described by an effective mass (m˚).

∇kεpkq|kF
“ vF “

h̄kF

m˚
(1.13)

We can redefine the Landau parameters as

Fs
l “ NpεFq f s

l , (1.14)

Fa
l “ NpεFq f a

l , (1.15)

Now we will relate these Landau parameters to experimentally measurable quantities such as
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specific heat. The finite temperature Fermi distribution function is

nσ pkq “
1

erεpkq´εF s{kBT `1
(1.16)

The entropy of Fermi gas can be calculated from the distribution function

S “´
kB

Ω

ÿ

k,σ

”

nσ pkq lnpnσ pkqq`p1´nσ pkqq lnp1´nσ pkqq
ı

(1.17)

The specific heat is obtained by

CpT q “ T
BS
BT
»

π2k2
BNpεFq

3
T (1.18)

This is the well known linear behavior of specific heat CpT q “ γT with γ “ π2k2
BNpεFq{3.

Measuring specific heat would directly give effective mass pm˚q as NF “ m˚kF{π
2h̄2. Using

Galilean invariance we can find

m˚

m
“ 1`

1
3

Fs
1 (1.19)

Similarly we can calculate the compressibility (κ) and spin susceptibility (χ) as

κ

κ0
“

m˚

m
1

1`Fs
0

(1.20)

χ

χ0
“

m˚

m
1

1`Fa
0

(1.21)

1.1.2 Failures of the non-interacting theory

Fermi liquid theory gives a quasiparticle theory of interacting electron system. These are weakly

interacting quasiparticles characterized by several Landau parameters, as we have described in
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the previous section. However, the validity of this theory is not limited to the weak interaction,

per se. Heavy fermion systems such as CeAl3, UBe13 have effective masses of the order of 100

to 1000 times the bare electron mass and the Fermi liquid theory is still found to be valid in the

low temperature regime.

Landau theory of Fermi liquid breaks down when physical properties such as specific heat,

compressibility and spin susceptibility diverge. In most of the cases degeneracy leads to large

low energy fluctuations. These collective modes are characterized by angular momentum l and

the condition for the instability is Fs,a
l ď ´p2l` 1q . Fermi liquid theory also fails to describe

system which have instability at some characteristic wave-vector. Examples of such instability,

especially in low dimensions, are charge-density wave (CDW) and spin density wave (SDW).

Usually such instabilities are easily captured within RPA and/or t´matrix calculation.

There is a temperature scale below which the Fermi liquid theory is valid in strongly cor-

related metals. The “coherence temperature” T ˚ below which the theory applies is inversely

proportional to the effective mass enhancement (m˚{m). This temperature scale is much smaller

than the Fermi energies in a strongly interacting system. A classic example is the Kondo sys-

tems having diluted magnetic impurities in a metal, where the coherence temperature is called

the Kondo temperature. Above this temperature (T ˚) all the physical quantities are dominated

by incoherent electron-electron scattering and the quasiparticle description of Fermi liquid the-

ory becomes invalid. In many heavy fermion systems, T ˚ is of the order of 10´100K.

Another class of materials where a clear departure from the Fermi liquid theory is seen, are
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materials close to Mott transition. These include transition metal oxides pV1´xCrxq2O3, chalco-

genides NiS2´xSex[6], and two dimensional organic materials κ´pBEDT´T T Fq2CurNpCNq2sCl[7].

These materials can be driven across the Mott transition by applying pressure. On the metallic

side, resistivity shows a T 2 behaviour below a crossover temperature T ˚ « 50K. Above this

temperature, the system shows an insulating behaviour. This clearly indicates the destruction of

quasiparticles by inelastic scattering.

In doped semiconductors, we see a temperature dependence of the form [8, 9]

σpT q “ σ0`m
?

T (1.22)

where m and σ0 depend on the carrier concentration n. As the carrier concentration varies,

it shows a metal-insulator transition and near the transition the zero temperature conductivity

shows a critical behavior[8–10].

σpT Ñ 0q « pn´ncq
µ (1.23)

where the exponent µ « 0.50 in most materials.

A Fermi liquid state cannot be adiabatically connected to a Mott insulating state which is the

result of strong electron-electron interaction. Electron-phonon interaction could lead to polaron

formation or superconductivity which are beyond the scope of Fermi liquid theory.

1.2 Electron-electron interaction

There are many condensed matter systems where single particle approaches fail to describe the

underlying physics. Local Coulomb repulsion among the electrons is an important ingredient in

these materials. Density Functional Theory is very successful in describing metals which have

delocalized bands such as s or p. However, it fails to describe electrons which live in localized

22



CHAPTER 1. INTRODUCTION 1.2. ELECTRON-ELECTRON INTERACTION

Figure 1.3: Phase diagram of V2O3 showing the MIT as a function of pressure and of doping
with Cr and Ti[11].

bands. Transition metals such vanadium, iron and their oxides are some examples. Interaction

among electrons is very strong in these materials as the conduction band is very narrow.

The simplest model to describe the band formation and localization in the second quantized

language is the Hubbard model. Despite the fact that it is a very simplified model, it is very

hard to solve. An exact solution of this model is known only for certain limiting cases. One of

these is the large coordination limit where the dynamical mean-field theory (DMFT) becomes

exact.
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1.2.1 Metal-insulator transition and the Hubbard Model

Materials such as NiO, CrO2 or V2O3 and the CuO2 planes in the cuprates have been stud-

ied qualitatively using the Hubbard model. One of the common properties of these material

is that the ground state is an antiferromagnetic insulator, and remains insulating even in the

high temperature spin disordered paramagnetic phase. In addition to this, they may show a

metal-insulator transition (MIT) as chemical composition, pressure or other control parameters

changes[6]. In these materials, MIT is unexpected as in most of these the conduction band is

partially filled and according to band theory they should be metallic. It is also found within

density functional calculation that these materials are metallic. Figure [1.3] shows the phase

diagram of V2O3 as a function of pressure and doping with Cr and Ti atoms. The antiferromag-

netic phase at low temperature and the paramagnetic phase at temperature are seen in the phase

diagram. All the transitions shown here are first order. The paramagnetic insulating phase is

believed to be the Mott-Hubbard Insulator and this is a result of strong correlation. Therefore

we need to describe the effect of Coulomb interactions more accurately.

Free electron theory predicts a material with odd number of electrons per unit cell will be

a metallic system. As the lattice spacing decreases bands becomes narrower but it should re-

main as metal. During electrical conduction process electron will try to hop from one site to

other site and more than one electron may occupy the same site. This will cost a Coulomb

repulsion energy. In a typical narrow band system this Coulomb energy p„ 1´ 10eV q scale is

much higher than the band width. Due to this large energy barrier charge fluctuations will be

restricted (or almost completely forbidden) and it will be insulator as the band width decreases.

This is a prototype Mott transition where a MIT occurs due to electron correlation effects. We

will models such systems at the simplest level by adopting the Hubbard model where electron

kinetic effects are considered within the tight binding approximation and Coulomb interaction
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is considered to be local.

The single band Hubbard model is [12–14]

H “
ÿ

xi jyσ

ti jc
:

iσ c jσ `U
ÿ

i

niÒniÓ´µ

ÿ

iσ

niσ (1.24)

The first term describes the hopping of electrons from a lattice site i to a site j. The operators

ciσ pc
:

iσ q are the standard fermionic annihilation (creation) operators of electrons at a site i with

spin σ . The sum xi jy is restricted to nearest neighbors i,e., ti j takes a value ´t only when the

sites i and j are nearest neighbors. Otherwise, it is equal to zero. niσ is the number operator for

an electron with spin σ at site i. As there is no orbital degeneracy, at most two electrons with

opposite spin can occupy the same site. Second term of the above Hamiltonian says electrons

have to pay an energy U if two of them with opposite spins inhabit the same site. We will

consider this model on a two dimensional lattice and assume the lattice spacing to be unity.

Attractive vs. repulsive Hubbard models

If we perform a particle-hole transformation only for the spin down operator,

ciÓÑ p´1qric:iÓ, c:iÓÑ p´1qriciÓ (1.25)

the Hamiltonian changes to

Hpt,U,µq Ñ Hpt,´U,´U{2q´pµ´U{2q
ÿ

i

pniÒ´niÓq´µN (1.26)
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If the starting Hamiltonian is an attractive model (U ă 0) then the transformed Hamiltonian is a

repulsive model with a magnetic field µ`|U |{2 along the z´axis. At half-filling, the chemical

potential is µ “ U{2, so the magnetic field vanishes. Thus the attractive Hubbard Model is

exactly mapped on to the repulsive one at half filling.

The local limit t = 0

In the absence of kinetic energy of the electron (when hopping t Ñ 0) the Hamiltonian reduces

to

HU “
ÿ

i

”

UniÒniÓ´µpniÒ`niÓq

ı

(1.27)

Every site is independent and decoupled from the rest of the lattice. The Hilbert space of

the resulting single site problem contain four states: empty state |0y (energy ε0 “ 0), singly

occupied states |σy (energy εσ “ ´µ) and doubly occupied state | ÒÓy (energy εÒÓ “U ´2µ).

The single particle Green’s function which is defined as Gσ pτq “ ´xTτciσ pτqc
:

iσ p0qy is also a

local quantity and it is given by

Gσ piωnq “
1´nσ̄

iωn`µ
`

nσ̄

iωn`µ´U
(1.28)

where

nσ “
1
Z
peβ µ

` e´β pU´2µq
q (1.29)

Here, Z is the partition function of the system. The two pole structure of the single par-

ticle green function affords a simple physical interpretation. The pole at ω “ U ´ µ (with

iωn Ñω` i0` ) corresponds to the excitation energy for the transition |σyô | ÒÓy .The residue
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nσ̄ give the probability either the site is occupied by a fermion with spin σ̄ or double occupied.

The other pole at ω “ ´µ correspond to transition |0y ô |σy and the residue 1´ nσ̄ give the

probability for either site is empty or occupied by the spin´σ fermion.

The single particle Green’s function Gσ piωnq has a very nontrivial structure. It does not

have any quasiparticle pole at ω “ 0 unless µ “ 0 or U . Perturbation theory in U is not a good

starting point in the limit t “ 0. For the half filling case nσ “ 1{2 and µ “U{2 , the Green’s

function can be written as Gσ piωnq “ riωn`µ´Σpiωnqs
´1 with a self energy

Σpiωnq “
U
2
`

U2

4iωn
(1.30)

This self energy has a singular contribution in the low frequency region for finite U and it is

hard to capture this kind of behavior within perturbation theory. The spectral function Apωq “

´ 1
π

ImGpωq consists of two delta functions at ω “˘U{2 and these two peaks are well separated

by a gap U . For finite t, (t{U ! 1) we expect that these two peak will broaden, but there will be

a finite gap. The corresponding split bands are known as lower and upper Hubbard bands. For

U ąąW , these are well separated and at half filling the lower would be filled up completely,

leaving an empty upper Hubbard band and, hence an insulator which band theory would not be

able to capture.

1.2.2 Slater instability and antiferromagnetism

The antiferromagnetism on a bipartite lattice can arise quite naturally at certain fillings. The

presence of an onsite Coulomb repulsion makes spin up and spin down electron interact repul-

sively. So the spins alternate themselves on the neighbouring sites at half filling. This gives rise

to an ordering wave-vector Q“ pπ,πq. The amplitude of this spin density wave is very small in

the weak coupling region U ! t , i.e. |xSiy| ! 1. This weak coupling antiferromagnetic state is
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referred as Slater antiferromagnet.

We will try to capture the resulting physics this model using the Hartree-Fock (HF) theory.

Within this approximation, the Hamiltonian can be written as

HHF “´t
ÿ

xi jyσ

c:iσ c jσ `U
ÿ

i

´

niÒxniÓy`niÓxniÒy´xniÒyxniÓy

¯

´µ

ÿ

i

pniÒ`niÓq (1.31)

For the half-filled case we will assume a variational solution for the xniσ y as

xniÒy “ n`p´1qrim, xniÓy “ n´p´1qrim (1.32)

At zero temperature we get a self-consistent equation for m,

1“
U

4π2

ż

d2k
1

pε2
k `∆2q1{2

(1.33)

where ∆ “ Um and εk “ ´2tpcoskx` coskyq ´ µ . The above equation for m has a solution

m‰ 0 for any finite value of U due to nesting of the Fermi surface. In terms of density of states

ρpεq, the above equation can be written as

1“U
ż

dε
ρpεq

pε2`∆2q1{2
(1.34)

For two dimensional case the solution is given by

∆« te´2π
?

t{U (1.35)
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The spectrum of this system is given by

Ek “

b

ε2
k `∆2 (1.36)

Electronic density of state has a gap ∆“minkEk and it is insulating. The origin of this insulating

state is the spin density wave thus formed which leads to additional Bragg reflections resulting

in the opening up of a gap. The Hartree-Fock antiferromagnetic transition temperature is given

by

T HF
N « te´2π

?
t{U (1.37)

As U increases, T HF
N also increases very rapidly.

1.2.3 Strong coupling limit and the Heisenberg model

In the strong coupling limit (when U ąąW q, one could start from a single site problem and

explore the physics perturbatively in t. At half filling and for large U , this is an insulator and

double occupancy is strictly forbidden. Thus the charge degrees are frozen out. The remaining

spins degrees develop a short ranged antiferromagnetic interaction. The higher energy exci-

tations can be projected out by a canonical transformation[15, 16]. We will get an effective

Hamiltonian using this transformation where the Hilbert space is restricted to only single occu-

pied states. The effective Hamiltonian is called t´ J model which is given by

He f f “´t
ÿ

xi jyσ

c̃:iσ c̃ jσ ` J
ÿ

xi jy

´

Si.S j´
1
4

ñiñ j

¯

(1.38)

where the fermionic operator c̃iσ is defined as c̃iσ “ p1´ niσ̄ qciσ . The second term of this ef-

fective Hamiltonian acts only when double occupancy is completely forbidden.
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Figure 1.4: Antiferromagnetic exchange process in the t-J model.

The exchange processes are shown in the Figure[1.4]. Electrons can hop from one site to

other if the spins are antiparallel to each other. This way antiferromagnetic correlations emerge.

The aforementioned canonical transformation also produces higher order hopping terms which

involve more than two sites. We have neglected those terms because it is very difficult to deal

with them and these terms have contribution which are higher order of t{U . So in the large U

limit higher order hopping processes have a negligible effect. Within second order perturbation

theory, the exchange coupling becomes J “ 4t2{U .

First term of the effective Hamiltonian vanishes at half filling as it will involve double oc-

cupancy. The effective Hamiltonian is reduced to a Heisenberg model.

H “ J
ÿ

xi jy

Si.S j (1.39)

1.2.4 Metal Insulator transition and the Dynamical Mean Field Theory

Non-perturbative approaches are necessary for the understanding of the many-body physics

of Hubbard Model. Exact solution of this model exists only in one dimension[17]. Dynam-

ical Mean Field theory (DMFT) gave a full description of this model[18] within a controlled

approximation. Before DMFT, perturbative approaches were tried in the weak and strong cou-

pling region. Though these approaches were incomplete, they gave important physical insights

and described how the transition is reached from the two sides.
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Figure 1.5: Density of states of the Hubbard model as computed in DMFT[18]. From top to
bottom: evolution of the DOS for metallic solutions with increasing U , with the development of
quasiparticle peak and high-energy incoherent bands, and characteristic DOS of the insulating
phase (last panel).

Hubbard himself[19] first gave a physical explanation of the strong coupling physics. There

will two bands in the very large U limit centered around ˘U{2 with a bandwidth W , as dis-

cussed in the previous subsection. The lower and upper bands are associated with holes and

doubly-occupied sites respectively. These two bands have a gap «U ´W and as U decreases

this gap also decreases and vanishes at U «W . Disappearance of the gap indicates an insulator

to metal transition.

Brinkman and Rice[20] proposed a different theory for the Metal Insulator transition. They

approached the MIT from the metallic side. They projected out the doubly occupied sites to
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Figure 1.6: Phase diagram in the U´T space for the single-band Hubbard model[[18]]. Dotted
lines enclose a region in which metallic and insulating solutions coexist, solid line represents
the first-order metal-insulator transition, which ends in two second-order critical points.

describe the metallic phase which is a renormalized Fermi liquid with a mean field double

occurrence d “ xniÒniÓy. Double occupancy gives an energy cost of the order of U so as U

increases d decreases and at some critical U “ UBR, d becomes zero. Effective mass of the

quasiparticle diverges near the transition , m˚{m9pUBR´Uq´1.

Dynamical mean field theory integrated these two limiting pictures. DMFT substitutes the

original problem to a single site problem where that site is self-consistently coupled to an ef-

fective medium. This is in the same spirit as classical mean field theory (or, for that matter,

Hartree-Fock theory) where one neglects spatial fluctuations. However, in DMFT the quan-

tum fluctuations are kept in an exact way. Thus, DMFT gives a unique nonperturbative way

of treating metallic and insulating phase. Fig.[1.5] shows Density of state(DOS) computed

within Dynamical Mean Field Theory in the half-filled paramagnetic phase. As suggested by
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Hubbard, there are two bands in the strong coupling region centered around ˘U{2 and they

are called upper and lower Hubbard bands. The gap between these two bands decreases as U

decreases and vanishes at U “ Uc1. On the other hand starting from the metallic side, DOS

develops a quasiparticle peak at low energy with a weight Z where Z is inverse of the effective

mass. The metallic system also becomes strongly correlated and there is a Kondo peak appear-

ing at the Fermi energy. Single particle density of states has zero weight below and above of

this resonance peak. With increasing U this low energy weight gets transferred to the Hubbard

bands and at a critical U “ Uc2, Z goes to zero. The putative metal transforms to a strongly

correlated metal with significant spectral changes before transforming to a Mott insulator. The

region in between Uc1 and Uc2 shows a coexistence of metallic and insulating phases. In the

U ´T (Fig.[1.6]) plane there is a critical temperature at which Uc1 and Uc2 meet at a point. At

higher temperature there is a smooth crossover between metal and insulator.

1.2.5 Frustration

Most systems try to order at lower temperatures. These include solids, superconductors, ferro-

magnetic and anti-ferromagnetic materials. According to the second law of thermodynamics,

most systems release entropy with decreasing temperature by selecting one particular configu-

ration. Some system are not able to order at even the lowest temperatures. One way to realize

such a spin system is by frustrating the local interactions amongst the spins.

Frustration is generally caused by either competing interactions or the geometric nature of

the lattice (e.g., in triangular lattice, face-centered cubic (fcc), and hexagonal closed-packed

(hcp) lattices, with anti-ferromagnetic nearest neighbor interactions). The interaction energy

for two spins Si and S j is E “´JSiS j . For J ă 0, in a bipartite lattice such as square and cubic,

an anti-parallel configuration of the nearest neighbor spins is the minimum energy configura-
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tion. In a triangular lattice or other lattices which contain elements of triangles such as fcc or

hcp, one cannot construct a ground state where all the bonds are satisfied. Its is impossible to

achieve anti-parallel alignment of all three spins on a triangle. Ground state energy does not

correspond to the sum of minimum energies for every pair of spins. In the literature this is

called geometric frustration[21].

Non-collinear spin configuration.

For an antiferromagnetic systems of spins on a triangular lattice, the energy of a plaquette can

be written as

E “ JpS1.S2`S2.S3`S3.S1q

“ JS2
rcospθ1´θ2q` cospθ2´θ3q` cospθ3´θ1qs, (1.40)

where each spin Sipi “ 1,2,3q have an amplitude S and it makes an angle θi with the x´axis.

To determine the ground state configuration we need to very the θi to minimize the energy i.e.,

BE{Bθi “ 0. This leads to the following set of equations.

BE
Bθ1

“ ´JS2
rsinpθ1´θ2q´ sinpθ3´θ1qs “ 0,

BE
Bθ2

“ ´JS2
rsinpθ2´θ3q´ sinpθ1´θ2qs “ 0,

BE
Bθ3

“ ´JS2
rsinpθ3´θ1q´ sinpθ2´θ3qs “ 0. (1.41)

A solution of these equation is θ1´θ2 “ θ2´θ3 “ θ3´θ1 “ 2π{3. The minimum energy con-

figuration correspond to S1`S2`S3 “ 0 and this configuration produce 120˝ spin structure.
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Figure 1.7: (a)Layer structure of organic BEDT ´T T F dimer. Two molecule enclosed in the
dotted lines form a dimer. (b) Effective tight binding model of BEDT ´T T F layer where each
dimer in replaced by the lattice point

The mean field transition temperature for a non-frustrated lattice is „ J and spin suscepti-

bility pξ q is 9pT ´ θcq
´1. θc is the negative of the transition temperature and by measuring

susceptibility one can determine the transition temperature. However, in a frustrated system

1{ξ starts to deviate from linear behavior at much lower temperature pTNq where system starts

to order. The ratio f “ ´θc{TN gives a measure of frustration present in the system and f ą 1

indicate the presence of frustration.

Experimental Materials

Organic materials such as BEDT-TTF (Bis-ethylenedithio tetrathiafulvalene )(ET) are two

dimensional material which show very interesting properties due to interplay of strong inter-

action and frustration. Electrons in these materials are subject strong correlations. At low

temperature, these materials become anti-ferromagnetic and with high enough pressure some

of them turn out to be superconducting. These also show strange metallic behavior as seen
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Figure 1.8: Phase diagram of organic Mott insulator κ´pBDET ´T T Fq2Cu2pCNq3 [26]

in the cuprates. Like in the cuprates, we see an anti-ferromagnetic to superconductor tran-

sition with increasing pressure, as opposed to doping, in these materials. The general in-

gredients of these materials are κ ´ pBEDT ´ T T Fq2X , where X is a anion which can be

CupNCSq2,CurNpCNq2sBr,Cu2pCNq3, I3, etc[22, 23]. κ denotes the different arrangement of

the molecule at each lattice point Fig[1.7].

The lattice structure of κ´pBEDT ´T T Fq2X consists of lattice of pairs (dimer) molecules.

Dimers normally form a triangular lattice and electrons hop on this lattice between nearest and

next nearest neighbors with hoping integrals t and t 1 as shown in the Fig[1.7]. The value of t and

t 1 depends on the chemical composition and pressure. The relative strength of the t and t 1 also

depends on the anion X . This also determines the degree of frustration on ground state proper-

ties. The ground state of κ´pBDET ´T T Fq2CurNpCNq2sCl[24] is a Nèel ordered state. Some

of these compounds show an insulating behavior without exhibiting any signature of magnetic

ordering due to presence of high level of geometric frustration.
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The ratio of the transfer integrals t, t 1 of κ ´ pBDET ´ T T Fq2Cu2pCNq3 is almost unity,

t 1{t “ 1.06. Nuclear magnetic resonance (NMR) measurements were done on this material

to observe signatures of long range magnetic order. However, down to very low temperatures

(32mK), no splitting of the NMR spectrum has been observed. κ´pBDET´T T Fq2Cu2pCNq3[25]

is a spin liquid but with increasing pressure it becomes a superconductor at low temperature

and a metal at high temperature Fig[1.8] . It is also observed that at high temperature there

is a crossover from an insulator to a metal and the crossover region shows non-Fermi liquid

behavior, e.g., as seen in the temperature dependence of the resistivity.

Cs2CuCl4

Cs2CuCl4 is one of the first few materials which were believed to be Mott insulators with

spin liquid behavior. Structure of this material is orthorhombic with very small inter-layer

coupling. With this assumption, we can consider this material has a 2D lattice structure of an

anisotropic triangular lattice. Electron-electron interaction in this material is very strong and it

is enough to consider a Heisenberg Model. The spin-spin interaction is anisotropic with J (full-

line bond in Fig[1.7]) and J1 ( dashed-line bond in Fig[1.7] ). Neutron scattering measurements

were done on this compound and a weak coupling between the layers stabilize the magnetic

order below TN “ 0.62K . Neutron scattering measurements data is shown in the Fig[1.9]

for two different values of temperature, one below the ordered temperature and other in the

paramagnetic phase.
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Figure 1.9: Neutron scattering intensity as a function of energy in the magnetically ordered
phase at 0.1K (open circles) and in the para-magnetic phase at 15K (solid circles) [27].

Herbertsmithite

Herbertsmithite with chemical formula ZnCu3pOHq6Cl2 is another material where strong

correlation and frustration play a major role. In this material magnetic Cu atoms sit in a layer

separated by nonmagnetic Zn layers. Cu atoms form an almost perfect Kagome lattice. The

spin-spin coupling strength is estimated to be of the order of 170´190K. This compound does

not show any sign of long range magnetic order down to 50mK and is assumed to be in a spin

liquid state[28].

1.3 Electron-phonon interaction

Conventional picture of a solid assumes, as was discussed earlier, that the lattice remains static

or its effects are negligible on electron dynamics, except for providing a periodic potential. It is

a good approximation for many covalently-bonded material such Group IV or III-V semicon-

ductors where electrons and holes move through a crystal whose atoms have a fixed position.
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Electron and holes can scatter from phonons but at low temperature when phonons are absent

ionic displacements are ignored. This approximation fails for ionic or highly polar crystals (such

as Group II-VI semiconductors, alkali halides, oxides and others). In these materials Coulomb

interaction between the electrons and lattice ions - electrons coupling are very strong. Within

the material positive ions attract electron towards it and negative ions repel electron from its

neighbor. This means even when there is no real phonon present in the system electron always

sees a cloud of virtual phonons. The electron and its virtual phonon cloud can be thought of

as a composite particle known as polaron. The idea of polaron was introduced by Landau in

1963[29]. Polaron creates a potential in which electron sits and this potential is created by ionic

displacements. This potential is confined to a length scale. A polaron is considered ”large”

polaron if the special extent of phonon cloud is much larger that the lattice spacing. On the

other hand if lattice displacements is restricted to a single site then it is called small polaron.

In Fermi liquid picture electrons are described by quasiparticles which occupy single par-

ticle states. These states are described by |k,σy where k is the wave-vector and σ is spin.

Electrons move in an ideal periodic crystal without any scattering. However, in a material this

periodicity is lost by the lattice vibration. Electrons gets scattered by these vibrations. This

electron-phonon interaction induce creation or destruction of a phonon and a simultaneous ex-

citation or de-excitation of electron from state |k,σy to |k˘q,σy. The general electron-phonon

interaction can be written as :

Hel´ph “
ÿ

k,q

gpk,qqc:k,σ ck`qQq (1.42)

In our discussion we will consider the Holstein Model[30, 31] . In this model phonons are

optical (rather Einstein-like with no dispersion) and couple only to the local electron. The

model is defined as
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H “ Htb`Hel´ph`Hph

Htb “ ´t
ÿ

xi jy,σ

pc:iσ c jσ `h.c.q´µ

ÿ

i

ni

Hph “
ÿ

i

p2

2m
`

K
2

ÿ

i

Q2

Hel´ph “ g
ÿ

i

niQi (1.43)

Here Htb is the kinetic energy of the electronic system with t being the hopping parameter,

ci being an electron destruction operator at site i, and 〈i j〉 representing the nearest neighbors j

of site i. Hph is the Hamiltonian for the Einstein phonon with frequency ω “
a

K{m. Since

we are interested in half filling 〈ni〉 “ 1. Since the classical single-site Holstein Hamiltonian

has a polaronic minimum with a distortion ρ “ pg{Kq, and polaronic binding energy Epol “

´
`

g2{2K
˘

, we scale the phonon coordinate Q by ρ and phonon energies by
ˇ

ˇEpol
ˇ

ˇ. This results

in a single dimensionless parameter (scaled in terms of energy unit t) for the phonon part of the

Hamiltonian which we demote as V .

He f f “ ´t
ÿ

xi jy,σ

c:iσ c jσ ´µ

ÿ

i

ni`
V
2

ÿ

i

niQi`V
ÿ

i

Q2
i (1.44)

In our work outlined in Chapters 3 and 4, we will further assume that the ionic masses are

infinite, so that the kinetic part of the phonons can be dropped.

1.3.1 Peirels Instability and Charge Density Wave formation

Within the adiabatic approximation (large mass limit) the above Hamiltonian simplifies since

rHe f f ,Qis“0 for all i. To determine the ground state of the above Hamiltonian we need to

minimize the total energy E “ Eel `V{2
ř

i Q2
i . To understand how charge density wave state
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emerges from this simple model we will assume a variational solution of Qi ,

Qi “ xQy`∆p´1qri (1.45)

At zero temperature we get a self-consistent solution for ∆ ,

1“
V

4π2

ż

d2k
1

b

ε2
k `pV ∆q2

(1.46)

We get a nonzero solution of ∆ for finite V . The average value of number of particles at a

site i is xniy “ xny` n̄p´1qri . The phenomenon of inducing a charge modulation by electron-

phonon coupling in known as Peierls instability. This way the system lowers the energy and is

a charge analogue of the Slater instability discussed earlier. As charge modulation and phonon

displacements doubles the unit cell system opens up a gap at the Fermi surface and it become

a insulator. The dispersion of the fermions is Ek “ ˘

b

ε2
k `pV ∆q2. The mean-field descrip-

tion gives a finite transition temperature below which charge density wave appears. However,t

fluctuations strongly suppress the critical temperature and charge density wave appears only

at T “ 0. Notice that the nesting of the Fermi surface is crucial for obtaining both Slater and

Peirels states and the instability is indeed driven by it.

Many lower dimensional such as materials (such as 1D or layered ones) readily show

charge density wave transition. The halogen transition-metal tetrachalcogens MX2 shows two-

dimensional charge density wave transition. M is a transition metal which can be either Nb or

Ta and X “ S or Se[32].
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1.3.2 Strong Coupling Perturbation

Kinetic energy of the electron can be regarded as very small when electron-phonon coupling is

large. Hopping term can be treated within perturbation theory. The local Hamiltonian in the

absence of the hopping term can be solved by Lang-Firsov canonical transformation[33]. The

unitary operator for this transformation is eS where

S “´
g

ω0

ÿ

i

nipb
:

i ´biq (1.47)

Any operator A transform as :

Ã“ eSAe´S
“ A`rS,As`

1
2
rS, rS,Ass` .. (1.48)

Electron and phonon operators, under this transform ation, become

b̃i “ bi`
g

ω0
ni (1.49)

c̃i “ cie
g

ω0
pb:

i´biq (1.50)

This transformation shifts the equilibrium position of the phonon displacement which mini-

mizes the local part of the Hamiltonian.

xx̃iy “ xb̃
:

i ` b̃iy “ xxiy`
2g
ω0
xniy (1.51)

In terms of these transformed fermion and phonon operators the Hamiltonian becomes

H “ Ht `H0 (1.52)

42



CHAPTER 1. INTRODUCTION 1.3. ELECTRON-PHONON INTERACTION

H0 “ ω0
ÿ

i

b̃:i b̃i´
g2

ω0

ÿ

i

ñi (1.53)

Ht “´t
ÿ

xi jy

pc̃:i c̃ jX
:

i X j`h.cq (1.54)

where

Xi “ e´
g

ω0
pb̃:

i´b̃iq (1.55)

As seen from the expression of H0, the total energy is lowered due to lattice deformation in the

presence an electron.

Ep “
g2

ω0
(1.56)

This approach relies on the fact that t ăă h̄ω0, which is the anti-adiabatic limit.

Another dimensionless parameter in the problem is the ratio between this energy (Ep) and

bare kinetic energy of the electron. The latter will be proportional to the t and coordination

number of the lattice z. We define the dimensionless electron-phonon coupling strength pαq as

,

α “
g2

zω0t
(1.57)

The ground state of the Hamiltonian H0 has N degeneracy where N being the lattice size and

the electron become site localized. First order correction due to Ht lifts this degeneracy with a

reduced effective hoping integral ,

te f f “ txi|c̃:i c̃ jX
:

i X jy “ te´
g2
ω0 “ te´

αzt
ω0 (1.58)

Second order perturbation has dramatic effect on the electrons. It gives a mechanism to de-
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localize the electron. Two intermediate states for the perturbation are states with lattice defor-

mation without having electron on that site and a site with electron without lattice deformation.

The second order correction is

Ep2q “´2z
t2

2Ep
“´

t
α

(1.59)

The detailed calculation of this perturbation is done in [34]. Polaron dispersion within the

second order perturbation theory reads :

Epkq “ ´αzt´
t
α
´2te f f

2
ÿ

i“1

cospkiq (1.60)

Re-normalization of the hoping integral exponentially enhances the effective mass of the

electron

m˚ “ me
αzt
ω0 (1.61)

Total number of phonon pNphq can also be calculated in zeroth order

Nph “ xb
:

i biy “ xpb̃
:

i ´
g

ω0
qpb̃i´

g
ω0
qy “

g2

ω2
0
“

αzt
ω0

(1.62)

Both the agove approaches suggest that the electron-phon system has an instability as the

dimensionless parameters such as anti-adiabaticity or Migdal parameters are varied.

1.4 Superconducting systems and the Role of Disorder

Superconductivity was first discovered by H. Kamerlingh Onnes in 1911. He observed that

dc resistivity of mercury vanishes to zero when it is cooled below the critical temperature

Tc “ 4.15K [35]. This zero resistivity or infinite conductivity means if a current flows through

superconductor it will continue to flow forever without any loss of energy. Another property
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of superconductor is the perfect diamagnetism. Meissner and Ochsenfeld [36] observed that

magnetic field penetrates only a finite length in the material and goes to zero inside a bulk su-

perconductor. Superconductivity also gets destroyed with increasing magnetic field. This effect

is known as Meissner effect. Experimentally it was observed that with increasing isotope mass

transition temperature decreases. From this it was anticipated that the electron-phonon cou-

pling is responsible for the superconductivity. A phonon with characteristics frequency ωq with

momentum q generate, due to electron-phonon coupling, a effective electron-electron interac-

tion which is 9pω2´ω2
q q
´1. Hence, for ω ă ωq phonons can mediate na attractive interaction

between a pair of electrons..

Copper pair

Cooper in 1956[37] showed that in the presence of an attractive interaction electron-electron

pair states near the Fermi energy have lower energy than their combined Fermi energy. He

argued that in the low temperature limit when thermal energy is irrelevant, electron can form

pairs. Let us assume a singlet paired state as

|ψpr1,r2qy “
ÿ

k

gkek.pr1´r2qp| ÒÓy´ | ÓÒyq (1.63)

This results in a self-consistent equation

pE´2εkqgk “
ÿ

k1ąkF

gk1Vkk1 (1.64)

where V is the attractive interaction and for simplicity we will assume Vkk1 “´V for εkF ă εk ă

εkF ` h̄ωc and Vkk1 “ 0 otherwise. ωc is the cutoff frequency above which attractive interaction
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vanishes. This can be identified with the Debye frequency of the lattice.

With these assumptions one can simplify the eigenvalue equation and energy of the paired

state will be

E “ 2εF ´2h̄ωce´1{N0V (1.65)

This energy indeed is lower than the Fermi energy of two electron (2εF ).

1.4.1 The BCS Theory

J. Bardeen, L. Cooper and J. R. Schrieffer first proposed the microscopic theory of supercon-

ductivity. In the superconducting state a finite fraction of total electrons form Copper pairs with

opposite spin and momenta. These pair of electrons ”Bose condens” to a superfluid state at low

enough temperatures. The effective microscopic Hamiltonian proposed by them (capturing the

essential physics) in the second quantised form is

H “
ÿ

~k,σ

εkc:k,σ ck,σ `
ÿ

k,k1,σ

Vk,k1c:k,σ c:
´k,´σ

c´k,´σ ck,σ (1.66)

Vk,k1 is the effective interaction between the electrons , εk is the kinetic energy of the electron

and c:k,σ pck,σ q is the creation (annihilation ) operator for the electron with momentum k and

spin σ . Now we will decompose the four fermion term of the Hamiltonian by using mean field

theory.

∆k “ xckÒc´k,Óy (1.67)

∆
˚
k “ xc

:

kÒc
:

´k,Óy (1.68)
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Neglecting the higher order fluctuation of ∆k, we will get

H “
ÿ

~k,σ

εkc:k,σ ck,σ `
ÿ

k

”

Vkk1

´

∆k1c:kÒc
:

´k,Ó`∆
˚
k1ckÒc´k,Ó

¯

´
|∆k1 |2

Vkk1

ı

(1.69)

The above Hamiltonian can be diagonalized by defining new fermionic operators ηk and γk

.

ck,Ò “ cosθηk´ sinθγ
:

k (1.70)

c:
´k,Ó “ sinθηk` cosθγ

:

k (1.71)

where tanp2θ q “ ´
∆k
εk

. The mean field Hamiltonian can be rewritten as :

H “
ÿ

k,σ

”

εk`
|∆k|

2

V

ı

`
ÿ

k

Ekpη
:

k ηk´ γ
:

k γkq (1.72)

The quasi-particle energy eigenvalues are s Ek “

b

ε2
k `|∆k|

2. ∆k is the gap in the spectrum

and regarded as the order parameter of the superconducting state . We will assume Vk,k1 “´V .

Minimising the free energy corresponding to this Hamiltonian, we obtain the self-consistent

solution for the gap ∆k

∆k “´
ÿ

k1

Vkk1∆k1

tanhpβEk1{2q
2Ek1

ñ 1“V
ÿ

k1

tanhpβEk1{2q
2Ek1

(1.73)

Near the transition temperature ∆k Ñ 0 and Ek » εk and replacing the density of states by its

value near the Fermi energy Dp0q , we get the transition temperature pTcq as :

KBTc “
2eγ

π
ωDe´1{λ (1.74)

where γ » 0.5772 is the Euler number. The value of the gap at zero temperature ∆pT “ 0q “
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2ωDe´1{λ . Ratio of the zero temperature gap and the critical temperature is universal.

∆pT “ 0q
KBTc

« 1.76 (1.75)

Bogoliubov-de Gennes Mean-Field Theory

The above mean field formalism can also be extended to the realspace when spacial fluctua-

tions are important. The attractive Hubbard model has a local onsite interaction which can be

decomposed within mean field theory as [38].

´Uc:iÒc
:

iÓciÓciÒñ ∆ic
:

iÒc
:

iÓ`∆
˚
i ciÓciÒ`pU{2qxniyni (1.76)

The Hamiltonian becomes quadratic in term of fermionic operator and can be solved by the

Bogoliubov transformation.

ciÒ “
ÿ

n
unpriqγnÒ´ v˚npriqγ

:

nÓ, ciÓ “
ÿ

n
unpriqγnÓ` v˚npriqγ

:

nÒ (1.77)

With this transformation we can write down the Hamiltonial in a matrix form :

¨

˚

˝

K̂ ∆̂

∆̂˚ ´K̂˚

˛

‹

‚

¨

˚

˝

unpriq

vnpriq

˛

‹

‚

“ En

¨

˚

˝

unpriq

vnpriq

˛

‹

‚

(1.78)

where K̂ contains the kinetic part of the Hamiltonian (with the chemical potential incorporated

to fix the particle density) and ∆̂ is a diagonal matrix with t∆priqu as entries. The self-consistent

solution are

∆priq “ U
ÿ

n
unpriqv˚npriq

xniy “ 2
ÿ

n
|vnpriq|

2 (1.79)
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Figure 1.10: Schematic phase diagram for systems in which the BCS-BEC crossover takes
place. The continuation of Tc, determined within continuum model, is denoted by the dashed
line in the phase diagram. [39].

1.4.2 BCS-BEC Crossover

The properties of electrons in the presence of attractive interaction shows very different behavior

in the weak and strong coupling region. The superconductivity of these two limits are explained

by BCS and BEC theory respectively. In the BCS limit pair formation and condensation hap-

pen simultaneously at the transition temperature (TC). Below this critical temperature pairing

take place in the vicinity of the Fermi surface. Pair size is large compared to inter atomic dis-

tances so there is large overlap between pairs. As the attractive interactions among the electron

are very weak the superconducting gap is small compared to the bandwidth. As the tempera-

ture increases this gap in the spectrum decreases monotonically and vanishes at the transition

temperature (Tc). The normal state above the critical temperature is described by Fermi liquid

theory.
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Electronic properties are very different in the BEC limit when attractive interaction be-

come large compared to the kinetic energy scale. Cooper pairs are formed at a higher temper-

ature (Tp) and superconducting transition happen at very lower temperature (Tc ! Tp). Though

Cooper pairs are formed at Tp, phases of these electron pairs are uncorrelated and global phase

coherence develops only below Tc. Pairing of the electrons happen in real space and all the

electron participate. Size of individual pairs is small compared to the average distance between

electrons. The normal state above Tc and below Tp is described by a strongly bound phase in-

coherent electron pairs. Fig[1.10] show a schematic phase diagram of the attractive Hubbard

model. Tc9expp´1{Np0qUq in the weak coupling region and Tc91{U in the strong coupling

region. Tc as a function of interaction strength shows a smooth crossover between these two

limit. In the intermediate and strong coupling region a ”pseudogap” phase appears in single

particle spectrum (dashed in the fig[1.10]). The pair formation temperature (Tp) scales with

interaction strength (U). We will discuss the physics of this transition in detail in subsequent

chapters.

1.4.3 Disordered Superconductors

Although BCS theory had tremendous success describing clean superconductors, it lacks a gen-

eral framework for the disordered superconductors. One of the main reasons is that BCS theory

is a mean field theory whereas in a disordered system, fluctuation effects have a strong impact,

especially leading to breaking of phase coherence.

The effect of disorder on a superconductor was first studied by Anderson[48] and Gor’kov

[49]. They observed that nonmagnetic impurities have very little effect on the superconductor.

Especially gap in the spectrum and transition temperature remain unaffected for a weakly dis-
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Figure 1.11: Three examples of the film resistance as a function of temperature for a family of
curves for various materials displaying the superconductor-to-insulator transition (SIT). (a) SIT
observed for a series of amorphous NbxSi1x films with increasing concentrations of Nb from
the upper part of figure downwards. Figure from Ref. [50]. (b) SIT in a family of amorphous
Bi films with the film thickness increasing from the upper part of the figure downwards. Figure
from Ref.[51] . (c) SIT for a series of TiN films being thinned by soft plasma etching in order
to control the normal state sheet resistance. Figure from Ref. [52].
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ordered system. Within BCS theory, an electron of momentum and spin of k,Ò is paired with

another electron of ´k,Ó labels. In a disordered system, momentum pkq is not a good quan-

tum number. However, in the presence of nonmagnetic impurities time reversal symmetry is

preserved and the ground state can be constructed from time reversed states. In this situation,

Cooper pairs can be composed of time reversed partner states.

The competition between superconductivity and localization is one of the fundamental prob-

lem over decades. These two phenomena show distinct behavior in the electrical transport mea-

surements. Localized states in the presence of disorder have wave-functions with limited spatial

extent and decay exponentially. This makes the electrons unable to conduct in the material and

lead to vanishing conductivity and infinite resistivity. Superconductivity, on the other hand,

arises due to long-range phase coherent Cooper pairs and a superconductor has zero d.c. resis-

tivity. In two dimensions, the interplay between these two phases become much more complex.

The proper superconducting long range order happens at T “ 0 with a BKT transition at finite

temperature. Scaling theory of localization [4] predicts that in the presence of arbitrarily weak

disorder, all electronic states will be localized in two dimensions.

Thin film metals are good systems to study this interplay. These samples are made by evap-

orating a metal and depositing on a substrate held at very low temperature. Due to the rapid

cooling of the material there will be some inherent disorder in the film. This disorder will affect

the conductivity of the film. We can quantify the disorder by the sheet resistance. Film thickness

controls the degree of disorder and disorderness increases with decreases in sample thickness.

For thin disordered films, wave-functions will be localized, making them insulators at T “ 0.

For very thick films disorder is reduced and superconductivity wins over the localization.
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As disorder strength is varied there will be a superconductor to insulator transition (SIT).

This transition has been observed in different materials with various controlling parameters.

These materials are amorphous niobium silicon (NbSi) [50], amorphous bismuth (Bi) films

[51], and polycrystalline titanium nitride (TiN) films [52]. In NbSi, Nb concentration controls

the SIT. Film thickness is the controlling parameter of Bi and TiN films. In all the cases critical

temperature monotonically decreases with increasing disorder strength and resistivity shows

an upturn at low temperature. Most prominent competition between the superconductivity and

localization is seen in the TiN thin films. Even for a superconducting sample at low temperature,

the resistivity shows a negative temperature dependence.

1.5 Outline of the thesis

In this thesis we investigate two dimensional models of strongly correlated electrons by tak-

ing into account both electron-electron and electron-phonon interaction. The two dimensional

Holstein-Hubbard model is a promising effective model for electronic and phonon degree of

freedom. Though this is an oversimplified description of both electron-electron and electron-

phonon interactions, it retains all the relevant degrees of freedom of a solid state system when

both short range Coulomb repulsion and phonon mediated interactions are present.This model

shows many different phases. We have also studied the effect of geometric frustration on these

ordered phases. The second part of this thesis focuses on the effect of site dilution in attractive

Hubbard Model which has superconducting ground state. The effect of spacial and thermal

fluctuations become very important in an inhomogeneous background. We have studied this

model in two different situation in which the system is either metal or insulator in the absence

of interaction. We also touch upon the effect of site dilution in an otherwise, parent FFLO state.

Before presenting the main results we will also discuss various benchmarking efforts to test the
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reliability of the methodology. The remaining chapters of the thesis are organized as follows.

Chapter 2. We describe the models we used in this thesis and the computational method that

we have implemented to solve those models. In the Holstein-Hubbard part we have assumed

the phonon are adiabatic or they have very large mass (mÑ8). To deal with the quartic onsite

Coulomb interaction term we have introduced two Hubbard-Stratonivich fields, one couples to

charge and the other couples to spin of the itinerant electrons. Though this transformation is

exact to proceed with, we have dropped the time dependence of these fields to simplify the nu-

merics. We need to calculate the most probable distribution of these fields. We have used Monte

Carlo sampling procedure to sample the configurations of phonon and HS fields. During each

Monte Carlo update procedure we need to integrate the fermion degree of freedom to calculate

the change in free energy. Once the equilibrium is reached we have done configuration average

to calculate different physical properties like spectrum, resistivity etc.

Chapter 3. We discuss the Holstein-Hubbard model at half filling to explore the ordered

phases such as the charge density wave and antiferromagnet. The Coulomb interaction is rewrit-

ten in terms of auxiliary fields. By treating the auxiliary fields and phonons as classical, we

obtain real space features of the system and transition between the phases from weak to strong

coupling. When both interactions are weak, mutual competition between them leads to a metal-

lic phase in an otherwise insulator dominated phase diagram. Spatial correlations induced by

thermal fluctuations lead to pseudogap features at intermediate range of coupling.
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Chapter 4. We investigate the Holstein-Hubbard Model on an isotropic triangular lattice to

study the effect of geometric frustration. We have obtained the zero temperature phase diagram

along with finite temperature properties. System shows transition from a weak coupling metal

to a strong coupling Mott insulator. In the insulating region we have found two long range

ordered states of charge and spin degree of freedom as frustration is tuned. Both magnetic and

charge structure factors take a maximum at q“ p2π{3,2π{3q in the fully frustrated case.

Chapter 5. We study the effect of randomly placed attractive centres in a host metal and look

at the percolative superconducting transition as the density of attractive centres grow. A real

space picture is employed using the Hubbard - Stratanovich transformation of the attractive in-

teraction that is capable of capturing weak-to-strong coupling scenario. The method allows us

to extract spectral and transport properties in detail. BCS-BEC crossover is discussed in the

context of site dilution scenario.

Chapter 6. We present the results of site dilution in an attractive Hubbard model with an

insulating host. This brings out the competition among various energy scales such as the local

attraction, disorder, and the insulating gap. We choose a system which has a charge density

wave phase as ground state at half filling. Towards the end, we also explore the role of site

dilution in FFLO systems.

We conclude by pointing out the salient results obtained and comment upon the method-

ology employed. Possible extensions of the present study are mentioned. Drawbacks of the

methodology are highlighted and put in a physical perspective.
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Chapter 2
Models and Methods

In this chapter, we give a brief introduction to the models that are used in the present study and

the methods adopted to explore these problems. The models fall into two classes. The first one

explores the interplay between electron-electron interactions and electron-lattice coupling. At

the simplest level, this is captured by the Holstein-Hubbard model. The second class of problem

deals with the effect of site dilution in superconductors. We use an attractive Hubbard model to

capture the physics of such systems. In both the cases, we reduce the quartic fermion problem

into a quadratic one by introducing an auxiliary field. By assuming these fields to be static, we

are able to elucidate the finite temperature properties of the systems of interest.

2.1 The Holstein-Hubbard model

The quanta of collective vibrations of atoms arranged on a regular lattice are called phonons.

Energy or frequency of these collective modes depend on the wave vector pkq. Accordingly

there are two kind of phonons, acoustic and optical. Optical phonon frequency does not de-

pend appreciably on the wave-vector pωpkq “ ω0q and acoustic phonon depend linearly on the

wave-vector pωpkq “ ckq where c is the sound velocity. We will consider only optical phonons

in our study. The simplest model to treat electron-phonon coupling is the Holstein Model. In
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this model a band of electrons is coupled to dispersionless phonons and the coupling is through

the local charge density[30]. Due to strong screening of electric field in most metals, electron-

phonon interaction can be assumed to be local. Non-local aspects of the electron-phonon inter-

action is discussed in different works[53–57]. The electrons also interact among themselves via

on-site Coulomb repulsion. This interaction is captured using the Hubbard model introduced in

the previous chapter. Although this is a simplified model there are various parameter which con-

trol the phases of it. The bare band-width of the electron, electron-phonon and electron-electron

interactions, and the number of particles determine the multidimensional phase diagram.

The model reads

H “ ´t
ÿ

xi jy

´

c:iσ c jσ `h.c.
¯

´µ

ÿ

i

ni`U
ÿ

i

niÒniÓ

`
ÿ

i

´ 1
2M

P2
i `

K
2

Q2
i

¯

´g
ÿ

i

Qini (2.1)

x..y sum runs over the nearest neighbor sites on a square or triangular lattice. ciσ (c:iσ ) is

the annihilation (creation) operator for the fermions at a site i with spin σ . µ is the chemical

potential which fixes the average number of particle. For example, half filling corresponds to

(xny “ 1. U is the repulsion energy between two electron on the same site with opposite spins.

Pi,Qi are the ionic/atomic momentum and displacement operator at site i.

2.1.1 Analytical approaches

One of the earliest analysis of the electron-phonon problem was done by Migdal and Eliashberg

[58, 59]. Migdal demonstrated that the vertex corrections and momentum dependence of self-

energy will be insignificant when the phonon frequency is very small compared to the Fermi en-

ergy [58]. Later Eliashberg extended Migdal’s method to study superconductivity [59]. Migdal

assumed that most of the emitted phonon are the one which are absorbed first. This is consistent

as long as the phonon frequency and electron-phonon coupling strength are small compared to
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the electron bandwidth. In earlier days most of the studied material were in the weak coupling

region where Migdal-Eliashberg theory was successful. However, Migdal-Eliashberg theory

does not work accurately for large phonon frequency and strong electron-phonon coupling.

Integrating out the phonon degrees of freedom we get a local on-site interaction among

electrons[60]. The effective interaction is

Upiωnq “
V ω2

0

ω2
0 `ω2

n
(2.2)

where ωn“ 2πnT is the Matsubara frequency for bosons with n being an integer. V “´g2{Mω2

determine the strength of the effective electron-electron interaction. This interaction has two

important limits

• In the ω0 Ñ 0 limit effective interaction become a Kronecker delta function. Holstein

model in this limit was investigated within the dynamical mean field theory (DMFT) [61,

62]. If the phonon frequency and the coupling strength are small then vertex corrections

will be negligible and self-energy will be nearly momentum independent. Dynamical

Mean Field Approximation being a local theory becomes exact in this region.

• The effective interaction Upiωnq becomes independent of ωn when ω0Ñ8 and it reduced

to an attractive Hubbard model. Vertex corrections become large and Migdal’s approach

does not hold properly in this limit.

2.2 Auxiliary field method for the Hubbard interaction

In the presence of Hubbard interaction it is very difficult to solve this model. With the help of

an exact Hubbard-Stratonovich transformation, we will decompose the four fermion term into
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a quadratic form. Hubbard interaction can be written at the expense of charge (φi) and spin (mi)

auxiliary fields as

exp
”

U
ÿ

i

niÒniÓ

ı

“

ż

ź

i

dφdmi

4π2U
exp

”

φ 2
i

U
` iφini`

m2
i

U
´2mi.si

ı

(2.3)

where charge (ni) and spin psiq operators are defined as

ni “
ÿ

σ

c:iσ ciσ ,si “
1
2

ÿ

a,b

“ c:ia~σabcib (2.4)

The Partition function can be written as

Z “
ż

ź

i

Drciσ ,c
:

iσ sdφidmi

4π2U
exp

”

´

ż

β

0
Lpτq

ı

(2.5)

The Lagrangian Lpτq is

Lpτq “
ÿ

iσ

c:iσBτciσ `H0pτq`
ÿ

i

”

φ 2
i

U
``piφi´µqni`

m2
i

U
´2mi.si

ı

(2.6)

All the fermionic operators pc:iσ ,ciσ q explicitly depend on time pτq. H0 contains all the other

terms of the Hubbard Hamiltonian except the on-site repulsion term. We consider this model at

half filling i.e., xniy “ 1

Below we will make some approximations to make progress

• We will replace φi by its saddle point solution. At half filling saddle point solution is iφi “

U
2 xniy “

U
2 . At half-filling charge fluctuation is believed to be less important, especially in

the strong coupling regime. Away from half-filling charge fluctuations become relevant.

Also movement of the electron become very restricted at large U .
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• We will also drop the time dependence of the mi fields. This gives us a quadratic fermion

problem in the background of classical vector field mi. At T “ 0 this will reduce to unre-

stricted Hartree-Fock approximation; however, we will take into account all the thermal

and spacial fluctuations.

We will rescale mi field to U
2 mi. With these approximation the semiclassical effective

Hamiltonian becomes,

H “ H0`
ÿ

iσ

p
U
2
´µqniσ ´

U
2

ÿ

i

mi.~σi`
U
4

m2
i (2.7)

Certainly by making these assumptions we have made some sacrifices. However, this has

some added advantages over other methods.

• We can access complicated magnetic structures for different lattices. We can correctly

predict the magnetic transition temperatures in the weak and strong coupling region.

• Spectral and transport properties can be calculated without analytic continuation which is

needed in QMC and DMFT based calculations.

• This method can also study magnetically disordered systems apart from long range mag-

netic orders systems.

Though this method is superior for calculating many physically measurable quantities and ac-

cessing finite temperature physics, it lacks the quantum dynamics of the mi and φi fields. Due

to this correlation effects will be less prominent and it will underestimate the critical U{t for

metal-insulator transition. More exotic states like quantum spin liquids[63, 64] will not appear

within this method.
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2.2.1 Classical phonons

The free Hamiltonian for the Holstein phonon is

Hph “
ÿ

i

P2
i

2m
`

K
2

ÿ

i

Q2
i (2.8)

In this model phonon are dispersionless and the frequency of this Einstein phonon is ω0 “

b

K
m .

In our study we will take the limit of mÑ8. Kinetic energy associated with lattice displace-

ments, thus, become negligible and we will drop this term. Qi are now classical variables, but

thermally and spatially fluctuating. The electron-phonon interaction reduces to

Hel´ph “ g
ÿ

iσ

Qiniσ (2.9)

When each site has an electron, the ground state energy is minimised when

Qi “´
g
K
“Q0 (2.10)

The minimum energy is

E0 “´
g2

2K
(2.11)

To make Qi dimensionless we will rescale it with Q0.

Hel´ph “
g2

k

ÿ

iσ

Qiniσ and, Hph “
g2

2K

ÿ

i

Q2
i (2.12)

Now we introduce a new parameter V “ g2

K which proportional to polaron binding energy. The

effective Hamiltonian incorporating all these assumptions become

He f f “ Hel`Hcl
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Hel “´t
ÿ

xi jx

pc:iσ c jσ `h.cq´µ

ÿ

iσ

niσ ´
U
2

ÿ

i

mi.~σi`V
ÿ

i

Qini

Hcl “
U
4

ÿ

i

m2
i `V

ÿ

i

Q2
i (2.13)

2.3 Numerical methods

The effective Hamiltonian (equation 2.13) describes the properties of electron which are inter-

acting with classical vector field mi and phonon displacement Qi. We will solve this problem in

the entire range of coupling from weak to strong. Obviously this goes far beyond conventional

perturbative approaches. The partition function of this Hamiltonian (equation 2.13) is

Z “
ż

DpmiqDpQiqTrc,c:e´βHe f f (2.14)

The Hartree-Fock results with mean field solution of Qi become exact at T “ 0. However, at

finite temperature this reduces to solving a quadratic fermionic problem in the background of

fluctuating classical fields tmi,Qiu. The probability of a tmi,Qiu configuration at any finite

temperature is

Ptmi,Qiu “ Trc,c:e´βHe f f (2.15)

The electron free energy for a give configuration of tmi,Qiu is defined as

e´βF
“ Ptmi,Qiu (2.16)

The trace over the Grassmann variables (tc,c:u) cannot be done analytically for any given of

tmi,Qiu. However, numerically this can be done by diagonalizing the He f f as this Hamiltonian

only involves quadratic fermionic terms. In this way one can calculate the free energy F . We

sample the tmi,Qiu configuration using real space Monte Carlo method starting from high tem-

perature to low temperature.
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Electronic part of the free energy in term of the eigenvalues pεnq of Hel can be written as

Fel “´
1
β

ÿ

n
lnp1` expp´βεnqq (2.17)

2.3.1 Monte Carlo Method

To access the thermal properties of the system we simulate it using Monte Carlo methods. The

Boltzmann weight for a particular configuration is give by

Ptmi,Qiu “ e´βF (2.18)

We sample the configuration of the classical fields to achieve thermal equilibrium at a finite

temperature. One of the standard method to do this sampling is via Metropolis algorithm [65].

We start with a random configuration of tmi,Qiu at high temperature. Then we select a site i

randomly from the lattice and change the classical fields pmi,Qiq at that site. We calculate the

free energy before pFinitialq and after pFfinalq the change. We accept the new configuration if

the change in the free energy ∆Ep“ Ffinal´Finitialq ă 0. This implies that this kind of move

will decrease the system energy. If the charge in free energy ∆E ą 0, we accept the move with a

probability expp´β∆Eq. This is done by generating a random number pxq using a Pseudo Ran-

dom Number generator (PRNG) in the range r0,1s. We accept the proposed configuration if

xă expp´β∆Eq and reject it otherwise. Depending on whether a move is accepted or rejected,

the new configuration ( for the next update procedure) is proposed as the initial configuration.

Metropolis algorithm is a guided random walk in the configuration space of the classical

fields. The probability distribution of the states visited during the random walk are consistent
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Figure 2.1: Visualization of the our cluster based update scheme.[67]

with the canonical ensemble. Once a single site updates is carried out, we repeat the process

for all the sites on the lattice. This is called a single MC sweep. At each temperature we have

done 2000 sweeps to equilibrate the system and use the next 2000 sweeps to evaluate transport

and spectral properties. After the equilibrium sweeps are done some configuration are saved

to take thermal averages of different quantities. This process is repeated while lowering the

temperature.

2.3.2 Traveling cluster

As we have discussed in the previous section Monte Carlo can been done on any system size.

However, the most computationally expensive part is the diagonalization of a lattice Hamilto-

nian. The matrix size is NˆN for a two dimensional LˆL lattice where N „ L2. During each

single site update a diagonalization of He f f costs „ OpN3q. One single sweep costs „ OpN4q.

With the currently available resources we can simulate a maximum lattice size of 12ˆ12. The

scaling of computational cost with system size limits the maximum lattice size we can access.

To circumvent this higher cost we have adopted a traveling cluster algorithm (TCA) [66]. This
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method replaces the full lattice Hamiltonian diagonalization by a small cluster lattice Hamilto-

nian diagonalization. The size of the cluster is small (LcˆLc) and it is centered around the site

at which Monte Carlo update needs to be done (Fig. 2.1). The matrix size of the cluster Hamil-

tonian is Nc “ L2
c . The diagonalization of this matrix will cost „ OpN3

c q and a single sweep

will cost „ NˆOpN3
c q. This greatly lowers the computational cost and increase the accessible

lattice size. Maximum lattice size we have studied is 32ˆ32.

2.3.3 Thermal average

The electronic properties can be calculated with equilibrated configurations of classical fields.

There are two kind of physical quantities that can be evaluated, one of them involves various

combination of classical fields mi and Qi and the other measures physical quantities which are

functions of ci and c:i . We can trivially take the thermal average of the mi and Qi, but for the

quantities that depend on fermionic variables, we need to take the averages over the quantum

variables first and then thermally average them over the different configuration of the back-

ground fields.

Any fermionic quantity f pci,c
:

i q can be written as

x f pci,c
:

i qy “ Z´1
ż

DpmiqDpQiqTrc,c: f pci,c
:

i qe
´βHe f f (2.19)

Trace over the fermionic degree of freedom is done by diagonalizing He f f in a specific, equi-

librium background of the classical fields. They are then averaged over different equilibrium

configurations at a particular temperature.
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2.3.4 Auxiliary field properties

Spatial correlations of the auxiliary field mi can be studied by analysing the structure factor.

Spqq “
1

N2

ÿ

i j

xmi.mjyeiq.pri´rjq (2.20)

The sum runs over all the lattice sites . x..y stands for averaging over many sampled configu-

rations. Spqq gives an indication of any magnetic ordering in the system. When there is long

ranged magnetic order xmi.mjy will be non-zero even when |i´ j becomes large. If the system

has a magnetically ordered structure for some wave vector Q at low temperatures, Spq“Qq

increases rapidly below the critical temperature Tc.

We have also calculated phonon displacement distribution.

PpQq “
1
N

ÿ

i

xδ pQ´Qiqy (2.21)

In the polaronic region PpQq will be a single peaked function whereas in the bipolaronic region

it will have a two peak structure.

2.3.5 Electronic properties

Density of states:

Single particle density of state Npωq is obtained by thermal averaging different equilibrium

configuration.

Npωq “
1
N

ÿ

n
xδ pω´ εnqy (2.22)

Here, εn is the eigenvalue of a single configuration.
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Optical conductivity σpωq :

Optical conductivity is a material property that relates an applied electric files ~Epq,ωq and the

electric current ~Jpq,ωq for a general wave vector q and frequency ω .

~Jpq,ωq “ σxxpq,ωq~Epq,ωq (2.23)

We are mostly interested in the long wavelength limit of the optical conductivity, which is

the σxxpq Ñ 0,ωq “ σxxpωq. Within the linear response theory optical conductivity can be

calculated using the Kubo formula.

σxpωq “
σ0

N

ÿ

αβ

nα ´nβ

εβ ´ εα

|xα |Jx|β y|
2
δ pω´pεβ ´ εαqq (2.24)

where the current operator is

~J “´i
ÿ

iσ~δ

”

~δ t~δ c:i,σ ci`~δ ,σ ´h.c.
ı

(2.25)

εα , |αy are the eigenvalues and eigenstates of the Hamiltonian He f f for a specific configuration

of classical fields. σ0 in two dimension is πe2

h̄ and nα “ f pεαq is the Fermi function.

DC resistivity (ρ):

DC resistivity is obtained by taking the zero frequency limit of the optical conductivity. For

a finite system the delta function in the equation (2.24) cannot be satisfied exactly for any

frequency. We regularize the delta function by an average over a small frequency window. The

averaged value of optical conductivity is defined as

σavp∆ωq “
1

∆ω

ż

∆ω

0
σpωqdω (2.26)
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For a system of size N, typical level spacing is „ w{N where w is the bandwidth of the tight

binding model. We have taken the value of ∆ω of the order of the label spacing. Finite temper-

ature resistivity is defined as :

ρpT q “ 1{σav (2.27)

We have used dρ{dT ą 0 to define metallic behavior and dρ{dT ă 0 for an insulating one.

2.4 The attractive Hubbard model

As a lattice model for superconductivity we consider a attractive Hubbard model.

H “´t
ÿ

〈i j〉,σ
c:iσ c jσ ´U

ÿ

i

niÒniÓ´µ

ÿ

i

ni. (2.28)

Here t is the nearest neighbor hopping integral (which we take to be unity to set the energy

scales), U is the strength of the attractive interaction, µ is the chemical potential which fixes the

total electron density. Here we fix the total electron density to be n“ 0.875. However, we have

checked that the physics remains the same if we relax this condition.

2.4.1 Auxiliary fields

We employ a Hubbard-Stratanovich transformation of this interacting, quartic Hamiltonian to

reduce it to a quadratic fermionic Hamiltonian coupled to a pairing field ∆ipτq, which is a

complex number and a charge field φipτq. The action becomes

S “
ż

β

0

ÿ

iσ

´

c:iσBτciσ `Hkin`Hcl`Hint

¯

(2.29)

Hkin is the kinetic energy of the electron and other terms are ,

Hint “
ÿ

i

´

∆ic
:

iÒc
:

iÓ`h.c
¯

`
ÿ

i

niφi (2.30)
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Hcl “
1
Ui

ÿ

i

´

|∆i|
2
`φ

2
i

¯

(2.31)

While at this level, the action is exact, to make progress, we assume that the pairing and

charge fields are static (with no intrinsic quantum fluctuations), but their amplitudes and phases

are site dependent. Hence, the resulting action becomes that of a quadratic fermionic problem

in which fermions interact with classical fields. This will lead to an effective Hamiltonian that

reads

He f f “ ´t
ÿ

〈i j〉σ
c:iσ c jσ ´µ

ÿ

i

ni`
ÿ

i

´

∆ic
:

iÒc
:

iÓ`h.c.
¯

`
ÿ

i

|∆i|
2

Ui
´
ÿ

i

φini`
ÿ

i

φ 2
i

Ui
(2.32)

The partition function is:

Z “
ż

D∆D∆
˚DφTrc,c:e´βHe f f (2.33)

The saddle point solutions of the action corresponding to this Hamiltonian gives Bogoliubov-

de Gennes equation for the pairing field ∆i and the charge field φi.

2.4.2 Bogoliubov-de Gennes transformation

We need to diagonalize the Hamiltonian He f f at each Monte Carlo update. This involves the

Bogoliubov-de Gennes transformation of the original fermion operator ciσ to a new fermion

operator γn.
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ciÒ “
ÿ

n

´

ui
nÒγn´ v˚nÒγ

:
n

¯

ciÓ “
ÿ

n

´

ui
nÓγn´ v˚nÓγ

:
n

¯

(2.34)

uiσ and viσ are the complete set of N eigenvectors which will diagonalize the Hamiltonian

He f f . These eigenvectors are such that He f f can be written as :

He f f “ E0`
ÿ

n
εnγ

:
nγn (2.35)

Here E0 is a constant term and εn are the eigen energies of the system for a given background

configuration of t∆i,φiu fields. Using the above equation one can write

”

He f f ,γn

ı

“ ´εnγn
”

He f f ,γ
:
n

ı

“ εnγ
:
n (2.36)

Above equations define an eigenvalue problem for the unσ and vnσ and the matrix is

A“

¨

˚

˚

˚

˚

˚

˚

˚

˝

K̂ ∆̂ 0 0

∆̂˚ ´K̂ 0 0

0 0 K̂ ∆̂

0 0 ∆̂˚ ´K̂

˛

‹

‹

‹

‹

‹

‹

‹

‚

(2.37)

where K̂ is the modified kinetic energy part of the Hamiltonian. K̂ “ ´tδi`~δ , j ´pµ ` φiqδi j.

δi`~δ , j is nonzero only when the sites i and j are nearest neighbors in the direction ~δ and ∆̂i j “

∆iδi j.
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The Eigenvalue problem is given by

AΨ“ εnΨ (2.38)

where Ψ is a column vector

Ψ“

¨

˚

˚

˚

˚

˚

˚

˚

˝

tunÒu

tvnÓu

tunÓu

tvnÒu

˛

‹

‹

‹

‹

‹

‹

‹

‚

(2.39)

The dimension of the matrix K̂ and ∆̂ is N ˆN where N “ L2 for a lattice size of L. So the

matrix size of A becomes 4Nˆ 4N. Due to the block diagonal structure of the matrix A, one

needs to diagonalize either the upper part or lower part of the matrix A. Thus the eigenvalue

problem reduces to BΨ“ εnΨ where B and ψ are

B“

¨

˚

˝

K̂ ∆̂

∆̂˚ ´K̂

˛

‹

‚

(2.40)

and

Ψ“

¨

˚

˝

tunÒu

tvnÓu

˛

‹

‚

or Ψ“

¨

˚

˝

tunÓu

tvnÒu

˛

‹

‚

(2.41)

With this new definition of eigenvectors we also redefine the quasiparticle creation and annihi-

lation operators. In our previous definition creation operator was γn where n runs from 1 to 4N.

We rename them as γnÒ and γnÓ where n runs from 1 to 2N. We can rewrite the original fermion

operators as

ciÒ “
ÿ

n
pui

nγnÒ´ vi˚
n γ
:

nÓq
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ciÒ “
ÿ

n
pui

nγnÓ´ vi˚
n γ
:

nÒq (2.42)

where the eigenvectors tunÒ,vnÓu are represented as tun,vnu. Due to the structure of the matrix

B eigenvalues are symmetric about εn “ 0. We can calculate all average values just using the

eigenvectors whose eigenvalues are positive (εn ą 0).

In terms of the quasiparticle operators we can write the effective Hamiltonian as

He f f “ E0`
ÿ

nσ ,εną0

εnγ
:
nσ γnσ (2.43)

E0 is the ground state energy.

E0 “´
ÿ

in,εną0

2εn|vi
n|

2 (2.44)

The free energy Fpt∆i,φiuq for a given configuration of t∆i,φiu can be calculated after inte-

grating the quasiparticle degrees of freedom.

Fpt∆i,φiuq “ ´
ÿ

in,εną0

2εn|vi
n|

2
´

2
β

ÿ

n,εną0

lnp1` expp´βεnqq (2.45)

2.4.3 Monte Carlo procedure

We have employed Monte Carlo method to sample the t∆i,φiu fields with Boltzmann weight

Ppt∆i,φiuq “ expp´βFq for any configuration. At finite temperatures, this still leaves us with

the problem of thermally averaging over their most probable configurations, which we do using

a Monte Carlo estimation of their weights. We start with a random configuration of the auxil-

iary fields and diagonalise the Hamiltonian and use the Monte Carlo algorithm discusses in the

previous section for updating. The equilibrium configurations are averaged over to calculate

thermodynamic properties, as well as the spectral properties of the electrons and the transport.

This method severely restricts the system size to give any meaning full results. This is cir-

cumvented using a traveling cluster algorithmic which the fermion problem is diagonalised for
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a smaller cluster around the chosen MC update site, embedded in a much larger lattice. The

cluster moves during every MC update restoring the ergodicity.

2.4.4 Auxiliary Field properties

Below the superconducting critical temperature (Tc), we expect the coherence of Cooper pairs

through out the system. We can infer this long range order from the correlation function

Mi j “ xpciÓciÒqpc
:

jÒc
:

jÓqy. At the mean field level ∆i is the average value of the pciÓciÒq. So

at low temperature there will be a long range order of the ∆i fields and ∆i correlation function

x∆i∆ jy should behave as Mi j.

The structure factor of the ∆i fields is defined as,

Spqq “
1

N2

ÿ

i j

∆i∆
˚
j e

ipri´r jq.q (2.46)

For our problem we expect the superconducting ground state to be one with a s´wave

symmetry. Phase coherence of a s´wave superconductor implies a large of Spqq for qÑ 0. So

Spq “ 0q measures the global phase coherence of the system. At high temperatures the phase

of the ∆i fields is random so on the average Sp0q will be vanishingly small. However, as we

lower the temperature, below a certain temperature, phase coherence starts to establish and Sp0q

increases and saturates to Op1q as T Ñ 0. The temperature at which Sp0q increases is identified

as the critical temperature of the superconducting transition.

2.4.5 Electronic Properties

• Density of states
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Single particle electronic density of states can be written as

Npωq “
ÿ

n,i

´

|un
i |δ pω´ εnq` |vi

n|
2
δ pω` εnq

¯

(2.47)

For a finite system, there are finite number of quasiparticle energy states. We need to

regularize the δ function. We choose a box function which is defined as

δ pxq “

$

’

’

&

’

’

%

1
2a if |x| ă a

0 if |x| ą a
(2.48)

We have taken a to be of the order of the average label spacing w{N where w is the

bandwidth of the tight binding model. We calculate Npωq for a give configuration of

t∆i,φiu and average over many configuration.

2.5 Benchmarking

In this section we apply the static auxiliary field method to three models for benchmarking. The

results obtained establishes the utility of the present approach.

2.5.1 The Hubbard model at half filling

This model does not have a metallic ground state[68–70] for any nonzero value of U and has

long range AF order in the ground state. For small U , a Slater instability results due to nesting

of the Fermi surface and the system is a spin density wave with a gap in the spectrum. For large

U , the physics of super exchange takes over, due to the ”no double occupancy constraint” and

the resulting kinetic energy reduction due to virtual hopping. The system is a Mott-Hubbard

insulator with local moments present whose low energy properties are governed by the anti-

ferromagnetic Heisenberg model. The magnetic transitions resulting from these two behaviors
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Figure 2.2: The phase diagram of the Hubbard model on a two dimensional square lattice
at half filling. AFI, PM, PI, PG represent antiferromagnetic insulator, paramagnetic metal,
paramagnetic insulator and pseudogap phases.

have very different U dependence. At small U , TN scales with U as expected in an unrestricted

HF treatment. However, at large U , TN „ p1{Uq due to Mott physics. The present method

captures both these behaviors very well. The finite temperature phase diagram also looks qual-

itatively different from the HF phenomenology. While for small U , the Slater gap closes at TN

leading to a metallic paramagnetic state, there is a pseudogap state that appears at intermediate

values which crosses over to a paramagnetic Mott-Hubbard insulating state at large U . The

paramagnetic state has strong AF fluctuations, especially in the intermediate range of the cou-

pling constant which results in pseudogap features in the spectral function. We give the phase

diagrams in U ´T planes in Fig. (2.2).

Single particle spectrum

As we said earlier this model does not have metallic ground state. Fig. (2.3) shows single par-

ticle density of state for two values of U . In the weak coupling region (U “ 2.0) system shows
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Figure 2.3: Temperature dependence of single density of state for Hubbard model for different
values of U . Upper panel shows for U “ 2.0paq and lower panel for U “ 6.0 . The lower
temperature oscillation of density of state is a artifact of finite system size.
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Figure 2.4: The resistivity, ρpT q, in the unit of h{pπe2q shows metal insulator transition (MIT)
for different U .
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antiferromagnetic long range order and density of state becomes gapped at low temperatures.

Gap decreases with increasing temperature and vanishes at the antiferromagnetic transition tem-

perature, TN .

Density of states displays very different characteristics at strong coupling region for U “ 6.

At low temperature it has a very large gap. This gap decrease with increasing temperature

similar to the weak coupling behavior but it does not vanish at the critical temperature. The gap

in the density of states disappears only at very high temperatures (of the order of U).

Resistivity

We can clearly see an insulator-metal transition for lower values of U as a function of tem-

perature . At high temperature it has a metallic behavior and in the low temperature region it

become a insulator. In the insulating side temperature dependence of resistivity can be written

as ρpT q9exppEg{T q where Eg is the order of the gap in density of state. Fig. (2.4) also shows

that metal-insulator transition temperature also increases with U .

2.5.2 The Holstein model at half-filling

This model again does not have a metallic ground state for any nonzero V . For small V , there is a

Peierls instability leading to a charge density wave due to nesting, with a gap in the spectrum. At

finite temperatures, the gap shrinks and vanishes at TCDW above which the system is metallic. As

V increases, the ground state of the system evolves through this charge ordered state resulting

in a bipolaronic insulator at large V . This can be understood due to a mechanism similar to

super-exchange for the spins. Since U is absent, there is no energy cost for double occupancy

and a bipolaronic state lowers the energy through virtual fluctuations of charge. In this limit

the physics can be described using a nearest neighbor interaction model, i.e., H “ α
ř

xi jy nin j
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Figure 2.5: The phase diagram of the Holstein model on a two dimensional square lattice at half
filling. CO, NMM, PI, PG represent charge ordered insulator, nonmagnetic metal, bipolaronic
insulator and pseudogap phases.
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Figure 2.6: Density of state for Holstein Model for different temperature at V “ 2.0.
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where α „ p1{V q and hence the charge ordering temperature goes as p1{V q. At intermediate

values of V , a pseudogap phase intervenes which has spectral and transport features similar to

the one previously mentioned. The finite temperature, large V phase is insulating with charges

remaining as bipolarons, but losing their long range order. The spin degrees of freedom are

passive in the entire phase diagram and the magnetization vanishes. We give the phase diagrams

in V ´T planes in Fig. (2.5). CDW transition temperature increase with V . With increasing

temperature system goes from an insulating state to a metallic state near the CDW transition

temperature. However, in the strong coupling limit new energy scale emerges and TCDW91{V .

TCDW decreases with V for large values V and there is a temperature window in between 1{V

and V where spectrum is gapped even in the absence of any CDW order.

Density of state

We have shown the temperature evolution of density of states in the Fig. (2.6) for V “ 2. Density

of states shows a gap in the spectrum at lowest temperature due to the onset of charge density

wave. The gap in the density of state decreases with increasing temperature.

2.5.3 The attractive Hubbard model and BCS-BEC crossover

We will now discuss the attractive Hubbard model on a two dimensional square lattice

H “
ÿ

xi jyσ

ti jc
:

iσ c jσ ´|U |
ÿ

i

niÒniÓ (2.49)

This model has a superconducting ground state at all values of U . In the weak coupling limit

(U ! ti j) it shows a standard BCS superconducting state whereas in the strong coupling limit

(U " ti j) it has a Bose-Einstein condensation (BEC) of local pairs. Due to the small value of

binding energy in the weak coupling limit, Cooper pairs have very large size and have strong

overlap amongst them. In the opposite limit of strong interactions, size of the Cooper pairs

becomes very small and they can be thought of as charged Bosons. In this limit global super-
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Figure 2.7: Phase diagram of attractive Hubbard Model in the U ´T plane.

conductivity arises not because of formation of Cooper pairs as it happens in the weak coupling

limit. Superconducting transition temperature (Tc) is determined by the superfluid transition

which is related to the Bose condensation of the electron pairs. In this region Tc is not deter-

mined by the breaking of the Cooper pairs which is of the order of gap in the spectrum. Global

superconductivity sets in when the phase coherence appears in the condensate and the Tc scale

is determined by the superfluid stiffness.

Fig. (2.7) shows the different phases of the attractive Hubbard Model. In the weak cou-

pling region there is a transition from the ungapped (UG) state to superconducting (SC) state

at low temperatures. Pseudogap(PG) features appear in the intermediate coupling due thermal
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fluctuations of the order parameter. In the strong coupling region the system goes to a non-

superconducting, gaped(G) state above the superconducting transition temperature.
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Chapter 3
Hubbard-Holstein Model on a square lattice

3.1 Introduction

Several materials, notably transition metal oxides[6], exhibit strong Coulomb interactions among

their constituent electrons[71] as well as strong coupling between electrons with the underlying

lattice[30]. Interplay of such competing many body interactions often leads to emergence of ef-

fective energy scales and various broken symmetry phases and transitions among them, giving

rise to significant changes in their low energy behavior[72, 73]. Understanding the combined

effect of these two is a challenging problem and there has been some remarkable progress in

the last couple of decades. Some of the systems that are known to have both these interactions

playing a role include high Tc superconducting cuprates[74–78], alkali doped fullerides[79–81],

bismuthates[82, 83], and most notably doped manganites[84, 85]. The electron-phonon inter-

action can give rise to instabalities of the metallic state e.g., to charge density wave and conven-

tional superconductivity. Effective mass of the electrons in a metallic system can increase in

many fold in the presence of e´ ph interaction due to strong polaronic effects. Electrical resis-

tivity have contribution from the electron-phonon interaction in metal and semiconductor. They

also contribute to the optical absorption in indirect-gap semiconductor. e´ ph interaction helps

to thermalize hot electrons and distort the band structure. This leads to characteristic kinks and
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Kohn anomalies in photoemission and Raman and neutron spectra . In cuprates strong e´ e in-

teraction is responsible for the Mott insulating state in the undoped region and also related to the

linear temperature dependence of the resisitivity in doped samples. Phonon was not visible in

early experimental setups and believed that phonon does not play any role in Cuprates. However

various experiments such as isotopic effects , polaronic spectroscopic features in underdoped

cuprates confirms the presence of e´ ph interaction.

In cuprates[74, 86], kinks observed in ARPES are believed to be features arising from strong

electron-phonon coupling which also give rise to prominent features in inelastic neutron scat-

tering and tunneling. The system also has strong electron-electron interactions as evidenced

by the Mott insulating state of the parent compound. In fullerides, an antiferromagnetic phase

stabilized by Coulomb interactions, evolves to an s-wave superconducting state and it is be-

lieved that phonon effects are likely to be present. In doped bismuthates, a charge density

wave[87] transforms to a s-wave superconducting state upon doping; valence skipping arising

due to Coulomb interactions and coupling of charge carriers to breathing mode phonons are

believed to be responsible for the behavior. Manganites[88–90] present the most compelling

case where orbitally degenerate electrons experience strong Mott-Hubbard interactions and are

also coupled to octahedral symmetry lifting Jahn-Teller phonon modes. It is being realised that

conventional way of treating only one of the interactions is inadequate for a proper understand-

ing of these materials.

The Holstein-Hubbard Model [61, 91–104] is the simplest starting point to theoretically ex-

plore the combined effect of these two interactions. It describes a single-band electron cou-

pled to an Einstein phonon mode. The Coulomb interaction is modeled by an on-site Hubbard

term capturing the energy cost when two electrons of opposite spins are present at a given

site. In real systems, this model could be an oversimplification. There could be multiple or-

bitals relevant[105] as in manganites, leading to inter- and intra- Coulomb matrix elements.
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There could also be multiple phonon modes involved as happens in Jahn-Teller systems[14].

However, general features, leaving out specifics such as orbital ordering, would be very well

captured by the simplest model itself. For example, on a two dimensional square lattice at half

filling, the Hubbard interaction is expected to give rise to a weak coupling spin density wave

transforming to a local moment antiferromagnetic Mott-Hubbard insulator at strong coupling

accompanied by a metal-insulator transition at finite temperatures[68, 106]. On the contrary,

the Holstein interaction promotes coexisting charge density wave and superconducting ground

states, if phonon dynamics is retained. However, for static phonons, it is expected that a weak

coupling charge density wave state would crossover to a bipolaronic insulator at strong cou-

pling. Obviously, these phases will compete strongly when both interactions are present. Moti-

vated by this, there has been several studies in recent years. These include analysis of various

aspects of the problem using Migdal-Eliashberg theory[94], quantum Monte Carlo[94, 107],

Exact diagonalisation[108, 109], variational treatments[110] such as Gutzwiller approxima-

tion for correlation, and dynamic mean field [92, 111–114] theory. In particular, Bauer and

Hewson[113] studied the ground state of the model at half filling using DMFT[98, 115–118]

in conjunction with numerical re-normalization group[119, 120]. A recent study[92] using dy-

namical mean field theory with continuous time quantum Monte Carlo as an impurity solver

has brought out several interesting features . These include strong re-normalization of super-

conducting Tc and the emergence of a paramagnetic metallic phase in the weak coupling limit.

While DMFT is by far one of the most reliable tools to study strongly correlated systems, it

has certain limitations. It is exact in infinite dimensions or when coordination number is large;

however the theory being a local one does not capture the full real space features. If the system

has geometrical constraints or frustration, a local theory will not be able to shed light on features

intrinsic to them. It is also not possible to include disorder in any meaningful way since crucial

features of interference cannot be captured in a single site theory. Some new techniques are

needed to overcome these problems and complement DMFT in cases mentioned above. While
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such methods too will have their own limitations, range of applicability, they may be able to

explore systems that DMFT cannot handle, especially when they are bench-marked in known

cases. We use such a method to explore the problem at hand.

The method[12, 68, 69, 106, 121–124] includes rewriting the quartic fermion interaction in

terms of auxiliary fields corresponding to charge and spin degrees of freedom. However, the

resulting problem is still a many body one, albeit with new fields. To simplify matters, we con-

centrate on the static part of these fields[123, 124] and also assume that the phonons are static.

This results in a problem of a single band electron moving in the background of three classical

fields : the charge and magnetisation auxiliary fields and lattice displacements. At any temper-

ature, the statistically significant configurations of classical fields can be sampled employing a

Monte Carlo (MC) procedure[66, 75]. The electron problem can be solved by exact diagonal-

isation. The method captures both weak and strong coupling regimes as described in Section III.

We find that when only the Hubbard interaction is present, the system evolves from a Slater[125]

to a Mott insulator[6] with non monotonic variation of the Neel temperature. When only the

lattice coupling is present, it transforms from a weak coupling charge density wave[87] to a

bipolaronic insulator at strong coupling. When both are present, a critical line separates the two

phases. At finite temperatures, the disordered phase appears to be metallic at weak coupling,

but insulating at strong coupling. However, at intermediate coupling significant pseudogap fea-

tures appear[70] in the spectral function that modifies response of the electronic system such as

optical transport in a significant way

In Section II, we describe the model in detail and the method employed. Section III is de-

voted to bench-marking with previous studies when only one of the interactions is present. In

the next section, we give the ground state (low temperature) phase diagram of the model result-
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ing from the present study, followed by a detailed finite temperature analysis of the electronic

properties. Finally we conclude, describing the limitations of the method, advantages it has,

and spell out future plans.

3.2 Model and the static auxiliary field method

As mentioned earlier, we look at the simplest model of a one-band electronic model coupled

to a single mode Einstein phonon with the Coulomb interaction assumed to be local. The

Hamiltonian is given by

H “ Htb`HHubbard`Hel´ph`Hph

Htb “ ´t
ÿ

〈i j〉,σ
c:iσ c jσ `h.c.

HHubbard “ U
ÿ

i

niÒniÓ

Hph “
ÿ

i

p2

2m
`

K
2

ÿ

i

Q2

Hel´ph “ g
ÿ

i

pni´ 〈ni〉qQi (3.1)

Here Htb is the kinetic energy of the electronic system with t being the hopping parameter,

ci being an electron destruction operator at site i, and 〈i j〉 representing the nearest neighbors j

of site i. U is the on-site Hubbard interaction and g is Holstein electron-phonon coupling. Hph is

the Hamiltonian for the Einstein phonon with frequency ω “
a

K{m. Since we are interested in

half filling 〈ni〉 “ 1. Since the classical single-site Holstein Hamiltonian has a polaronic mini-

mum with a distortion ρ “ pg{Kq, and polaronic binding energy Epol “´
`

g2{2K
˘

, we scale the

phonon coordinate Q by ρ and phonon energies by
ˇ

ˇEpol
ˇ

ˇ. This results in a single dimensionless

parameter (scaled in terms of energy unit t) for the phonon part of the Hamiltonian which we

demote as V . From now on, we denote the dimensionless Hubbard interaction (in units of t) as

U . We shall explore the physics of this model as functions of these two dimensionless parame-
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ters.

To simplify this many body problem, we perform a Hubbard-Stratanovich (HS)[12, 121] trans-

formation of the quartic interaction term by introducing two auxiliary fields, one each for the

charge and magnetization sectors,. The scalar valued charge auxiliary field at each site is φipτq

and the vector-valued magnetization auxiliary field is mipτq. This results in a quadratic fermion

problem in which fermions move around in a (quantum mechanical, time-dependent) back-

ground of the two auxiliary fields and the phonon field which is computationally, still, a chal-

lenging problem. We make the following approximations. We assume that all the three back-

ground fields are classical and hence neglect their time-dependence. We retain their spatial

dependence and do a numerically exact thermal average of their configurations at every temper-

ature.

The partitions function is given by

Z “

ż

Πi
dc:i dcidφidmi

4π2U
dQi exp

˜

´

ż

β

0
dτLpτq

¸

,

Lpτq “
ÿ

i,σ

c:iσ pτqBτciσ pτq´ t
ÿ

〈i j〉,σ
c:iσ c jσ

` Lcl pφi pτq ,mi pτqq`Lph,

Lcl “
ÿ

i

„

φ 2
i

U
` iφini`

m2
i

U
´2mi ¨ si



, (3.2)

where Lph is the phonon Lagrangian.

We limit ourselves to half-filling, i.e., one electron per site, in this paper. In spirit of it, we

make a saddle point approximation for the static charge field, i.e., φiÑxφy “ pU{2qxniy “U{2,

and this is taken to be site independent.
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Upon rescaling mi Ñ pU{2qmi, the resulting Hamiltonian reads :[106, 124]

He f f “ ´t
ÿ

xi jy,σ

c:iσ c jσ ´µe f f N´
U
2

ÿ

i

mi ¨~σi`
U
4

ÿ

i

m2
i

` V
ÿ

i

pni´ 〈ni〉qQi`V
ÿ

i

Q2
i (3.3)

where µe f f “ µ´U{2 with the partition function being given by

Z“

ż

DmDQD
”

c:,c
ı

exp
`

´βHe f f
˘

. (3.4)

For a given configuration of Qi and mi, the Hamiltonian (quadratic in fermions) need to be

diagonalised just once. However, one needs to sample most probable configurations of both Qi

and mi at every temperature and they have to be determined from corresponding distributions :

PpQiq “

ş

DmTrc,c:e´βHe f f

ş

DmDQTrc,c:e´βHe f f
(3.5)

Ppmiq “

ş

DQTrc,c:e´βHe f f

ş

DmDQTrc,c:e´βHe f f
(3.6)

While it appears that the neglect of time dependent effects reduces this method to unrestricted

Hartree-Fock for the ground state, it retains the full classical thermal fluctuations in an unbiased

way which leads to significant changes from HF results at finite temperature and smoothly in-

terpolates between known limits at weak and strong coupling.

The probability distribution functions appearing above are not exactly calculable since they in-

volve tracing over fermions and integrating over all static configurations of the classical fields.

We generate the equilibrium configurations for the classical field self-consistently using a Monte

Carlo method[88]. This is achieved by starting with a given set of configurations, and attempting

an update which requires diagonalising the fermion Hamiltonian and generating most probable

configurations using the standard MC method. However, this severely restricts the system size
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of the problem, even though the fermionic part is quadratic. To explore higher system sizes,

we use a traveling cluster algorithm[66], in which a small cluster around the reference site is

diagonlized and energy cost evaluated for MC update. During the MC procedure, as the refer-

ence site keeps moving on the lattice, so does the cluster. The results presented in this paper

employ a cluster size of 8ˆ 8 and the largest system size used is 32ˆ 32. Once the system

reaches equilibrium, we evaluate thermal averages of structure factor for charge density and

magnetization.

N pqq “
1

N2

ÿ

i j

〈
nin j

〉
eiq¨pRi´R jq (3.7)

S pqq “
1

N2

ÿ

i j

〈
mi ¨m j

〉
eiq¨pRi´R jq (3.8)

Spectral and transport properties for the fermion system have also been evaluated in thermal

equilibrium which is described in Section V.

3.3 Exploring the Hubbard and Holstein Physics

In this section, we present the phase diagram of the model for the individual cases when either

the Holstein term is absent (the Hubbard model), and when the Hubbard term is absent (the

Holstein model). Both these problems have been studied extensively in the past and it will help

us benchmark our results.

When the Holstein term is absent, the model reduces to a single band Hubbard model on a two

dimensional square lattice at half filling. This does not have a metallic ground state[68–70] for

any nonzero value of U and has long range AF order in the ground state. For small U , a Slater

instability results due to nesting of the Fermi surface and the system is spin density wave with a

gap in the spectrum. For large U , the physics of super exchange takes over, due to the ”no dou-
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ble occupancy constraint” and the resulting kinetic energy reduction due to virtual hopping. The

system is a Mott-Hubbard insulator with local moments present whose low energy properties

are governed by the anti-ferromagnetic Heisenberg model. The magnetic transitions resulting

from these two behaviors have very different U dependence. At small U the TN scales with U as

expected in an unrestricted HF treatment. However, at large U , TN „ p1{Uq due to Mott physics.

The present method captures both these behaviors very well. The finite temperature phase di-

agram also looks qualitatively different from the HF phenomenology. While for small U , the

Slater gap closes at TN leading to a metallic paramagnetic state, there is a pseudogap state that

appears at intermediate values which crosses over to a paramagnetic Mott-Hubbard insulating

state at large U . The paramagnetic state has strong AF fluctuations, especially in the interme-

diate range of the coupling constant which results in pseudogap features in the spectral function.

We now consider the case when the Hubbard term is absent, resulting in the half filled Hol-

stein model on a two dimensional square lattice. This model again does not have a metallic

ground state for any nonzero V . For small V , there is a Peierls instability leading to a charge

density wave due to nesting, with a gap in the spectrum. At finite temperatures, the gap shrinks

and vanishes at TCDW above which the system is metallic. As V increases, the ground state of

the system evolves through this charge ordered state resulting in a bipolaronic insulator at large

V . This can be understood due to a mechanism similar to super-exchange for the spins. Since U

is absent, there is no energy cost for double occupancy and a bipolaronic state lowers the energy

through virtual fluctuations of charge. In this limit the physics can be described using a nearest

neighbor interaction model, i.e., H “ α
ř

xi jy nin j where α „ p1{V q and hence the charge or-

dering temperature goes as p1{V q. At intermediate values of V , a pseudogap phase intervenes

which has spectral and transport features similar to the one previously mentioned. The finite

temperature, large V phase is insulating with charges remaining as bipolarons, but losing their

long range order.The spin degrees of freedom are passive in the entire phase diagram and the
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magnetization vanishes. We give the two phase diagrams in U ´ T and V ´ T planes in Fig.

(3.1).

In passing, we wish to point out that the above results are indeed not exactly what is ex-

pected in two dimensions since there cannot be any finite-temperature transitions. These results

should be taken as suggestive of what would happen in higher dimensions or as crossover scales

where correlation lengths increase rapidly. (See the concluding section.) Further, we character-

ize the pseudogap phase as one in which the density of states does not have any perceptible hard

gap, but has a dip at the chemical potential, suggesting a dramatic decrease of the low-energy

spectral weight. There is no real phase transition occurring here. It should be thought of as a

crossover to a region where the density of state appears quite different from that of an insulator

with a hard gap.

3.4 Ground state properties and Phase Transitions

Having clarified the trends that one obtains for the Hubbard and Holstein interactions sepa-

rately, we now proceed to discuss the results for the full problem. However, in this section,

we will concentrate on the ground state properties and the nature of the phase transitions at

finite temperatures. This includes the U ´V phase diagram at T “ 0, spectral functions of the

fermions, probability density functions for the lattice variables, and charge and magnetisation

field configurations in real space. The above information would help us correlate various trends

and elucidate the physics that emerges. As the phases change while changing parameters, we

will see that correlated changes occur in properties of the fermionic, phononic, and auxiliary

field variables.
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Figure 3.1: (a) The phase diagram of the Hubbard model on a two dimensional square lattice
at half filling. AFI, PM, PI, PG represent antiferromagnetic insulator, paramagnetic metal,
paramagnetic insulator and pseudogap phases. (b) The phase diagram of the Holstein model on
a two dimensional square lattice at half filling. CO, NMM, BPI, PG represent charge ordered
insulator, nonmagnetic metal, bipolaronic insulator and pseudogap phases.
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In Fig. (3.2) we present the ground state phase diagram of the Holstein-Hubbard model as

a function of U and V . As expected the results along the horizontal and vertical axes (cor-

responding to cases when one of the parameters is absent) confirm to the discussion in the

previous section. The phase diagram is almost entirely dominated by insulating regions. This

is not surprising since individually, each interaction tries to localize electrons giving rise to a

band/Mott/bipolaronic insulator. In the intermediate[92, 95] to large values of the scaled param-

eters, there is a transition between a charge disordered magnetic insulator to a charge ordered

nonmagnetic insulator. For example, at large values of U , an otherwise MI in absence of Hol-

stein interaction, transforms to a BPI as V increases. This is a result of the two competing

interactions. While a large U tries to localize individual electrons at every lattice site at half

filling, the Holstein interaction develops bipolaronic instability as discussed in the last section.

When the energy scales become comparable, the system develops an instability and moves from

one to the other..Notice that the spin structure factor at pπ,πq is nonzero in AF phase, Spqq “ 0

in BPI phase signaling a nonmagnetic state. Similarly, the charge structure factor has a peak

at q “ p0,0q in AF phase, the modulation vector changes to pπ,πq in BPI phase. At interme-

diate values of U and V this behavior persists for both the structure factors but is much less

pronounced compared to the strong coupling limit. This is the crossover regime between the

Slater-MHI due to Hubbard correlations and Peierls-BPI crossover due to Holstein interaction.

Fig. (3.3) depicts trends of both the structure factors as a function of U and V and confirms

our conclusion about the transitions. However, there exists a thin sliver of window in the U´V

plane at low interaction strengths where the system is metallic. This is in contrast to the case

where the system is insulating when only one of the interactions is present This behavior is

exemplified in Fig. (3.3) where structure factor at these values are plotted. A metallic phase

appears in the weak coupling region where the effect of the competition becomes stronger. This

metalic phase has a finite DoS at the Fermi energy. Optical conductivity shows Drude like be-
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havior (shown in Fig (3.7)) . This metallic state is susceptible to charge or spin ordered state

at low enough temperature. Close to zero temperature our method becomes equivalent to the

mean-field theory. At zero temperature within mean-field theory system develop a gap in the

DoS due to magnetic or charge ordering. This metallic behavior has been observed in previous

studies of this model employing DMFT[92, 95] using continuous time QMC and NRG as impu-

rity solvers. This unexpected metallic phase results from the fact that while the nesting[87, 125]

at half filling in the two dimensional tight binding model supports magnetic or charge order-

ing instabilities separately, the competing interactions have a destructive effect on the transition

since it frustrates different degrees of freedom, viz., charge and spin in our case. The energy

gained by a small mean field gap opening up in either channel is not sufficient to lower the

absolute ground state energy when the other channel is included. This phase, in fact, brings out

the true competition between the two interactions, where one acts predominantly over the spin

sector while the other over the charge sector. Further, notice that the phase boundaries merge

to zero values of both parameters in our case in contrast to DMFT results. This is easily under-

stood since, our exact numerical method preserves the nesting instability of the two dimensional

non-interacting electron system whereas methods such as DMFT ignore them.

The structure of Fermi surface of the free electron can give rise to magnetic instability

in the system. Tight binding square lattice has a nested Fermi-surface namely εk`Q “ εk for

Q“ pπ,πq. The non-interacting susceptibility diverges at this momentum(Q) and a small finite

repulsive interaction give rise a magnetic ordered ground state. Introduction of the t 1 destroys

this nesting properties and introduces frustration in the system. local interaction such Hubbard

U can give rise to magnetic ground state at a critical Uc. There other way one can introduce

frustration in the system. Strong long range interaction can also give rise competing magnetic

interaction. Tendency towards a magnetic ordered state becomes weaker away from the com-

mensurate filling factor.

95



CHAPTER 3. HUBBARD-HOLSTEIN MODEL ON A SQUARE LATTICE 3.4. GROUND STATE PROPERTIES AND PHASE TRANSITIONS

0 1 2 3 4 5 6 7 8
U

0

1

2

3

4

5

6

V

(a)

AFI

COI

NMM

0 1 2 3 4 5 6 7 8
U

0

1

2

3

4

5

6

V

(b)

AFI

COI

NMM

Figure 3.2: The ground state and finite temperature phase diagram of the Holstein-Hubbard
model as a function of scaled parameters U and V . AFI, COI, NMM represent antiferromagnetic
insulating, charge ordered insulating and nonmagnetic metal phases. The transition between
AFI and COI is a weak first order one. The temperatures are (a) T “ 0.001 and (b) T “ 0.050

The MC procedure allows us to track the PDF of the phonon displacement variables across

the transitions/crossover which is plotted in Fig. (3.4). In the AF phases we see that PpQq is

a unimodal function peaked at Q “ 0, which implies that while every lattice site is distorted, it

accommodates at most one electron per site. The distribution grows sharper as we grow from

Slater to Mott limit, but the unimodal nature does not change. In this limit, Hubbard correla-
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Figure 3.3: Temperature versus structure factor corresponding to charge density wave
Npπ,πq(left) and anti-ferromagnetic Spπ,πq(right) structure factor.

tions play a larger role and the system tries to reduce the maximum number of electrons to one

per site. At intermediate and strong coupling, at fixed U as we increase V , we find that this

unimodal distribution slowly crosses over to a bimodal one. This occurs because of the weak-

ening of the Hubbard correlation and increasing role of the polaronic distortion energies. Two

electrons of opposite spin occupying the same site lowers the electron phone energy more and

the system develops a bipolaronic instability. In the nontrivial metallic phase, while every site
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is still distorted, the amplitude is very small. These results, indeed, correlate with the charge

structure factor and phonon probability distribution function.
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Figure 3.4: Phonon probability distribution for different values of U at V “ 2.0,T “ 0.001.

Our method allows us to provide a direct picture of the real space correlations between the

static magnetic auxiliary field, charge density, and the phonon variables at a given site. This

will elucidate the character of the transition and especially the metallic phase that arises. In Fig.

(3.5) we present snapshots of spin and charge over the lattice for a given set of parameters at a

given instant of MC simulation after the system has equilibrated. As expected, for lower values

of V , spin correlations develop as U increases moving to a local moment value in the MI phase.

Such spin correlations are absent in the COI phase. On the contrary, charge densities modulate

as V is changed for a given U resulting in a bipolaronic state. In the corresponding phases spin

modulation is negligible. In the metallic phase, both densities remain negligible on an average,

but there are fluctuations. The snapshots show a given configuration with some variation in the

densities. However, an average over such configurations results in uniform charge density and

negligible magnetization confirming that it is indeed a metallic phase.
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The various physical quantities that we have used to characterize the ground state properties

confirm to the expected behavior and is reflected in such diverse variables as charge, magne-

tization, distribution of lattice displacements, and fermion spectral functions. The real space

picture gives a handle on how to correlate them. As will be discussed in the final section, this

gives added advantage of visualizing such changes in non-trivial geometries and especially on

frustrated lattices, which is intractable or computationally expensive using other methods such

as DMFT or its cluster variants.

To conclude this section, within the static auxiliary field approximation of the decoupled HS

fields that we have resorted to, we find a phase diagram that at low values of electron-phonon

coupling crosses over from a Slater to MH insulator as U is increased, and a Peierls to BPI

as V is increases for low values of Hubbard interaction. At intermediate to large values of

coupling, there is a transition from anti-ferromagnetic MHI to a nonmagnetic charge ordered or

bipolaronic insulator. However, there is a sliver of metallic phase at low coupling that results

from frustrating effects of two interactions in different (charge and spin) channels. The behavior

of different degrees of freedom correlate with these changes providing us with an efficient way

to extract physics from weak to strong coupling.

3.5 Spectral and Transport Properties

Significant changes are expected in the phase diagram at finite temperatures due to the inclu-

sion of ”full” thermal fluctuations of the static field through configuration sampling. This was

already noted in Section III where the effect of each interaction was looked at separately. In this

section we present the results for various physical properties at finite temperatures and converge

on the finite temperature phase diagram.
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Figure 3.5: (upper)Charge(ni) and (lower)spin configuration (Si.S0) for U “ 2.0. Temperature
increases from left to right. Centre column shows the configuration near the Tc. Three rows for
V “ 0.50(top), 1.0(middle), 2.0(bottom) and the system size is 32ˆ32.
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Fig. (3.6) shows the thermal averaged single electron spectral function Apωq for different pa-

rameters at different temperatures. Deep in the insulating phase and at low temperatures they

show a very clear gap and there are no states available at the Fermi energy as expected. In the

region where metallic ground state appears, on the contrary, there is nonzero spectral weight at

the Fermi energy even at the lowest temperatures. As temperature increases, we notice three

regimes signifying different spectral features. For large values of U and/or V , we find that the

gap persists even for large temperature. This is due to the Mott-Hubbard or bipolaronic nature

of the phases. The fact that this feature survives at these values of parameters shows that the

present method is capable of capturing the strong coupling physics of this problem in both chan-

nels. At weak couplings, where a Slater or Peierls insulating phase is expected or the metallic

phase emerges, the spectral features are very different at high temperatures. The gap vanishes

entirely in the former cases and there is sufficient weight at the Fermi energy in all the three

regimes. This clearly shows that the gap arises solely due to the nesting instability of the un-

derlying Fermi system and the resulting order in either spin or charge channels. Once the order

is destroyed, so does the gap. The most interesting features arise at intermediate values. Here

a hard gap is not seen though there is significant reduction of spectral weight near the Fermi

energy. There is spectral weight transfer from the coherence peaks to energies within the gap.

This pseudogap feature arises due to persistence of local correlations in static fields even after

the long range order is destroyed.

The MC snapshots throw more light on the existence of short range order in either spin or

charge degrees of freedom at temperatures near or above the ordering temperatures. This is

shown in Fig. (3.5). In each case, the states evolve from the ground states shown in Fig. (3.5).

However, unlike the low coupling counterparts, the local order persists even above transition
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Figure 3.6: Density of state for different values temperature at constant V=2.00 and U vary-
ing across the charge density wave - anti-ferromagnetic transition. Temperature points are
0.001,0.10,0.20,0.30 with increasing dash length.
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temperatures. This local order, we believe, is the reason for appearance of pseudogap like fea-

tures in spectral functions. However, unlike the strong coupling cases, where a local moment

or a bipolaron formation is favored and the spectrum shows a hard gap, the intermediate range

does allow fluctuations in charge and spin variables at very site, leading to spectral weight ap-

pearing in the otherwise gapped region. We have verified that the phonon PDFs also exhibit

persistence of bimodality in this region.

The transport can be captured in an exact way without resorting to approximations as in

cluster-DMFT. To this end, we use Kubo formula[124] for the in-plane resistivity which in-

volves the exact eigenvalues and wave functions of fermions obtained from diagonalisation at

several equilibrium configurations. Fig. (3.7) shows the evolution of optical conductivity for a

fixed value of V , but for varying U at different temperatures. A notable feature is the non-Drude

behavior of σ pωq. Further, the pronounced low frequency hump in the optical conductivity for

small frequencies evolves into an inter band Hubbard peak as U increases. A similar feature

has been observed as we vary V where the Hubbard peak gets replaced by the higher energy

bipolaronic peak. The non-Drude behavior emanates from the pseudogap nature of the elec-

tronic spectral function that originates from strong local charge/spin fluctuations as discussed

earlier. The dc resistivity is plotted in Fig. (3.8) for a fixed value of V , but varying values of

U at different temperatures. A Metal to Insulator (MIT) is clearly visible for weak coupling

regime (U “ 1) in the inset.

Finally, we present the finite temperature phase diagram of the model in Fig. (3.9). The

phases include AF or CO insulating phases at low temperatures except for the sliver of metal-

lic phase discussed earlier, metallic nonmagnetic phases at weak couplings, Mott-Hubbard and
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Figure 3.7: Temperature dependence of the Optical conductivity for different values of U and
V . Temperature points are 0.001,0.10,0.20,0.30 with increasing dash length.

bipolaronic insulating phases at large couplings, and the pseudogap phase at intermediate cou-

pling. The high temperature behavior from metallic to insulating one is a crossover. Note that

we characterize the finite temperature metallic phase by sign of the temperature variation of

the resistivity, dρ{dT . It remains open as to how these instabilities would be affected due to
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Figure 3.8: Temperature dependence of resistivity, ρpT q for various values of U at V “ 2.0.
Metal- Insulator transition in the weak coupling region for U “ 1.0(inset).

quantum dynamics of the auxiliary field or phonons. However, remarkable qualitative agree-

ment with previous DMFT studies suggests that the quantum dynamics of these fields may not

be relevant for the regime we have concentrated on. Further, it appears that the current method

may be used for geometry and systems where DMFT treatment may not be applicable as we

discuss below.

3.6 Conclusions

We presented above a numerical study of the static Holstein-Hubbard model by employing

Hubbard-Stratanovich auxiliary fields for the charge and spin sectors. It captures many of the

features obtained in previous DMF studies. More importantly, it sheds light into new physics

at finite temperatures and intermediate couplings due to the inclusion of spatial dependence

(unlike DMFT) and classical thermal fluctuations through configuration sampling. The method

works very well at all strengths of coupling. Being a real space method it allows one to visu-
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Figure 3.9: Transition temperature for the charge density wave and antiferromagnetic phase for
different values of U and V .

alise the phases at various temperatures and how different orders develop and transform into

others. It is numerically more efficient and large system sizes can be accessed. Various physical

properties, such as single particle spectral functions, phonon distributions, and transport can be

readily evaluated.

The salient results include the appearance of a nonmagnetic metallic phase at low values of

coupling parameters, which was also seen in previous DMFT study, in addition to the ordered

phases, including antiferromagnetic and charge modulated ones. However, the finite temper-

ature phase diagram shows rich features and includes a pseudogap phase at intermediate cou-

pling. This arises due to the persistence of local order in charge and spin degrees. Inclusion of

spatial correlations is essential to capture this region. However, a couple of remarks are in order.

Firstly, the ground state transition from AF to CO is expected to be a first order one. However,

we find that this is a very weak transition and we are not able to resolve it accurately within
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the numerical error bars. The weak nature of this transition was also noted in previous DMFT

studies. The low temperature insulating states at small couplings could be a result of the fact

that we used a two dimensional square lattice. This necessarily gives a nesting instability at half

filling and results in Slater or Peirels transition at low temperatures. Inclusion of quantum fluc-

tuations or use of different lattice geometries may obscure these phases. Indeed, DMFT study

shows that the metallic phase exists at low strengths even when one of them is zero. Thirdly,

one could wonder whether these transitions are numerical artifacts since we have used a two

dimensional system. Since thermal fluctuations destroy any order at nonzero temperatures, we

expect TN “ 0 and TCDW “ 0. However, it is expected that there would be a coherence tem-

perature roughly mimicking the above transition temperatures even in two dimensions below

which the correlation lengths increase rapidly. In other-wards, the system enters the renormal-

ized classical regime[106]. If so, even a weak coupling to a third dimension will stabilize the

ordered phases. There could be some qualitative changes such as disappearance of insulating

phases at weak couplings since nesting is no longer possible, but we expect gross features to

remain the same.

The method presented neglects time dependence in auxiliary fields and phonons. Compari-

son of our results with previous DMFT studies suggests that quantum dynamical effects may

not be highly relevant for these phases especially since the system orders at low temperatures.

However, this is indeed a handicap and does not allow us to explore other instabilities such as

superconductivity. The present method may be thought of in the same spirit as spin wave theory

applied to correlated electrons. Essentially, one is looking at how fermion dynamics changes

when coupled to thermally fluctuating background classical fields. A natural way of capturing

corrections would be to allow small amplitude fluctuation of the classical variables around their

equilibrium value at a Gaussian level and look at the stability of phases. That necessitates a new

line of study and we postpone it for future.
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The method can be expanded to study many problems of current interest. We mention a couple

of them. In the present study we have limited ourselves to a single band Hubbard model coupled

to a single phonon mode. Many interesting realistic systems, such as manganites[84, 85] and

iridates[126], involve multi orbitals and multi phonon modes. However, the present method can

be generalised naturally to include them. The computational complexity increases marginally,

but the problem is tractable within the approximations used. Most theoretical studies discusses

the properties of the Holstein model with single phonon mode. But in real material there are

many optical and acoustic phonon modes. It is assumed that coupling of one mode is large com-

pared to others and perturbatively the effect of other modes are small. Also Numerical methods

such as exact diagonalization, diagramatic Monte Carlo and variational methods becomes very

expensive once one include more phonon mode. But Within our methods we can include more

with less numerical cost. The generalized Holstein Hamiltonian is [30]

H “
ÿ

kσ

εkc:kσ
ckσ `

ÿ

qα

Ω
q
αbα:

q bα
q `

ÿ

α,k,q

gα
?

N
c:k´qσ

ckσ pbα:
q `bα

´qq (3.9)

Second term describe phonon modes (acoustic or optical ) and third describes electron-phonon

coupling. Phonon needs to interact non-locally describe the Debye phonons . In real space

Debye phonon can be described as

Hph “
ÿ

i

1
2m

P2
i `

K
2

ÿ

xi, jy

pxi´ x jq
2 (3.10)

with Ωq “ 2
b

K
m |sinpqa{2q| . In the low energy region (k Ñ 0) phonon dispersion become

Ωq“ v|q| and v“ a
b

K
m is the sound velocity . We can drop the kinetic part of phonons assuming

phonon mass is very large and do Monte Carlo sampleing of the phonon displacement as we

did for the single mode Holstein model.

The method could also be extended to study interfaces[127] and/or heterostructures[128] of
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correlated, electron-phonon problems which are difficult to handle in conventional methods that

are being currently used.

A central feature of the method lies in capturing spatial correlations. This is essential for captur-

ing features arising due to local order. More importantly, methods such as DMFT that neglect

spatial dependence are not suited to study geometries[126, 129, 130] where spatial features are

important. A case in relevance is the Holstein-Hubbard physics in frustrated geometries. We

explore this problem in the next chapter.
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Chapter 4
The Holstein-Hubbard model on a triangular

lattice

Geometric frustration in an interacting electron system is an outstanding problem which has

started receiving attention only in the last couple of decades. Quite generally, it generates non-

trivial magnetic fluctuations, disfavouring long ranged magnetic order, and promotes a complex

electronic state with short range correlations. The nature and impact of such incommensurate

magnetic fluctuations on the metal-insulator transition is much less understood. In several quasi

two dimensional systems (for example, organic salts), frustrations gives rise to a spin liquid

ground state with significant quantum correlations. In three dimensions, such structures may

lead to spin ice behavior and exotic excitations such as magnetic monopoles are expected. Most

of the current studies have revolved around the theme of magnetism in insulating antiferromag-

nets with geometrically frustrating structural motifs. Much less is understood on states close to

Mott transition, or rather the nature of transition itself. The addition of electron-phonon cou-

pling brings in new difficulties since polaronic charge ordering also suffers due to geometrical

constraints. There is only a limited effort in understanding the nature of spatial fluctuations

that could be significant. With this in mind, we explore the Holstein-Hubbard model at half

filling on a geometrically frustrating lattice, namely the triangular one. It is not a bipartite

111



CHAPTER 4. THE HOLSTEIN-HUBBARD MODEL ON A TRIANGULAR LATTICE 4.1. MODEL AND METHODS

lattice and the noninteracting electron dispersion does not have a nested Fermi surface unlike

inn a square lattice. Both these are expected to affect the nature of electronic states significantly.

After a brief introduction to the model that we have used, we first discuss the phase diagram

when either of the two interactions are absent. The results differ qualitatively from the well

studied square lattice geometry. In particular, at weak coupling, there is no charge or magnetic

order even in the ground state, and a critical interaction in either channels is needed to get an

ordered ground state. We explore the evolution of these states as a function of temperature and

study the transport and spectral features.

4.1 Model and Methods

We consider Holstein-Hubbard Model on a square lattice[132–136].

H “ ´
ÿ

xi jy

ti j

´

c:iσ c jσ `h.c.
¯

´µ

ÿ

i

ni`U
ÿ

i

niÒniÓ

`
ÿ

i

´ 1
2M

P2
i `

K
2

Q2
i

¯

´g
ÿ

i

Qini (4.1)

Here, ciσ (c:iσ ) is the annihilation (creation) operator for the fermions on a site i with spin

σ . µ is the chemical potential which fixes the average number of particle xny “ 1. U is the

repulsion energy between two electron on same site with opposite spin. Pi,Qi are the atomic

momentum and displacement operator of the phonon at site i.

The hopping ti j is chosen to be anisotropic. ti j “ t when Ri´R j “˘a0x or ˘a0y where a0

is the lattice spacing and ti j “ t 1 when Ri´R j “˘a0 px`yq. This effectively reduces the square
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lattice to a triangular lattice with anisotropic hopping. t 1 “ t reduces to a square geometry and

t 1 “ 0 gives an isotropic triangular lattice. We set t “ 1. We focus on the isotropic triangular

case for the most of the rest of the chapter, except when it is mentioned otherwise. Introducing

auxiliary fields and treating them and phonons to be classical, we get the effective Hamiltonian

to be

He f f “ ´t
ÿ

xi jy

´

c:iσ c jσ `h.c.
¯

´µ

ÿ

i

ni´
ÿ

i

mi.
ÝÑs i

`
ÿ

i

m2
i

U
`

V
2

ÿ

i

Q2
i ´V

ÿ

i

Qini (4.2)

Since we are focusing on the triangular case, for brevity, we have only used the nearest neighbor

hopping t 1 “ t here. We extract the physics of this model using the Monte Carlo procedure

described earlier, employing a traveling cluster algorithm.

4.2 Results

Fig[4.1] summarizes the main results when either electron-electron of electron-phonon inter-

action is present. We have obtained the phase diagram Fig[4.1(a)] when electron-electron re-

pulsive interaction is absent. In the weak electron-phonon regime the system become metallic

without any ordered phase. This is because, in contrast to the square lattice where due to nest-

ing at the wave-vectorq “ π,π an arbitrarily small enough V would lead to an ordered charge

density wave phase at low temperatures due to Peirels instability, the triangular lattice does not

have the any such nesting wave-vector. A critical V is required to get charge ordering. Critical

temperature below which the ordered phase appears shows a non-monotonic behavior as a func-

tion of V . It increases with V , reaching to a maximum, and then decreases in the strong coupling

region. The strong coupling behavior can be understood by using a second order perturbation

theory assuming that the electron kinetic energy is small compared to V . One will get a term
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Figure 4.1: Finite temperature phase diagram obtained within Monte Carlo calculation on a
32ˆ 32 system for U “ 0(a) and V “ 0(b). Different phases are non-magnetic metal(NMM),
antiferromagnetic (AF) insulator, pseudo-gapped(PG) , gapped and charge density wave (CDW)
insulator.
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nin j where i j restricted over the nearest neighbors of the triangular lattice and strength of this

term is proportional to 1{V . Due to this order a gap opens up in the single particle spectrum at

moderate coupling and at low temperatures. This hard gap vanishes at the critical temperature

with a residual pseudogap remaining in the intermediate regime. This picture changes in the

strong coupling regime. Spectrum continues to have a gap above the critical temperature .

Fig[4.1(b)] presents the phase diagram when electron-phonon interaction is absent. The

nesting argument giving a metallic phase applies to the Hubbard Model also on a triangular

lattice. We need a critical U to have a magnetically ordered state. Critical temperature also

shows a non-monotonic behavior as a function of U . It increases in the weak to moderate

coupling regime. However, in the strong coupling region critical temperature decreases with U

since the order is driven by a super exchange process. In the strong coupling region, we see a

gap in density of state even above the critical the temperature for the magnetic ordered state.

There is also some pseudo-gap region at intermediate temperatures.

Fig[4.2] show the phase diagram at lowest temperature (T “ 0.001) in the tU,Vu plane.

When both U and V are weak there is metallic region without any charge and spin order. As

U or V increases we find spin or charge ordered state. A line U “ 2V separates the charge and

spin ordered phases for large values of U and V .

Fig[4.3] shows the charge and spin structure factors for different values of U,V . In the low

temperature region charge structure factor shows a peak at 2π{3,2π{3 and 4π{3,4π{3. These

are the characteristic ordering wave vectors for the triangular geometry. This two peak structure

vanishes above the critical temperature. In the Fig[4.3] we have chosen two set of values of

U,V for which system has charge or spin ordered state at low temperatures.
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Figure 4.2: Lowest temperature (kBT “ 0.001) phase diagram as a function of U and V . Differ-
ent phases are non-magnetic metal(NMM) , charge ordered insulator (COI) and antiferromag-
netic insulator (AFI)
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Figure 4.6: Ordering wave vector as a function of t 1.

Fig[4.4] shows the charge and spin structure factor for a constant U with different V at the

lowest temperature T “ 0.001. In the small V region system that sustains magnetically ordered

state, spin structure factor shows two peak at 2π{3,2π{3 and 4π{3,4π{3. But for larger values

of V charge ordered state sets in and charge structure factor shows two peak structure. The

contrasting evolutions match with the phase diagram obtained above.

The ordering wave vector seen above is very different from that of the square lattice and evolves

smoothly as the anisotropy of the triangular lattice is changed. In Fig[4.6], we plot the order-

ing wave vector as a function of t 1 (in units of t). For small t 1 we retrieve the ordering vector

Q“ pπ,πq for the square lattice case and persists till about t 1 “ t{2. However, above that value

Q changes smoothly moving over to p2π{3,2π{3q. We expect that the momentum dependence

of the electronic spectral functions will also follow this trend.
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Figure 4.7: Optical conductivity as a function of energy ω for different values of U,V and T .
U “ 3.0 for V “ 2.0paq,6.0pbq and U “ 8.0 for V “ 2.0pcq,8.0pdq

4.3 Spectrum

In the Fig[4.5] we present the single particle density of states for different values of U and V .

As mentioned earlier, in the weak coupling region due to lack of any ordering system shows

metallic behavior and density of states is finite at the Fermi energy(ω “ 0). With increasing

U or V system overcomes frustration and becomes charge or spin ordered at low temperatures.

Fig[4.5](b,c) shows the density of states for parameters when the low temperature phase has

charge and/or spin order. There is a range of temperatures for which the density of states show

pseudogap features and it become gapless at very high temperature. The temperature at which

the gap vanishes scales rapidly with U and V . Fig[4.5](d) shows that the density of states

remains gapped even at highest temperature we have simulated for large values of the coupling.
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Figure 4.8: Resistivity as function of temperature for U “ 6.0.MIT

4.4 Transport

We have calculated the optical conductivity using the Kubo formula. Fig[4.7] presents the

real part of the optical conductivity. Fig[4.7](a) shows the temperature evolution of optical

conductivity for metallic region. At low temperatures optical conductivity shows the Drude

peak at ω “ 0 With increasing temperature the peak value (σpω Ñ 0q) decreases. This is quite

expected because at high temperatures there will be very strong fluctuations of the fields(Qi,mi)

and that will increase scattering rate for the electron moving in this background. There is also a

spectral weight transfer from lower energy to higher energy at higher temperatures. This picture

changes completely in the strongly interacting region where one of ordered phases of charge or

spin sets in. In this phases low temperature has a gap in the single particle density of states. To

have a charge transport in the system one needs to excite an electron with energy larger than the

gap. Optical conductivity reflects this gap which is clearly seen in the Fig[4.7](b,c,d). The gap

increases with increasing U,V .
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Single particle density of states has large spectral weight near the gap and smaller weight

for energies far away from the gap. This behavior of the low temperature density of states gets

reflected in the conductivity. At higher temperatures spectral weight get transferred from higher

to lower energies within the gap. This transfer of spectral weight continues as temperature in-

creases and σpω Ñ 0q is nonzero at sufficiently high temperatures. The temperature scale at

which σpω Ñ 0q becomes nonzero also increases rapidly with U and V . We can see in the

Fig[4.7](d) that the gap persists even at the highest temperatures explored.

We have calculated the resistivity of the system, which is inverse of the zero energy limit of

the optical conductivity for a particular temperature. Fig[4.8] shows the behavior of resistivity

as the system undergoes an insulator-metal-insulator transition at low temperatures for a con-

stant Up“ 6.0q. At small values V it shows a insulating behavior with resistivity increasing

with decreasing temperature. However, for V “ 2.0 the system shows metallic behavior with

dρ{dT ă 0. This is because with increasing V both charge and magnetic order compete with

each other and in the intermediate region neither of them is able to order at even very low tem-

peratures. With further increasing V system goes back to an insulating phase with dρ{dT ą 0

since charge order is promoted.

4.5 Conclusions

In this chapter, we studied the competition between electron-electron and electron-phonon in-

teractions on a triangular lattice. Geometry of the lattice has two effects. Absence of nesting

makes the weak coupling phase metallic. Frustration leads to an order different from the con-

ventional Neel order. We still obtain an order for both charge and spin since the auxiliary field

are treated classically. It is possible that quantum effects could be significant and may eventu-

ally lead to spin liquid like states or polaronic glassy phase, which is beyond the scope of the

present work.
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Chapter 5
Effect of site dilution in the two-dimensional

attractive Hubbard model

5.1 Introduction

The interplay between superconductivity (SC) and disorder is a long standing problem [137–

140]. For weak disorder the two are not expected to be inimical to each other since pairing takes

place between time-reversed states [3] that are present when only potential impurities disorder

the system [141]. In this limit the superconducting state is not expected to be much differ-

ent from the mean field BCS state. In particular, it remains homogeneous in the low-disorder

regime. However, when the disorder is strong, it dramatically alters the superconducting phase

[142]. Large phase fluctuations can reduce the superconducting transition temperature from its

mean field value and in a temperature window between Tc and TBCS, where Tc is the transition

temperature and TBCS is the mean field value expected from the BCS theory, a pseudogap phase

is expected [139]. This is a regime where preformed pairs exist, but global coherence is absent.

Strong disorder also makes the phase highly inhomogeneous. Theoretical studies at strong dis-

order [103, 143–152] reveal the inhomogeneous nature of the SC state, formation of supercon-

ducting puddles and presence of a ”pseudogap phase” where long-range SC order diminishes
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although the quasiparticle gap remains open. While Josephson effect between these puddles

can give rise to a globally SC ground state[153], strong phase fluctuations among them may

lead to an insulating state[146, 154]. Recent experimental studies have probed this behavior

[155–164]. They reveal fragmentation of the superconducting state into islands, pseudogap-like

features in the normal state, and a change in the normal state resistivity suggestive of a metal-

insulator transition (MIT).

Competition between superconductivity and disorder is expected to be more interesting in two

dimensions since arbitrarily small disorder is capable of localizing electrons [165] while the

superconducting transition itself is of Berezenskii-Kosterlitz-Thouless (BKT)-type [166] in na-

ture. Superconductors and superfluids in two dimension goes through a phase transition at finite

temperature known as Berezinskii-Kosterlitz-Thouless (BKT) transition. This phase transition

is not a true phase transition. Correlation length diverges algebrically instead of exponentially

at the transition point. This is driven by the vortex excitations at low temperature and it de-

velops quasi-long-range order due . At low temperature vortices with opposite velocity attract

each other while at high temperature large number of free vortices appear and the system goes

into a disorder phase. The signature of the BKT transition in superconductors is not clear due

to various reasons. One of them is the presence of the quasiparticle excitation limit the temper-

ature range from TBKT to BCS mean field TC where specific feature of BKT transition emerge.

Also to observe BKT features interaction between vortices needs to be logarithmic but screen-

ing modifies this. One way to reduce the screening effect is by reducing the thickness of the

superconducting film but this introduces disorder in the system. In our theoretical studies we

have introduced disorder in form of absence of the attractive sites in the lattice. Increasing

disorder means there is less no of attractive sites to make phase coherence over the whole sam-

ple. System creates isolated region where superconducting phase is coherent but phase between

these regions are incoherent and system goes into non-superconducting phase. Similar picture
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also emerge form the potential disordered systems.

Experimental studies show a superconductor-insulator (SI) transition in many two dimen-

sional systems[167–170], a theoretical understanding of which is still not very satisfactory. An-

other complication arises as one increases the strength of attractive interaction since, in absence

of disorder, this is expected to lead to a BCS-BEC crossover [171–174]. The latter results from

the Bose condensation of local pairs of electrons arising due to enhanced double occupancy for

large local attractive interactions. The physics is remarkably different from the BCS limit; there

is still a large, local pairing gap that is visible in the spectral function, but in contrast to the BCS

limit, Tc is much reduced and does not scale with the pairing gap, though the zero temperature

pairing gap continues to increase with interaction. Phase fluctuations play a dominant role here

and is the cause of suppression of SC order even when there are strong local pairing tendencies.

The effect of disorder in this limit has not been explored adequately.

Further, there are various systems in which a SC ground state is arrived at by doping an in-

sulating host. For example, PbTe is a semiconductor, but when doped with Tl (Pbp1´xqTlxTe)

becomes superconducting beyond a critical xc „ 0.3 [175, 176]. Tc increases with x suggesting

that Tl induces pairing. It is also known that Tc decreases when a superconducting material is

doped with certain atoms. Examples include MgB2 doped with carbon (Mgp1´xqCxB2) [177]

or aluminium (Mgp1´xqAlxB2) [178]. A simple way of modeling such systems is to assume

that a host metal/insulator is doped with inhomogeneous attractive centers which promote local

pairing[179]. As the number of such attractive centers increases, superconducting islands start

to form. However, onset of superconductivity requires percolation of these puddles, thereby

establishing global phase coherence. This problem has several interesting features. Disorder

and superconductivity contribute on an equal footing and the superconducting state is expected

to be intrinsically inhomogeneous, except at low dilution. In absence of attractive centers, the

host could be metallic or nonconducting, though we study only the former in this paper. One

125



CHAPTER 5. EFFECT OF SITE DILUTION IN THE TWO-DIMENSIONAL ATTRACTIVE HUBBARD MODEL 5.1. INTRODUCTION

could also explore the BCS-BEC crossover in the context of dilution of attractive centers if one

is able to handle the regime of large attractive interactions. Thus, the study requires an inher-

ently real-space-based exploration that goes beyond mean field approaches to capture strong

correlations.

Theoretical studies based on the above picture have been carried out previously using mean

field theory [180–182] or quantum Monte Carlo (QMC)[183]. The former does not have the

prospect of studying large interaction strengths. The latter can handle the entire range, but

is numerically expensive with obvious system size limitations; transport is harder to evaluate.

Recently, dynamical mean field theory (DMFT) [115] was employed supplemented with co-

herent potential approximation (CPA) to treat disorder[184, 185]. However, neglect of spatial

correlations lead to unphysical results, especially, at strong interactions. To this end, we use

a numerically less expensive method that captures the entire parameter regime while retaining

thermal fluctuations of the pairing field and is able to shed light on the physics in real space.

We employ the random attractive Hubbard model [186] where the number of attractive cen-

ters is determined by the dilution on an average. We use a real-space Hubbard-Stratanovich

(HS) [144, 187, 188] transformation by introducing auxiliary fields in the pairing and charge

channels that couple to electrons. For simplicity, we assume the auxiliary fields to be classical;

while we allow spatial fluctuations of amplitude and phase of the pairing field, we neglect their

dynamics. This results in studying the self-consistent quantum dynamics of electrons coupled

to thermally fluctuating, classical pairing fields which is treated numerically using Monte Carlo

method[189].

The details of the model and numerical procedure are given in Section II. We discuss the

critical temperature of the superconducting transition and its variation with dilution and strength

of interaction in Section III. Afterwards, we present spectral and transport properties of this
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model. Being a real-space method, this gives us a direct image of the physics in real space,

while allowing to access the BCS-BEC crossover regime. We conclude by pointing out certain

limitations of the present approach and possible extensions.

5.2 The Static Auxiliary Field Method

To study the nature of percolative superconductivity due to variation in the density of attractive

centers, we employ a minimal model, which is the attractive Hubbard model with site dilution,

that captures the essential features of the problem. The Hamiltonian reads:

H “´t
ÿ

〈i j〉,σ
c:iσ c jσ ´

ÿ

i

UiniÒniÓ´µ

ÿ

i

ni. (5.1)

Here, t is the nearest-neighbor hopping integral (which we take to be unity to set the energy

scales), Ui is the strength of attractive interaction that is site-dependent, µ is the chemical po-

tential which fixes the mean electron density. In this paper, we fix the electron density to be

n “ 0.875. However, the physics is not very sensitive to changes in average electron density,

except at half filling. The case of half filling is special, which we discuss in the last section. Site

dilution is introduced via site-dependent Ui that follows a bimodal probability distribution such

that Ui “U with probability PpUq “ δ and Ui “ 0 with probability PpUq “ 1´δ [190], where

δ is the average number of sites having attractive centers (e.g., δ “ 1 when all sites have attrac-

tive centers, which is the clean limit). We employ the Hubbard-Stratanovich transformation to

reduce the interacting, quartic Hamiltonian to a quadratic fermionic Hamiltonian coupled to a

pairing field ∆i, which is a complex variable and a real, scalar-valued charge (or, equivalently

density) field φi. The resulting Hamiltonian is given by

He f f “ ´ t
ÿ

〈i j〉,σ
c:iσ c jσ ´µ

ÿ

i

ni`
ÿ

i

´

∆ic
:

iÒc
:

iÓ`h.c.
¯
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`
ÿ

i

|∆i|
2

Ui
`
ÿ

i

φini`
ÿ

i

φ 2
i

Ui
, (5.2)

where ∆i “
〈
ciÒciÓ

〉
and ni “

ř

σ
c:iσ ciσ . The partition function can be evaluated in terms of the

effective Hamiltonian as

Z“

ż

D∆D∆
˚DφD

”

c:,c
ı

e´βHe f f , (5.3)

so that the probability of occurrence of a particular configuration of ∆i at inverse temperature

β “ 1{pkBT q is obtained from

Pp∆iq “
1
Z

ż

DφD
”

c:,c
ı

e´βHe f f . (5.4)

We note that the saddle-point solutions of the action corresponding to the effective Hamil-

tonian give Bogoliubov-de Gennes (BdG) equations for the pairing field ∆i and the charge field

φi.

While at this level the action is exact, to make progress, we assume that the pairing fields are

static (i.e., we neglect quantum fluctuations), but their amplitudes and phases are site-dependent

and thermally fluctuating [148, 174, 189]. Charge field is also assumed to be classical. At fi-

nite temperatures, this necessitates thermally averaging over their most probable configurations,

which we carry out using a Monte Carlo (MC) estimation of their weights based on Metropolis

algorithm. This essentially means that for a given electron density, temperature, and strength of

interaction, we start with a random configuration of attractive centers by fixing the amount of

site dilution, and a judicious choice of the pairing and charge fields at every site. This leaves us

with a problem of electrons moving in random (classical) fields that requires an exact diagonal-

ization of the fermion problem. A thermal sampling of the configurations of the auxiliary fields
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is performed by Monte Carlo updating of the (classical) fields. A disorder average has been

performed by choosing different random configurations of attractive centers for a given value

of dilution. Thermodynamic properties of the system as well as spectral features of electrons

and transport are obtained by averaging over configurations thus obtained. This method, which

requires exact diagonalization of the electron system at every Monte Carlo step, obviously re-

stricts the system size and to circumvent it we use a traveling cluster algorithm (TCA)[191].

Here, the fermion problem is diagonalized on a smaller cluster around the chosen MC update

site, embedded in a much larger lattice. The cluster moves during every MC update, thereby

restoring ergodicity. A similar approach was recently used successfully for the case of repulsive

Holstein-Hubbard model in two dimensions [192].

Before presenting our results, we review the previous works based on the above model.

These include mean field calculations based on BdG equations[180–182] with disorder treated

using CPA, quantum Monte Carlo[183], and the dynamical mean field theory with iterated

perturbation theory (IPT) as an impurity solver in conjunction with CPA to handle disorder[184,

185]. In general, scaling analysis suggests that a critical concentration of attractive centers, δc,

is required to get superconducting ground state; however, such arguments cannot be relied upon

to get the variation of δc with U . The system undergoes a first order metal-SC transition at δc.

While δc increases with U in mean field calculations, it is seen to decrease and then saturate

with U in QMC. DMFT studies reveal that δc decreases sharply with increasing U . For all

U ě 2.7, δc „ 0. This is obviously an artifact of the infinite coordination number employed in

DMFT, thus neglecting spatial correlations. In general, δc displays a strong dependence on U ,

which suggests that the transition from the metallic to SC state cannot be thought of entirely in

terms of percolation alone. In the next section, we provide results on the metal-SC transition

in this model based on our study focusing on the variation of structure factor with temperature
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which determines Tc.

5.3 Order Parameter and Critical Temperature

Once the system reaches equilibrium, we use the thermal, and disorder averaged structure factor

for the pairing field ∆i“
〈
ciÒciÓ

〉
, to track the onset of superconductivity as a function of dilution

and temperature:

S pqq “
1

N2

ÿ

i j

〈
∆i∆

˚
j
〉

eiq¨pri´r jq. (5.5)

For a uniform superconducting solution, we look at the wave vector q “ p0,0q and the

corresponding structure factor Sp0q. For a given dilution, Sp0q is vanishingly small at high

temperatures and starts picking up at a characteristic temperature, which we identify with the

superconducting transition temperature Tc. A typical result is plotted in Fig. (5.1) correspond-

ing to U “ 8. We note that there is a critical concentration of attractive centers, δc, needed to

have ”globally phase-coherent ” superconductivity, which for this case happens to be roughly

δc “ 0.6. Further, the low-temperature saturation value of Sp0q as well as Tc increases with δ .

For most of our discussions, we have used a system size of 32ˆ 32 with the size of the traveling

cluster being 8 ˆ 8. There is a marginal decrease in Tc as system size increases which is to be

expected in a two-dimensional system. However, we expect that in a three-dimensional sys-

tem, even with a small hopping between layers (or, in other words a large anisotropy between

them), transition temperatures would stabilize. Of course, we do not take up this task since it

is computationally expensive and more importantly, we are interested in the generic features of

the problem, demonstrating the usefulness of the procedure. Results for other values of U show

similar behavior. We will now discuss in detail the variation of Tc with U and δ .
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Figure 5.1: Structure factor Sp0q for the pairing field as a function of temperature for U “ 8 and
for different values of dilution δ .
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Figure 5.2: Transition temperature Tc as a function of dilution δ for different values of interac-
tion strength U .
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Fig. (5.2) shows the variation of Tc as a function of δ for different values of U as extracted

from Sp0q. For a given value of U , Tc increases with δ beyond δc. From our results, it appears

that δc needed for the onset of superconductivity increases with U and more or less saturates

around U “ 6 with a saturation value of about δc “ 0.6. The saturation of δc at larger U , consis-

tent with previous QMC study [183], brings out the advantage our method has over BdG mean

field theories, where δc seemingly increases with U . Our results also differ from the DMFT

that obtains a sharply decreasing δc with U , and δc “ 0 beyond a critical value of U („ 2.7), an

unphysical result arising due to the local approximation made in the latter. One would expect

that the onset of superconductivity is brought about by percolation of locally superconducting

islands and having larger number of attractive centers helps in enhancing the superconducting

correlations, and hence the transition temperature itself that would scale with U . While this is

indeed true at smaller interaction strengths, the physics is governed by other factors at larger U .

The very perceptible non-monotonic variation of Tc as a function of U (see Fig. 5.2), which we

discuss next, is indicative of this.

To get some perspective of the energy scales in the problem and how they affect the tran-

sition, we turn to the the clean limit first. For small values of U , Tc is controlled by the pair-

ing scale below which the amplitude of the Cooper pair becomes non-zero. This is the BCS

limit where phase fluctuations hardly play any role and the pairing scale is determined by

the zero-temperature gap ∆pT “ 0q. Correspondingly, the transition occurs at a temperature

kBTc „ te´t{U for small U , beyond which the spectral gap vanishes. However, as U increases,

the pair size (or equivalently, the coherence length) comes down and the onset of supercon-

ductivity is determined by the phase coherence temperature, instead of the pairing scale. In

fact, at large U , the pairing amplitude remains almost constant across the transition at the sites

where there is an attractive center. Thermal fluctuations are capable of closing the gap only
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Figure 5.3: Real-space configurations of the distribution of attractive centers and various aux-
iliary fields at U “ 2 at the lowest temperature (T “ 0.001 in units of t . The three columns
correspond to different dilution : δ “ 0.2 (first), δ “ 0.3 (second) and δ “ 0.7 (third). The first
row gives the distribution of attractive centers with blue circles denoting sites with Ui “U . The
other rows depict the phase cospargp∆iqq (second) and the amplitude |∆i| (third) of the pairing
fields, and the charge field ni (fourth). The system size is 32 ˆ 32.
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at temperatures kBT „U [193]. However, the relative phases among the sites fluctuate wildly

and global coherence is established only at a much lower temperature (as compared to the BCS

mean field value) determined by the phase fluctuation scale, and goes as „ f pnqt2{U , where

f pnq is a function of carrier density n. This results in a nonmonotonic variation of Tc with U

arising due to the BCS-BEC crossover and is most clearly seen in Fig. (5.2) for δ “ 1 (the

clean limit). However, such a behavior sets in roughly at U “ 6 and for δ ě 0.6, establishing

this crossover in an inherently disordered system. Thus a separation of relevant energy scales

that determine the transition occurs as U increases. The zero-temperature pairing gap in the

quasiparticle spectrum continues to increase with U , though it determines the superconducting

Tc only in the weak-coupling limit. This also results in a nontrivial behavior of the normal

phase, wherein it changes from a Fermi liquid to a gapped phase at large interaction strengths.

There is a smooth crossover between these two regimes with an intervening high-temperature

normal phase in the crossover region with anomalous properties, which we will discuss in the

next section.

Our method incorporates spatial fluctuations of the pairing field, both its amplitude and

phase, in an unbiased way and in fact, this is a crucial ingredient to access the BCS-BEC

crossover. The latter arises due to site-dependent phase fluctuations, which cannot be captured

in the conventional BCS framework as was discussed earlier. Further, unique to this problem is

the local charge fluctuations that can be quite large due to site dilution. Next, we discuss the role

of each of these, the charge and the amplitude and phase of pairing field fluctuations and their

role in nucleating/stabilizing superconductivity as a function of temperature and dilution. In the

clean limit with δ “ 1, all sites have uniform charge distribution and fluctuations are negligible.

However, as sites are being diluted, there is a strong tendency to have average charge density

to be larger near attractive centers and this can be seen most clearly in the lowest rows of Fig.

(5.4) corresponding to U “ 8.

134



CHAPTER 5. EFFECT OF SITE DILUTION IN THE TWO-DIMENSIONAL ATTRACTIVE HUBBARD MODEL5.3. ORDER PARAMETER AND CRITICAL TEMPERATURE

On the contrary, the local amplitude of the pairing field |∆i|, where ∆i “ |∆i|eiθi , is almost

vanishing at every site for large enough dilution, except in small islands where it is nonzero,

grows in size as dilution decreases. This in fact, is the origin of the percolative nature of the tran-

sition as a function of δ for a fixed U . There are puddles where amplitude is nonzero, but there

are large intervening regions where it is vanishingly small. There is phase coherence within

a given puddle, but that cannot stabilise a global superconducting state. Beyond a percolation

threshold δc, which happens mostly in the BCS-BEC crossover region, there is sufficient pair-

ing amplitude at most sites since the dilution is less. However, physics in this strong-coupling

region is determined entirely by phase fluctuations. To bring out this feature more clearly, we

present the same physical quantities in Fig. (5.4) for U “ 8. The behaviour of 〈ni〉 and |∆i|

are qualitatively different at larger values of U . The site-to-site charge fluctuations increase

enormously, with attractive centers having localised pair of electrons with opposite spins. As δ

varies from 0.4 to 0.8, charge-rich sites increases in number. The charge density at the charge-

rich sites reaches close to 2 for systems with large U . Amplitude of the order takes zero almost

everywhere in the lattice for δ “ 0.40 or smaller than that. It starts to take non-zero values

from δ “ 0.50 onwards. However, there is a strong fluctuation of these amplitudes compared

to U “ 2 (see Fig. (5.3). Average value of this amplitude on sites with Ui “U increases with δ

for δ ą 0.50 whereas |∆| does not change much on the sites with Ui “ 0.

Naturally, the picture that emerges is that, as expected, fluctuations of the phase degrees of

freedom do not play a major role for small values of U . The transition is entirely BCS-like.

Variation of δ affects the percolative nature of the transition since, the otherwise locally phase

coherent islands have to overlap to give rise to a globally superconducting state. However, as

can be seen from the second rows of Figs. 3 and 4, the phase of the order parameter changes
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Figure 5.4: Real-space configurations of the distribution of attractive centers and various aux-
iliary fields at U “ 8 at the lowest temperature (T “ 0.001 in units of t.The three columns
correspond to different dilution : δ “ 0.4 (first), δ “ 0.6 (second) and δ “ 0.8 (third). The first
row gives the distribution of attractive centers with blue circles denoting sites with Ui “U . The
other rows depict the phase cospargp∆iqq (second) and the amplitude |∆i| (third) of the pairing
fields, and the charge field ni (fourth). The system size is 32 ˆ 32.
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dramatically as we change U . At large U , even though the amplitudes have acquired reasonably

large values at every site, their phases become uncorrelated due to thermal fluctuations of these

soft degrees of freedom. This reduces Tc as U increases. The nonmonotonic variation of δc and

Tc as a function of U suggests that the transition from a metallic to a superconducting ground

state cannot be thought of as entirely due to percolation of amplitude puddles, as noted in an

earlier work[183] . The contrast between the two extreme ends of weak and strong coupling is

striking: There are phase-coherent patches of relatively small amplitudes at small U and leads

to a percolative transition as the number of attractive centers increases; however, strong phase

fluctuations suppress the Tc at large U even though the pairing amplitude is quite strong enough

at most of the sites.

5.4 Electronic Spectral Functions

In this section we look at the spectral properties of the system, in particular, concentrating on

the single particle density of states (DOS). Once the system reaches equilibrium for a given set

of parameters and temperature, we evaluate the DOS as

N pωq “

〈
ÿ

i,n

´

ˇ

ˇui
n
ˇ

ˇ

2
δ pω´ εnq`

ˇ

ˇvi
n
ˇ

ˇ

2
δ pω` εnq

¯

〉
, (5.6)

where 〈. . .〉 denotes thermal and disorder average. Here εn and
 

ui
n,v

i
n
(

are the positive eigen-

values and eigenvectors respectively of the Bogoliubov quasiparticles states, obtained from the

BdG Hamiltonian, in a given equilibrium configuration used in the averaging. This is expected

to show a bulk superconducting gap and coherence peaks when the system turns superconduct-

ing. Fig. (5.5a) shows its variation as a function of δ at the lowest temperature we have accessed

in the weak-coupling regime with U “ 2.. There is no gap until about δ „ 0.3 and a gap appears
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Figure 5.5: Single-particle density of states at the lowest temperature (T “ 0.001 in units of t)
as a function of dilution for (a) U “ 2 and (b) U “ 8.
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as δ approaches 0.4. A clear spectral gap is seen at larger values of δ , which increases with

increase in δ . Also visible are the coherence peaks on either side of the gap. These results

match very well with those obtained from the structure factor in Fig. (5.1). In fact, this gap

vanishes as we increase the temperature across Tc in this region of parameter space (for small

U). However, the temperature variation of the spectral gap changes dramatically as we increase

U . The temperature at which the gap vanishes increases very rapidly with U even though as

mentioned in the previous section, the Tc comes down drastically. This shows a clear separation

the pairing scale determined from the spectral gap and superconducting scale that determines

Tc. Note that the thermal fluctuations can destroy the pairing gap only when T „ ∆0, which

scales with U . However, due to the loss of phase coherence, Tc is much reduced. This leads to

a nontrivial phase at intermediate temperatures and moderate-to-large values of U , where the

gap persists in the spectral function, but the superfluid stiffness is zero. When T „ U , there

is a spectral weight transfer leading to gradual filling up of the hard gap before the coherence

features are completely lost. This region with its own characteristic optics is referred to as the

pseudogap phase.

We also find that the gap in the density of states is larger at larger values of U , as expected.

However, the effect of δ is more subtle. While the gap decreases with δ , it exists even when

superconductivity is not present in the system. We show typical results for a representative

value of U “ 8 in Fig. (5.5b). Even when very few sites have attractive centers, when U is large

enough, local pairing tendencies are stronger. Thus centers which have large U become doubly

occupied and gain an energy of the order of´U . In the large U limit this states with energy´U

will be isolated from the kinetic energy band. If the average no of particle is nearly half then

one has to fill up higher energy states above the gap. Density at state at the Fermi energy(ω “ 0)

will be non-zero; the ground state of the system would be a metal as can be seen for δ “ 0.2 and
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Figure 5.6: Single-particle density of states for U “ 6 with δ “ 0.5 (a) and 0.8 (b) at different
temperatures.

0.4. Fig. (5.6) shows the behavior of single particle density of states for two different dilution

δ “ 0.5 (Fig. (5.6a) and 0.8 (Fig. 5.6b) at two representative temperatures. As expected, sharp

coherence peaks are not seen in the spectral function. What is striking is that at larger δ , the

spectral gap, even though diminished in size, persists at high temperatures

5.5 Optical Transport

Optical conductivity is expected to be directly correlated to the spectral features discussed pre-

viously and we explore it in this section. In the superconducting state, σpωq has two contri-

butions; there is a zero frequency diamagnetic response that is proportional to the superfluid

stiffness. In addition, there is a ω-dependent regular part arising due to various effects such

as pair breaking, quasiparticle scattering etc. We concentrate on the latter in this section. In

the superconducting ground state and in the clean, BCS limit, the latter contributes only at fre-
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Figure 5.7: The real part of the optical conductivity σRpωq as a function of frequency ω at the
lowest temperature (T “ 0.001 in units of t) for different values of site dilution and interaction
strengths U “ 2 (upper panel) and U “ 8 (lower panel).
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quencies larger than twice the superconducting gap. At nonzero temperatures, there is finite

contribution even inside this frequency window, but exponentially suppressed. We find that the

site-diluted system has its own characteristic features, especially in the low frequency regime,

giving rise to a richer structure.

Optical conductivity, σ pωq, is computed using the Kubo formula as follows [148]. For-

mally, σ pωq “´ω´1ℑpΛxx pq“ 0,ωqq, where Λxx pq“ 0,ωq is the current-current correlation

function:

Λxx pq“ 0,ωq “
1
Z

ÿ

a,b

|〈a | jxx|b〉|2
e´βEa´ e´βEb

ω`Ea´Eb` iδ
, (5.7)

with δ Ñ 0`. Here, |a〉, |b〉 are the many-particles eigenstates of the system with eigenvalues

Ea, Eb respectively and jxx “ p´itq
ř

i,σ

´

c:i`x,σ ci,σ ´h.c.
¯

is the current operator in the x-

direction. Evaluating this expression in terms of the Bogoliubov quasiparticle operators, we

obtain the regular part of the optical conductivity as

σreg pωq “
ÿ

n,m
F1 pn,mq

p f pεnq` f pεmq´1q
εn` εm

δ pω´ εn´ εmq

`
ÿ

n,m
F2 pn,mq

p f pεnq´ f pεmqq

εn´ εm
δ pω´ εn` εmq , (5.8)

where f pεnq, f pεmq are the Fermi functions corresponding to the positive single-particle eigen-

values εn, εm of the BdG Hamiltonian as mentioned in the previous section, and F1 pn,mq,

F2 pn,mq are the current-matrix elements computed from the BdG eigenstates. The latter are

given by F1 pn,mq “
ˇ

ˇ

ř

i gi
1pn,mq

ˇ

ˇ

2
`
ˇ

ˇ

ř

i gi
2pm,nq

ˇ

ˇ

2 and F2 pn,mq “
ˇ

ˇ

ř

i gi
3pn,mq

ˇ

ˇ

2, with

gi
1pn,mq “ vi`x

n ui
m´ vi

nui`x
m ` vi`x

m ui
n´ vi

mui`x
n

gi
2pn,mq “ u˚i`x

n ui
m´u˚i

n ui`x
m ´ vi`x

m v˚i
n ` vi

mv˚i`x
n
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gi
3pn,mq “ vi`x

n v˚i
m ´ vi

nv˚i`x
m ´u˚i`x

m ui
n`u˚i

m ui`x
n . (5.9)

For small values of U , the above features appear to be generic and a representative behavior

is shown in Fig. (5.7a) for U “2. The gapped spectrum results in the vanishing of the optical

conductivity for δ ě 0.4. At small δ , the system remains a metal. However, there is intrinsic

disorder present due to small number of attractive centers which give rise to enhanced scat-

tering even at low temperatures and results in a non-Drude behavior of σpωq. In the large U

limit optical conductivity behaves differently as a function δ . Strong optical response at larger

ω arises due to excitations across the SC gap, while the excitations within the kinetic band,

separated from the lower band at ´U , give rise to low frequency non-Drude-like behavior. (See

Fig. 5.7b.)

We summarise these findings in the next two figures. In Fig. (5.8), we give two represen-

tative phase diagrams of the site-diluted attractive Hubbard model as a function of T and U for

two specific values of δ “ 0.8 (Fig. 5.8a) and δ “ 0.5 (Fig. 5.8b). At small values of U , the

system turns from a BCS-like superconducting state to a normal metal above Tc, which scales

with the pairing gap. However, at larger U even though the pairing gap continues to increase,

Tc reduces from the mean field value due to strong phase fluctuations. The normal state above

Tc has quasiparticle gap in the spectrum. However, there is an intervening region, where, a hard

gap does not appear in the spectrum, but there is significant reduction of spectral weight at low

frequencies. We call this the pseudogap phase.

For smaller δ , SC ground state vanishes above a critical value of U since there is a critical

dilution δc that increases with U . Finally, Fig. (5.9) shows the three dimensional phase diagram

of the model as a function of T , δ , and U , clearly brining out the variation of δc with U and the

nonmonotonic behavior of Tc as the strength of interaction changes.
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Figure 5.8: Two representative phase diagrams of the site-diluted attractive Hubbard model as
a function of temperature T and strength of the attractive interaction U for (a) δ “ 0.8 and for
(b) δ “ 0.5. SC, NM, PG, and G represent superconducting, normal metal, pseudogap phase,
and gapped phases.
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Figure 5.9: Phase diagram of the site-diluted attractive Hubbard model as a function of the
superconducting transition temperature Tc, attractive interaction U , and the average density of
attractive centers δ .

5.6 Conclusions

In this chapter, we studied random, local attraction driven metal-superconductor transition in

two dimensions using the attractive Hubbard model. A real-space Monte Carlo method was

employed after introducing pairing and density fields via Hubbard-Stratanovich transformation.

Needless to say, it has many advantages over BdG mean field theory and the DMFT, both of

which utilize coherent potential and local approximations. The present method is capable of

capturing the physics from weak-to-strong coupling regimes and gives a real-space depiction

of the transition, which are crucial to the problem at hand. In particular, the effect of intrinsic

disorder on the BCS-BEC crossover has been studied. We can calculate the self-energy of the

free electron due to introduction of the attractive sites. Imaginary part of this self-energy will
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give a finite lifetime to the single particle states of the free electrons. This will give a measure

of disorderness in our site diluted context .

The main results are as follows. As observed in previous studies, we find that there is a critical

concentration of attractive centers needed for the onset of globally phase-coherent supercon-

ductivity. The critical density increases with U and appears to saturate beyond U „ 6. For

small values of U the transition is percolative in nature and the physics is akin to that of a

BCS superconductor. In this regime the metal-superconductor transition is driven by perco-

lation of internally phase-coherent superconducting islands at the critical density of randomly

placed negative-U centers. However, the scenario is different at larger strengths of interaction.

In this regime, the zero-temperature pairing gap continues to increase with U , but no longer

determines Tc. Local pairing tendencies persist even above the transition temperature resulting

in either a pseudogap or a robust gap in the quasiparticle spectral functions, but a dominant role

is played by the strong spatial phase fluctuations leading to a BCS-BEC crossover. Transition

temperatures are suppressed and Tc exhibits a nonmonotonic behavior as U is varied. The high-

temperature normal state transforms from a metal to a gapped phase as U increases and has

pseudogap features in the intermediate region due to the existence of short-range order of the

amplitude of the order parameter. Spectral functions and transport properties corroborate these

findings. We believe that this is, perhaps, the first study that probes the nature of the BCS-BEC

crossover, an inherently strong-coupling problem, in an intrinsically disordered superconductor

from a real-space perspective.

Next, we comment on a few shortcomings of our study. First, we have allowed for numer-

ically exact treatment of thermal fluctuations of the order parameter (and also, of the charge

field), but neglected their dynamics. Thus the inherent quantum fluctuations of these auxiliary

fields are not taken into account. This may affect the low temperature properties, especially
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near the critical concentration of impurities. Second, it is expected that Tc will reduce to zero

in the clean limit as one moves towards half filling and the system will transform to a charge

density wave (CDW) phase. However,, while our approach works very well away from half

filling, it is not expected to capture the CDW instability that competes with superconductiv-

ity. The present method allows for large charge fluctuations at sites as Ui varies. This calls

for caution. In real systems, there are long-ranged Coulomb interactions among electrons that,

albeit screened, would still deter charge inhomogeneities appearing over large length scales as

it costs Coulomb energy. We wish to address this problem in future. In real two-dimensional

systems there cannot be finite temperature phase transitions, in contrast to what is seen here,

since thermal fluctuations prohibit any order at nonzero temperatures. However, Tc obtained in

this work should be thought of as a crossover scale below which correlation length increases

rapidly. If so, even a weak coupling to a third dimension will stabilize the SC phase at nonzero

temperatures.

The present work could be extended in many ways. One could include the dynamics of

the order parameter field at a semiclassical level after obtaining the equilibrium configurations.

This would allow us to extract some interesting physical properties of the normal phase hav-

ing preformed pairs at moderate-to-large coupling, reminiscent of the Nernst effect in cuprates

[194], and its persistence in the BEC regime. One could study the competition between dis-

order arising due to site dilution with those of alternate origin, for example, the presence of

magnetic impurities. The latter is expected to have a detrimental effect on the conventional

BCS state [195]. The effect of site dilution in an insulating host is an interesting problem where

an insulating gap and SC gap compete with each other [196]; the application of the present

method shows a further suppression of Tc as one moves towards the clean limit and a transition

to a charge-modulated insulating phase[131]. A further extension would be to study the role

147



CHAPTER 5. EFFECT OF SITE DILUTION IN THE TWO-DIMENSIONAL ATTRACTIVE HUBBARD MODEL 5.6. CONCLUSIONS

of site dilution in SC systems with order parameter symmetry different from the s-wave con-

sidered here as well as in imbalanced lattice fermion system that could support breached pair

and Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) [197] states. We present some results of these

studies in the next chapter
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Chapter 6
Site dilution in an Insulator

In the previous chapter we studied the effect of site dilution on the superconducting state when

the host is metallic. One could very well ask the behavior of the randomly site diluted attractive

Hubbard model on an insulating host. This, of course, is related to the general question of

whether pairing of electrons and the existence of BCS-like (or for that matter BEC-like) state

is possible in absence of Fermi surface. This was first discussed by Kohn and coworkers [198]

in the context of pairing in semiconductors. Quite obviously, the existence of an insulating

state necessarily requires multiple (at least two well separated) band appearing explicitly or

arising due to some other effects such as a CDW formation in an otherwise single band model

of electrons. Due to electron-phonon coupling, attractive interaction could exist between intra

band or inter band electrons. In general, both could contribute. Kohn reasoned that the gain in

energy due to pair formation has to exceed the energy cost of formation of electron-hole pair

(an exciton) across the semiconductor gap for the superconducting state to stabilise. Otherwise,

excitons formed would move across the material independently and incoherently. Based on this

phenomenology, a couple of models were proposed to study the nature of superconductivity in

an otherwise insulating system. Kohmoto and Takada [199] used an inter band pairing model

while Nozieres and Pistolesi [196] employed a pseudogap model. These studies revealed that

not only superconductivity is possible starting from a state that has no Fermi surface, but its
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nature could show nontrivial features. However, the above studies were carried out in the mean

field spirit. A couple of questions arise naturally. What is the effect of disorder on such phases?

Is it possible to have a BEC state close to the insulator? Does the normal state close to the

insulator exhibit anomalous features in thermodynamics or transport? These questions also

appear to be relevant in the context of cuprates since a superconducting state appears due to

doping of a Mott insulator. In this chapter, we apply the methods developed earlier to address

a simple problem of the effect of site dilution on the superconducting state having an insulating

host.

6.1 Effective model for an insulating host

We consider the attractive Hubbard Model with site dilation.

H “
ÿ

xi jyσ

tc:iσ c jσ ´
ÿ

i

UiniÒniÓ´
ÿ

i

pµ` εiqni (6.1)

Here c:i pciq is the fermion creation(annihilation) operator. The first term is the kinetic energy of

electrons with t being the nearest neighbor hopping integral which we set equal to unity. Third

term is the chemical potential term which fixes the average number of particles in the system.

We have carried out all calculations with total number of particle kept fixed at n“ 1.0. We have

introduced εi to make the noninteracting system a insulator. A square lattice is a bipartite lattice

composed of two sublattices, A and B, and the local potential εi is defined as

εi “

$

’

&

’

%

V for i P A,

´V for i P B.
(6.2)

Ui is the strength of the two-particle attraction which is site dependent. Ui takes the value
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according to the probability distribution PpUq which defined as

Ui “

$

’

&

’

%

U, PpUq “ δ

0, PpUq “ 1´δ

(6.3)

We have taken U ą 0 for the attractive Hubbard Model. We also specialise to the case when

V “ 0.20. This gives rise to a CDW state at half filling in absence of interactions. δ can

take value from 0 to 1 and δ “ 1 is the homogeneous(undiluted) attractive Hubbard Model.

After employing the standard Hubbard-Stratanovich transformation, the effective Hamiltonian

in terms of these time independent HS fields becomes

H “
ÿ

ti juσ

pti j´µδi jqc
:

iσ c jσ `
ÿ

p∆ic
:

iÒc
:

iÓ`h.c.q

`
ÿ

i

pεi´φiqni`
ÿ

i

˜

|∆i|
2

Ui
`
|φi|

2

Ui

¸

(6.4)

6.2 Order parameter and the critical temperature

We have used the structure factor Spqq of the auxiliary pairing field ∆i to track the supercon-

ducting transition.

Spqq “
1

N2

ÿ

i j

∆i∆
˚
j e

iq.pri´rjq (6.5)

where ∆i defined as

∆i “ xc
:

iÒc
:

iÓy. (6.6)

We have considered only Sp0q since the attractive Hubbard model produces only a s´wave

symmetric superconductiing state. Sp0q acts as a order parameter for the superconducting tran-

sition. We define Tc to be the temperature at which Sp0q takes a finite, nonzero value as we

lower the temperature.

The transition temperature (Tc) depends on various parameter. Fig[6.1] shows Tc as a func-
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Figure 6.1: Superconducting transition temperature Tc versus δ for various values of U .

tion of δ for various values of U . Transitions temperature shows a nonmonotonic behaviour as

δ increases from 0 to 1. At half filling, i.e., n “ 1 and V “ 0, the charge density wave (CDW)

and superconducting state are degenerate resulting in neither of them winning over the other at

finite temperatures. In presence of a sublattice dependent potential, the CDW state is promoted

and the superconducting state is less favored. There is an overall decrease in the transition tem-

perature compared to the situation when V “ 0. At δ “ 1 transition temperature goes to zero

at all values of U . Tc increases as δ decreases from δ “ 1. This is because away from δ “ 1, a

finite amount of dilution helps to promote superconductivity. There is also a clear indication of

BCS-BEC crossover; specifically Tc first increases with increase in U and in the strong coupling

it decreases with U . Transition temperature also shows a maximum as δ varies from 1 to 0. A

critical δc is required for the onset of superconductivity which increases with increasing U . This

is due to the percolateve nature f the transition. At small U , the coherence length is large and

even if there are very few attractive centres, coherence gets established. However, at larger U ,

the pair strength reduces and a dense embedding of attractive centers is needed for a globally
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Figure 6.2: Real space configuration of Ui, phase pcospθiqq, |∆i| and charge (ni) for different
values of δ at U “ 2.0 and T “ 0.001.

phase coherent superconducting state to develop.

153



CHAPTER 6. SITE DILUTION IN AN INSULATOR 6.2. ORDER PARAMETER AND THE CRITICAL TEMPERATURE
U
i

δ =0.50
co

s(
θ i

)
|∆

i|
n
i

δ =0.80 δ =0.90

−1

0

1

0.00

0.25

0.50

0

1

2

Figure 6.3: Real space configuration of Ui, phase pcospθiqq, |∆i| and charge (ni) for different
values of δ at U “ 8.0 and T “ 0.001.
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6.3 Real space analysis

Fig[6.2] shows the spacial map of different physical quantities for U “ 2.0 at low temperature.

We see that for δ “ 0.40, ni has very strong fluctuations from site to site and follow the distribu-

tion of Ui. ni takes binary values which are near 0 and 2 depending Ui “ 0,U respectively. This

correspondence between ni and Ui becomes less prominent with increasing δ and the CDW be-

comes much more noticeable as δ approaches unity. There are short ranged CDW correlations

even at δ “ 0.70 and the size of these regions grows with δ . For δ “ 0.90 large CDW regions

are clearly visible.

Pairing gap shows very distinct behavior as δ changes. Though there is very strong fluctu-

ation of the amplitude of ∆i, for δ “ 0.40 it takes very low values. The average value of |∆i|

increases at δ “ 0.70 and again decreases at δ “ 0.90. Global phase coherence of the conden-

sate wavefunction sets superconductivity in the system. The attractive Hubbard model exhibits

a phase coherent superconducting ground state in the absence of any site dilution. There is a

fluctuation of this phase even at zero temperature in presence of site dilution. At δ “ 0.40 phase

fluctuation dominates and there is no global superconductivity even at the lowest temperatures

studied. These phase fluctuations decrease with increasing δ . At δ “ 0.70 though there is

some amount of phase fluctuation we can still find large coherent regions with finite nonzero

transition temperature. With further increase of δ , the CDW dominates and superconductivity

weakens. There is degeneracy between CDW and superconductivity in the absence of the sub-

lattice dependent potential pV q and at δ “ 1. This degeneracy is lifted by the nonzero V and the

CDW phase appears at δ “ 1.

If a site has very large attractive U , it is energetically favourable to doubly occupy it. This
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Figure 6.4: Single particle density of state for different values of δ at U “ 4.0 and T “ 0.0010.

doubly occupied site will, in general, follow the distribution of Ui in real space, namely ni takes

2,0 at those site where Ui “ U,0 respectively. In the Fig[6.3], for δ “ 0.5 we find this kind

of behavior of ni and on the average |∆i| takes very small inhomogeneous values. Phases of

∆i become non-uniform giving zero structure factor. At δ “ 0.80 superconducting and charge

density wave phases compete with each other. Spacial pattern of ni shows small regions of

charge density wave. |∆i| takes larger value with very less fluctuation. Phase of ∆i shows large

coherent regions giving rise to a finite, nonzero transition temperature. At δ “ 0.90 charge
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density wave state becomes much more prominent while phases become less coherent resulting

in lower transition temperatures.

6.4 Density of states

Fig[6.4(a)] shows the single particle density of states (DOS at low temperature (T “ 0.0010)

and for U “ 4.0 and 8.0.

There are state that appear within the gap as dilution increases, but the DOS remains gaped

in the superconducting region. The DOS become gapless when superconductivity disappears.

In the strong coupling region DOS show a nontrivial two band structure which are the two

Hubbard bands. The lower and upper Hubbard band have weights δ and 1´ δ respectively.

These two bands are well separated when the ratio t{U becomes very small. However, since

we have fixed the average number of particle to unity, the Fermi energy remains pinned in the

upper Hubbard band and the system shows a metallic behavior. Fig[6.4(b)] shows the DOS in

the strong coupling region for U “ 8.0.

6.5 Optical Conductivity

As discussed in the previous chapter, the optical conductivity has two contributions in the su-

perconducting state. The first part (a diamagnetic contribution) is a Delta function at ω “ 0

responsible for the supercurrent in the system and weight(D) of this Delta function is propor-

tional to the superfluid density. The total optical conductivity can be written as

σpωq “ Dδ pωq`σRpωq (6.7)

σRpωq is the regular part of the optical conductivity. In our study we will discuss only the regular

part of the optical conductivity. Fig[6.5] shows the optical conductivity for weak and strong
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Figure 6.5: Lowest temperature pT “ 0.001q optical conductivity for different values of δ for
U “ 4.0(upper panel) and U “ 8.0(lower panel).

coupling regimes in the low temperature limit. BCS like behaviour appears in the undiluted

case (δ 1). In this limit σRpωq has a gap as single particle spectrum is also gapped. There

is also the signature of a strong coherence peak appearing just after the gap. The coherence

peak gets suppressed with site dilution and disappears in the non-superconducting state. In the

intermediate coupling (U “ 4) region, a finite spectral weight shows up in the gap. With further

site dilution gap vanishes and the conductivity becomes Drude like. The gap in the σRpωq also
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decreases with dilution, but a two peak structure is visible. The lower energy peak in the metallic

region is due to electronic transitions within the upper Hubbard band (see Fig[6.4]). There is

a gap between upper and lower Hubbard bands. Fermi energy lies in the upper Hubbard band.

The second peak in σRpωq is due to transition from lower Hubbard band to the upper Hubbard

band.

6.6 Conclusions

We have studied the effect of site dilution on the nature of superconducting state in an insulating

host. This is perhaps the first study which explores the entire coupling regime of this problem

and gives a real space description of the goings on. It is possible that Tc does not continuously

vanish as δ Ñ 1 due to quantum fluctuations which are neglected here. It will be worthwhile to

study models having specific inter and intra band couplings to shed more light on this problem.
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Chapter 7
Conclusions

This thesis explores some problems in strongly correlated electron systems, which is an ac-

tive area of quantum condensed matter physics. Two classes of problems were investigated.

The first one pertains to the interplay between electron-electron interactions and electron-lattice

coupling. The second study dwells on the effect of randomly placed attractive centres on a lat-

tice leading to electron pairing and a superconducting ground state While the effective models

used in both the studies are rather simple, they encode a rich physics, most of which cannot be

rationalised using the conventional framework of mean field or variational states and/or pertur-

bative approaches. Nontrivial effect of competing interactions lead to transitions among several

phases. Thermal fluctuations and spatial inhomogeneities bring in novel features to electronic

properties. To deal with the multitude of these issues, we adopted a static auxiliary field ap-

proach to deal with correlations. This converts an interacting, quantum electron problem to one

in which electrons interact with spatially and thermally fluctuating classical fields. This is much

more amenable to a numerical treatment using exact diagonalisation and statistical sampling and

a reasonably large number of degrees of freedom can be incorporated. The method smoothly

interpolates from weak-to-strong coupling, handles spatial and thermal fluctuations, and being

a real space based approach, helps us visualise the phases and transitions among them. A large

number of physical quantities can be evaluated including thermodynamic, spectral, and trans-
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port properties. It was benchmarked by applying to a few limiting cases first, where the general

features are already well known.

We first studied the Holstein-Hubbard model at half filling on a square lattice. The salient

results include the appearance of a nonmagnetic metallic phase at low values of coupling pa-

rameters in addition to the ordered phases, including antiferromagnetic and charge-modulated

ones. However, the finite-temperature phase diagram shows rich features and includes a pseu-

dogap phase at intermediate coupling. This arises due to the persistence of local order in charge

and spin degrees. Characteristic changes in spectral features get reflected in other physical

properties and example being a non-Drude like behavior in optical conductivity. To explore

the effect of geometrical frustration, we change the lattice geometry to triangular and find that

a critical interaction is needed to get ordered insulating phases. Spatial ordering also changes

due to geometry. In the second part of the thesis, we investigated the effect of randomly placed

attractive centers on electron pairing leading to superconductivity. Phase fluctuations play an

important role in determining the percolative nature of the transition as well as the BCS-BEC

crossover that occurs as interaction strength increases. The host in which the attractive centers

reside could be a metal or insulator. The latter allows us to study superconducting instability in

a system with no Fermi surface.

We outline some of the shortcomings of the present approach and discuss ways to overcome

them. While rewriting the interaction in terms of auxiliary fields is exact, we neglect the quan-

tum fluctuations of the fields during the numerical implementation by assuming them to be

static. This has several drawbacks. Quantum fluctuations become more relevant in lower di-

mensions and at low temperatures and our results may not be reliable in those regimes. Further,

phenomena such as Kondo effect and more exotic phases such as spin liquid states cannot be

captured since quantum correlations are at the heart of these behaviors. A glaring problem with
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this approach is that d-wave superconducting state that may possibly exist in two dimensional

repulsive Hubbard model cannot even be anticipated using the present approach. Neglect of

phonon dynamics in the Holstein means that we are working in a very limited range of the pa-

rameters of the model and phenomena arising due to retarded effects such as superconductivity

within Holstein model cannot be addressed. The present method may be thought of in the same

spirit as spin wave theory applied to spin systems, whereby one starts with a classical ground

state configuration for the spins and builds up quantum corrections perturbatively in some small

parameter. The present method is a step towards implementing such a procedure for many

constituents interacting among themselves. However, it goes beyond the analogy of spin wave

theory in several aspects. We do not need to assume a classical ground state; the Monte Carlo

procedure selects it naturally. The latter also incorporates thermal fluctuations. An obvious way

of including corrections is to retain fluctuations at the Gaussian level and study the stability of

the phases and how these fluctuations affect the low-temperature thermal, spectral, and transport

properties. Equivalently, one can think of Fourier transforming the auxiliary fields into bosonic

Matsubara frequencies and the static approach corresponds to retaining only the ωn “ 0 mode.

In this language, corrections could be added by progressively adding small frequency modes to

it. A further approximation is made while handling g the repulsive interaction by treating the

charge fields at the saddle-point level. The charge fields turn out to be purely imaginary and

their contribution to the classical action does not have a lower bound. This makes the classical

Monte Carlo sampling of these fields very unstable and necessitates the saddle-point approx-

imation which we have resorted to. The results obtained this way, for the pure Hubbard and

Holstein models, respectively suggest that the saddle-point approximation does not affect the

results severely. However, this limits its applicability to half filled case for the repulsive model.

Note that the attractive interaction does not suffer from this limitation. We have restricted our-

selves to two dimensions in the present study. This is not a handicap and can easily be extended

to three dimensions at the expense of more computational resources. However, questions could
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be raised as to validity of our results since we obtain finite temperature transitions in two dimen-

sions. However, it is expected that there would be a coherence temperature roughly mimicking

the above transition temperatures even in two dimensions below which the correlation lengths

increase rapidly. In other words, the system enters the renormalized classical regime. If so, even

a weak coupling to a third dimension will stabilize the ordered phases. There could be some

qualitative changes such as disappearance of insulating phases at weak couplings since nesting

is no longer possible, but we expect gross features to remain the same.

Our approach has several advantages. It is computationally inexpensive unlike numerically

exact methods such as quantum Monte Carlo and exact diagonalization and large system sizes

can be accessed. It is also easy to calculate several physical properties including transport. It re-

tains spatial correlations and fluctuations unlike dynamical mean field theory which is essential

to understand features such as pseudogap, phase coherence driven phenomena, and localisa-

tion. Thermal fluctuations are fully retained and there are no low temperature constraints since

the statistical sampling involves only a classical Monte Carlo procedure. Most importantly, it

covers the entire coupling range from weak to strong. in a unified way. Comparison of our re-

sults with previous studies capturing dynamics suggests that neglect of quantum dynamics may

not severely affect the physics in many strongly correlated phenomena. However, as suggested

above, we hope that corrections can be systematically added and make this a well controlled

approximation.

There are many applications/extensions of the present study. One could use multi band, multi

phonon models that are more appropriate for realistic systems. It could be extended to study

interfaces or heterostructures of correlated systems. One could incorporate more order parame-

ter symmetries while dealing with attractive interactions. Exploring three dimensional models

is very natural and is currently restricted only by the adequate availability of computational re-
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sources. Finally, it could be applied to more exotic system such as those showing topological

phenomena where the effect of interactions is not well understood.
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