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SYNOPSIS

Atomic clusters are aggregates of atoms consisting of a few to a few hundred atoms.
They exhibit extreme size dependence of properties, which are distinct from those of
an atom and the corresponding bulk. Properties of a cluster can be tuned by changing
its size, composition, and even the number of electrons. Due to this freedom, clusters
are considered as building blocks for designer newmaterials. By assembling such clus-
ters, one can produce materials with novel functional and structural properties. These
are called cluster assembled materials (CAM) [1]. Rapid progress in nanoscience and
nanotechnology makes CAM's potentially useful in many applications, e.g., miniatur-
ization of electronic devices, development of highly selective sensors, fabrication of
selective and efficient catalysts etc.

Great interest in the area of cluster science arose in 1984 [2] when Knight et al.,
observed sharp peaks at sizes 8, 20, 40, 58 and 92 in the mass abundance spectrum
of gas phase NaN clusters. These peaks indicated higher stability at these sizes with
respect to their neighbors. In order to explain the enhanced stability of metal clusters of
certain sizes, various theoretical models have been proposed, which can be collectively
called “shell models” [3]. These models assume that the valence electrons of all the
atoms are confined within the finite volume of the cluster. Assuming the confining
potential of the cluster to be spherically symmetric, one obtains the following sequence
of one-electron orbitals arranged in the order of increasing energy: 1S2, 1P6, (1D10,
2S2), (1F14 2P6), . . .. This leads to completely filled orbitals at certain electron counts,
explaining the observed enhanced stability of metal clusters at specific sizes. The most
exciting consequence of this electronic shell structure is the idea of “superatom” [4].
Existence of electronic shells in simple metal clusters and their dominating role in
governing stability ensures that clusters exhibit electronic and chemical features similar
to elemental atoms. Such atomic clusters that mimic properties of elemental atoms,
and retain their identity in assemblies, are termed superatoms. Recently, the idea of
superatoms has been extended to “magnetic superatoms”. For a cluster to qualify as
magnetic superatom, it has to retain its structural identity and magnetic moment, or a
part thereof, in dimers or assemblies. Known examples ofmagnetic superatoms include
VCs8, MnAu24 [5], FeCa8 [6], FeMg8 [7], CrSr9 and MnSr10 [8].

For these clusters and superatoms to be useful in practical applications, it is essential
to support them on some substrate. For example, cluster arrays and cluster assembled
films fabricated over substrates can have applications in electronics and magnetic stor-
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age devices. Substrate supported clusters can be fabricated either by depositing atoms
which leads to the formation of clusters at various nucleation sites, or by depositing
pre-formed size-selected clusters. Systems fabricated by these two methods can have
completely different structures and properties. We are interested in deposition of pre-
formed size selected clusters. After deposition, cluster-substrate interaction can alter
the properties of the gas phase clusters, and can lead to unexpected electronic and ge-
ometric properties. An understanding of these interesting aspects for different cluster
sizes is essential for bottom-up design of materials.

Depending on the nature of bonding between cluster and substrate, adsoroption of
clusters over substrate can be broadly classified into two categories. (1) Physisorp-
tion: when cluster-substrate interactions are weak van der Waal’s type, and most of
the properties of the gas phase clusters are preserved after deposition, e.g., xenon on
graphite [9], coinage metal clusters on MgO substrate [10]. (2) Chemisorption: when
cluster-substrate interactions are very strong and the structure and properties of the
gas phase clusters are heavily modified after deposition. In this regime, new chemical
bonds form between the clusters and the substrate, e.g., Au and Pt clusters on TiO2

substrate [11].
For past many years, various experimental and theoretical studies have been per-

formed on different metal clusters deposited on various substrates. Among these,
coinage metals, particularly silver clusters over graphite substrate have attracted a lot
of experimental attention [12--14]. The clean (0001) surface of graphite is very inert
as it does not have any dangling bonds, and is expected to have weak interactions with
clusters. In one of the early studies, Ganz et al., [12] performed scanning tunneling mi-
croscopy to understand the static and dynamic behavior of Ag (and also Au, Cu and Al)
atoms and clusters over Highly Ordered Pyrolytic Graphite (HOPG) at room tempera-
ture. They could identify single adatoms, dimers, small clusters and two dimensional
islands containing hundreds of atoms. Sliver atoms were always found above β sites of
a graphite sheet. A β site carbon atom does not have a neighbor directly below it in the
second layer. Busolt et al., [13] deposited size selected Ag clusters containing 2 to 9
atoms on graphite. Within this size range, the larger clusters were found to retain their
identity after deposition. Ndlovu et al., [14] found the formation of Ag clusters of an
average size 1.2 nm after deposition of atoms. They also found isolated Ag atoms near
β sites, and reported a charge transfer from the clusters to the substrate as indicated by
the positions of the Ag core level peaks in the X-ray photoelectron spectra. In general,
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all these experiments conclude that Ag atoms physisorb on the HOPG substrate, and
they are quite mobile at room temperature.

Like all real surfaces, graphite surfaces have point defects and steps. A lot of ex-
perimental groups have studied the structure and diffusion of silver clusters near step
edges of graphite. In one such study Francis et al., [15] examined morphologies and
diffusion of silver clusters (fabricated by the atomic deposition) near the step edges at
different temperature. At room temperature, the clusters were seen only on the wide
terraces and step edges. Near the step edges they found a region denuded of any clus-
ters. Cluster density was found to be much higher at the steps than on the terraces. The
clusters formed large irregular shapes on the terraces, whereas at the steps cluster sizes
were smaller, varying between 1 to 10 nm. As the temperature was increased above
118 ◦C, no cluster was seen even on the wider terraces, and all of them were observed
at the step edges. Some of the clusters at the step edges had dumbbell shapes. These
observations imply that Ag adatoms and clusters diffuse easily on clean terraces even
at room temperature. They may get trapped at point defects on the terraces. Once they
reach the steps, they can diffuse only along the step edges. But their mobility along
the steps is lower compared to that on the terraces. In order to understand the behav-
ior of pre-formed clusters, Francis et al., [16] deposited clusters of an average size of
160 atoms. Carroll et al., [17] deposited Ag cluster anions containing 50, 100 and 400
atoms and Goldby et al., [18] deposited Ag clusters containing 50-250 atoms. In a sep-
arate study, Carroll et al., [19] deposited size-selected Ag400 clusters. They found that
the size of the particles (particles are aggregates of clusters) at the steps are smaller than
those on the terraces. Also more clusters were found at the steps than on the terraces,
which was explained by the presence of dangling bonds on the step edge carbon atoms.
Clusters have reduced mobility along the step edge as they are strongly bonded to the
dangling bonds of the step edge.

Given its fundamental and technological importance, Ag/HOPG system has also at-
tracted some theoretical attention. Duffy and Blackman [20] studied adsorption of Ag
adatoms and dimers on HOPG, Jalkanen et al., [21] studied adsorption of Ag adatom,
dimer, Ag6 and Ag13 clusters on a single layer of graphite (i.e., graphene) using density
functional theory (DFT). But there have been no systematic theoretical studies of de-
position and adsorption of Ag clusters on HOPG substrate over a range of cluster sizes.
Some details about the diffusion of these clusters on terraces and step edges are also
not fully understood. Do step edges act as attractive sinks for adatoms and clusters?
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How do the atoms and clusters get trapped? How do they diffuse along the step edges?
We try to answer these questions from first principles calculations.

As stated above, it is important for the stable cluster unit to retain its structural
identity and magnetic properties in assemblies for it to qualify as a magnetic super-
atom. In the original papers [5--8], such tests were performed by calculating properties
of isolated dimers of the stable clusters. However, for these superatoms to be useful in
building CAM, such assemblies have to be made in a form that can be made to rest, for
example on some substrate. Deposition and self-assembly of magnetic superatoms can
lead to production of magnetic thin films whose properties can be tuned by choosing the
building blocks, i.e., the superatoms. In order to form useful assemblies of magnetic
superatoms, proper substrates have to be identified. Some of the desired properties
of a substrate are: (1) the superatom-substrate interaction should be weak, so that su-
peratom retains it structural identity; (2) the superatom-substrate interaction should be
such that a substantial part of the magnetic moment of the free superatom is main-
tained even after deposition; (3) assemblies of two or more superatoms should retain
their structural and magnetic properties over the substrate. Clearly, this is a stringent
set of requirements. It is possible that different substrates may be ideal for different
superatoms. Till now, there have been no experimental or theoretical studies on as-
semblies of magnetic superatoms on substrates. Hence, we took FeCa8 as a prototype
example and explored its properties on different types of substrates. We chose alumina
(α - Al2O3), calcium, graphene and hexagonal-BN (h-BN) as possible substrates, and
preformed DFT calculations to understand the electronic and magnetic properties of
isolated units and assemblies of FeCa8.

It has been discovered that small metal clusters deposited over oxide substrates
show enhanced catalytic activities for a variety of reactions. In particular, oxide sup-
ported small gold clusters have high reactivity towards CO oxidation at low tempera-
tures [22, 23]. A large number of experimental and theoretical studies demonstrated
that the chemical reactivity of Au clusters is strongly size-dependent, and mostly clus-
ters containing ∼ 10 Au atoms are the active participants in the CO-oxidation reac-
tion [24]. Some experimental studies also suggest that chemical reactivity of bimetal-
lic Au-Ag clusters is much higher than that of pure Au or Ag clusters. Recently CO-
oxidation on Au-Ag catalysts supported over mesoporous aluminosilicate [25] demon-
strated the synergetic effect of combining Au and Ag; Ag was found to activate O2,
while Au was found to adsorb CO. The best performing Au-Ag catalyst was the one
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with Au/Ag ratio of 3:1. A few theoretical studies on adsoroption of O2 [26] and
CO [27] molecules over gas phase pure Ag and Au, and bimetallic AunAgm clusters
(n+m = 2− 3, n = 0− 3,m = 0, 3) have also been reported. But the coadsorption
of O2 and COmolecules, which is an important step for the CO-oxidation reaction, has
not been studied in these works. Effects of the presence of an oxide or any other sup-
port on the reactivity of these bimetallic clusters have not been addressed. Motivated
by these facts, we studied the electronic and chemical properties of small AgnAum
(n+m = 2− 4) clusters over the α - Al2O3(0001) substrate and compared them with
the gas phase clusters.

In summary, my thesis is comprised of two themes: study of (1) ground state prop-
erties, and (2) possible applications of substrate supported metal clusters within the
framework of DFT. Study of ground state structure and electronic properties of silver
clusters over clean and stepped graphite substrate belongs to the first theme. Possible
self-assembly of silver nano wires on a stepped graphite substrate, self-assemblies of
magnetic superatoms over inert substrates, and catalytic activity of alumina supported
AgnAum (n+m = 2− 4) for the CO-oxidation reaction belong to the second theme.

This thesis is organized as follows.

Chapter 1 is an introduction to the topic of atomic clusters, superatoms and sub-
strate supported clusters. The first few sections consist of description of gas phase
metal clusters, their stabilities and the theory of magnetic superatoms. The effect of
cluster impact energy on the cluster morphology and a few experimental techniques
to study the properties of supported metal clusters, that are related to the thesis, are
described in detail. In the end, I review the previous theoretical works for substrate
supported metal clusters.

Chapter 2 is devoted to the methods and techniques used to perform the calcula-
tions in this thesis. Techniques for solving the Kohn-Sham equations using plane-wave
basis sets, and construction of PAW potentials are discussed. The second section con-
tains an overview of ab-initio molecular dynamics simulations and climbing image
nudged elastic band methods. The methods that incorporate the dispersion interactions
within the DFT framework are also discussed.

Chapter 3 presents our studies of pre-formed Agn clusters (n = 1− 8) over clean
graphite substrates using the vdW-DF2 method. A summary of the experimental and
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previous theoretical results are discussed as motivation. We find that except for Ag3,
all clusters prefer to stay parallel to the surface over top sites of graphite. Our study
reveals that the results obtained with vdW-DF2 method are in best agreement with the
experimental observations. A comparison of these results with those from the widely
used LSDA and DFT-D2 methods have also been presented.

Chapter 4 describes the morphologies and diffusion of small silver clusters (up to
8 atom) at the arm-chair step edge of graphite. The chapter starts with the experimental
motivations which indicate that clusters near step edges have reduced mobility in com-
parison to those on terraces. We present the ground state structures of silver clusters
on step edge at zero temperature. Then diffusion of Ag5 and Ag8 clusters at 600 K, and
their structures, after they are annealed below room temperature, have been discussed
in detailed. Based on these, we propose a way of fabricating self-assembled atomically
thin silver nano-wires at the step edges.

Chapter 5 discusses the adsorption of the magnetic superatom FeCa8 on different
types of substrates. Both α-Al2O3(0001) and Ca(001) substrates are found to have a
strong interactions with the superatom (chemisorption). On the other hand, FeCa8 has
weak interactions with h-BN and graphene, and retains its structure after deposition
(physisorption). While the magnetic interaction between two FeCa8 units deposited on
h-BN involves only direct exchange, substrate mediated RKKY interaction also plays
a role on graphene. We estimate the minimum cluster density necessary to fabricate
cluster assembled films over h-BN.

Chapter 6 describes the reactivity of AgnAum (n+m = 2− 4) clusters supported
over the α-Al2O3(0001) substrate towards oxidation of CO molecule. We find that
coadsorption of CO and O2 is possible on the gas phase AgnAum clusters, but the bar-
riers for the oxidation reaction are quite high. The ground state structures of supported
AgnAum clusters and how alumina substrate plays a major role in the coadsorption
of O2 and CO molecules, are described in detail. We find that the AgAu2, Ag2Au
and AgAu3 clusters supported over alumina substrate are promising catalysts for CO
oxidation. Possible reaction mechanisms are also discussed.
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CHAPTER1
Introduction

1.1 Atomic clusters

Physical properties of macroscopic materials are largely independent of their shape
and size because of small surface to volume ratios. However as one goes to the small
size limit and manipulate matter at the atomic, molecular, and supermolecular scales,
systems show striking properties that depend on their shapes and sizes. One of the most
prominent examples are atomic clusters. Atomic clusters are aggregates of a few to a
few thousand atoms. They constitute a new “phase” of matter with a wide range of
possible sizes, compositions and charge states. Their properties are very distinct from
that of individual atoms, molecules or the corresponding bulk. Clusters are different
from their corresponding bulk mainly because of two reasons: first, the arrangement of
atoms in a cluster is very different from the bulk, and second, unlike bulk, the number
of atoms on the surface of a cluster is a substantial fraction of the total number of
atoms. We distinguish clusters from molecules in the following sense. Molecules
exist in nature under ambient pressure and temperature, while clusters are metastable
and can only be produced in labs under special experimental conditions. Bonding in
molecules is either covalent or ionic in nature, while bonding within clusters can be
metallic, covalent, van der Waals or ionic.

Themost striking feature of atomic clusters is that they exhibit extreme size-dependence
of electronic, magnetic, chemical, and optical properties. Their properties change non-
monotonically as the size varies from the atomic to the bulk limit. Addition or re-
moval of even a single atom or electron can induce dramatic changes in properties of
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clusters [3]. This exciting feature gives us the freedom to tune properties of cluster
according to the desired need. Due to this reason, clusters are considered as the ideal
candidates to serve as a building blocks for designer new materials.

Based on the type of constituent atoms and the nature of bonding, atomic clusters
can be broadly classified as rare gas clusters (ArN , XeN ), semiconductor clusters (GeN ,
SiN ), metal clusters (NaN ,AgN ) and ionic clusters ((NaCl)N , (NaF)N ). In this thesis
our focus is on certain types of metal clusters.

1.2 Metal clusters

Bulk metallic systems have finite density of states at the Fermi energy and hence have
a gapless spectra. However, one cannot define metal clusters in the same way as they
always have discrete electronic spectra due to the finite size. In cluster science, clusters
formed out of atoms that are metallic in the bulk are termed metal clusters. Metal
clusters can be of simple metals, noble metals, transition metals (TM), and also of
more than one species, called alloy clusters.

Clusters in which bonding between the atoms is mostly through the outermost delo-
calized s and p electrons, are known as simple metal clusters. Thus clusters composed
of group-IA (alkali), group-IIA, and group-IIIAmetal elements form simplemetal clus-
ters. These clusters having certain specific number of valence electrons are more stable
with respect to their neighboring sizes [2, 3]. The origin of their stability can be under-
stood in terms of quantum mechanical models, best known as “shell models”, which
are described in the next section.

Like alkali elements, group-IB noble metal elements (Cu, Au, Ag) are also mono-
valent and have one electron in their outermost ns orbital. However, these elements
also have filled (n − 1)d10 orbitals. Depending on the energy gap between the out-
ermost ns1 and (n − 1)d10 orbitals, the d states may also contribute to bonding. We
will discuss this issue again in chapter 6 in more detail. Noble metal clusters have
many similarities with alkali clusters [28]. However, due to the presence of (n− 1)d10

electrons, structural evolution some of these clusters is found to be very different from
that of alkali clusters. For example, structure of Au clusters containing as many as 13
atoms is planar [29] (two dimensional (2D) to three dimensional (3D) transition for
Au clusters strongly depends on the method used [30--32]). CuN clusters having more
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Figure 1.1: Mass abundance spectrum of NaN clusters [2].

than 3 atoms assume 3D structures, while simple metal clusters transform to the 3D
structures when they have more than 6 atoms [33, 34]. The properties of TM clusters
are very different from those of the simple metal clusters, and their stability cannot be
explained using shell models. In this thesis, we will only focus on some simple and
noble metal clusters.

1.2.1 The Shell Models

In 1984, Knight and co-workers [2] observed a non-monotonic behavior in the mass
spectra of small gas phase sodium clusters. They found that the mass spectra of NaN
clusters exhibit a pattern of intense peaks (Figure 1.1) at sizesN = 2, 8, 20, 40, 58, . . .,
where N denotes the number of atoms in a cluster. These were called magic clusters
as these peaks indicate enhanced stability at these sizes compared to their neighbors.

The origin of this enhanced stability for certain sizes can be understood in terms
of quantum mechanical models. One can assume that the valence electrons of all the
metal atoms in these clusters are free to move within the volume of the cluster. This
quantum confinement produces discrete electronic energy levels with certain degen-
eracies, where the degree of degeneracy depends on the symmetry of the confining
potential. The simplest possible choice one can take is that the confining potential is
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spherically symmetric. In particular the confining potential V (r) is defined as

V (r) = 0 ; r < R0

= ∞ ; r ≥ R0 (1.0)

whereR0 = xN1/3rs; rs is the Wigner-Seitz radius in the corresponding bulk, and x is
the valency of the metal atom. By solving the Schrödinger equation for this potential,
one can obtain the one-electron energy levels Enl.

Enl =
ℏ2β2

nl

2mR2
0

, (1.1)

where βnl is thenth zero of lth spherical Bessel function. And the energy eigenfunctions
have the form

Ψnlm(r, θ, ϕ) = Anl jl(βnlr/R0)Y
m
l (θ, ϕ), (1.2)

where Anl are determined through normalization, jl(βnlr/R0) are spherical Bessel
functions and Y m

l (θ, ϕ) are spherical harmonics. Due to the spherical symmetry, the
energy eigenstates of the cluster depend on the principle quantum number n and or-
bital angular momentum l, but they are degenerate in the magnetic quantum number
m. Thus energy states have 2(2l + 1) fold degeneracies. These energy states form
the electronic shells (nl), which are arranged in increasing energy as 1S2 1P6 1D10 2S2

1F14 2P6 1G18 . . .. These electronic shells will be completely filled when there are 2, 8,
18, 20, 34, 40, 58, . . . electrons in the cluster. As filled electronic shells lead to greater
stability in atoms (e.g., rare gas atoms), the completely filled shells are expected to
lead enhanced stability in clusters. In fact, the molecular orbitals (MO) of a cluster for
a given angular momentum look very similar to those of an atom. The only difference
is that in case of atoms the atomic orbitals are localized on the atom, while in case of
clusters the MO's are delocalized over the entire cluster. Since sodium is a monovalent
atom, stability of NaN clusters at n = 8, 20, 40, 58, . . . , can be easily understood in
terms of the shell model. However, spherical shell model also predicts stability at size
N=18, 34, and 68 which were not observed with high intensity in the mass spectrum
(Figure 1.1).
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Onemay also choose other confining potentials e.g., spherical harmonic potential or
Woods-Saxon potential [3], which give the shell filling at electron count 2, 8, 20, 40, 70,
112 …and 2, 8, 18, 20, 34, 40, 58, 68, 70, 92 …respectively. The other realistic model
is spherical jelliummodel, which also include the electron-electron interactions. In this
model, one assumes that the positive charge of all the ions in the cluster is distributed
uniformly over the spherical volume of the cluster. The effective one electron energy
levels for such a charge distribution are also arranged in the order 1S2 1P6 1D10 2S2

1F14 2P6 . . ..
Although these models discussed above are quite successful in explaining the rel-

ative stability of magic clusters, however they cannot capture the fine structure of
the mass abundance spectrum. To explain this fine spectra, one has to include the
spheroidal deformations in the confining potential based on the ideas of Nilsson model.
More information about the method can be found in Ref. [3, 35--37].

1.3 Superatoms

One of the most exciting developments in the field of cluster science has been the
idea of superatoms [7, 38--45]. The idea of superatom was first proposed by Jena and
Khanna in 1990 based on the observation that electronic structure of some simple metal
(alkali [5, 46], alkaline earth [6, 8], noble metal [43]) clusters obey the shell models.
The existence of the electronic shells in simple metal clusters and their dominating role
in governing stability indicate that some clusters may exhibit electronic and chemical
features similar to the elemental atoms. Such atomic clusters that mimic properties of
elemental atoms are termed as superatoms. Recently, Castleman and Khanna [4] gave
an updated definition of a superatom according to which atomic clusters that retain their
identity in assemblies, andmimic properties of elemental atoms are termed superatoms.

Superatom behavior of atomic clusters has been established through experimen-
tal demonstrations and first principles electronic structure calculations. In one of the
experiments, Leuchtner et al., [47] found size dependent reactivity of aluminum clus-
ter anions towards oxygen molecule. They found that clusters containing 13, 23, and
37 atoms were not reactive to oxygen. Since each aluminum atom has three valence
electrons, the total number of valence electrons in an anion cluster will be 3N + 1.
Non-reactive behavior of anions of size 13, 23, and 37 can be accounted for by shell
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closings at 40, 70, and 112 electrons. Thus stability of these sizes can be explained
using shell models. The electronic shell structure of the cluster not only explains the
mass abundance spectrum, but also has a direct impact on chemical properties. Similar
non-reactive behavior is well known for inert gas atoms due to their closed electronic
configuration. Therefore these Al cluster anions can be regarded as analogues of the
inert gas atoms. This conjecture has been supported by the theoretical calculations of
Khanna and Jena [38, 39].

In a similar manner, Al13, which is one electron short of a closed electronic shell,
has been found to behave as a halogen atom and has been termed a superhalogen. The-
oretical calculations performed by Khanna et al., [38] showed that electron affinity of
Al13 is 3.7 eV, which is comparable to that of a Cl atom (3.6 eV). Later experimental
studies by Li et al., [48] confirmed the theoretical findings. Similarly, Al14 with 42 va-
lence electrons has been found to mimic the properties of the alkaline earth atoms [41].
Another experimental study combined with the theoretical calculations [42] revealed
that Al−7 behaves as a multiple valence superatom. Al−7 is a 22 electron system with an
electronic configuration 1S2 1P6 1D10 2S2 1F2. It likes to bind strongly to atoms that
need 2 or 4 electrons to fill their shells because then Al−7 cluster can achieve a shell clo-
sure with 18 or 20 electrons. Apart from aluminum clusters, ligated AuN cluster with
thiolate and other ligands are also considered as superatoms. The ligands surround the
metallic core and withdraw electrons. The clusters are stable when electron count leads
to a filled electronic configuration [44].

1.3.1 Magnetic superatoms

Although electronic shell orbitals for a given angular momentum resemble those in
atoms, the filling of the electronic states in simple metal clusters do not follow Hund's
rule. Clusters can also undergo Jahn-Teller distortions absent in atoms. Typically,
the energy gain in Jahn-Teller distortion is much larger than the exchange splitting.
Hence these clusters usually have low spin ground states. Small metal clusters with
odd number of electrons are doublet, while clusters having even number of electrons
are singlet. Superatoms which gain stability through closed shell configuration are
non-magnetic as magnetism requires spin unpaired electrons.

A breakthrough in the direction of producing magnetic superatoms came in 2009

6



when Reveles et al., [5] proposed a way to induce spin dependent splitting in the elec-
tronic states of the cluster. They proposed binary clusters involving TM atoms which
have both localized and delocalized electronic states. Two things can happen in such
systems [49]:

• Magnetic moment arises from the localized orbitals of the TM atom, while sta-
bility is achieved through shell filling of the delocalized electrons. For example
in VCs8 [5], each Cs atom contributes one delocalized electron, while the V atom
contributes three d electrons and two s electrons. Hence the cluster has 13 va-
lence electrons. Eight of these electrons fill the 1S2 and 1P6 shell orbitals, while
the remaining five electrons occupy the V atomic 3d states. The D-states of the
cluster hasmajority contribution from the atomic d state of the V. Thus the cluster
has five unpaired electrons which give a magnetic moment of 5 µB.

• The localized d-states of the TM can hybridize with cluster D-states and induce
an exchange splitting, which can stabilize magnetism in a superatom. For exam-
ple, in FeMg8 and FeCa8 both having 24 valence electrons, the atomic d orbitals
of Fe induce exchange splitting in the cluster D-orbitals. Both the clusters have
electronic configuration 1S2 1P6 1D10 2S2 2D4. All four 2D electrons are in the
majority spin channel. Thus four unpaired spins in 2D orbitals leads to a mag-
netic moment of 4 µB.

One of the qualifying criteria used to decide whether a stable magnetic cluster is a
superatom or not is to try and form dimers of it. This is the first test whether it would be
stable in assemblies and whether it would retain (at least part of) its magnetic moment.
For example, although both VNa8 and VCs8 turn out to be stable clusters within the
respective VAN series (A=Na, Cs), when two VNa8 clusters put together, they merged
completely to form a V2 dimer surrounded by sixteen Na atoms, and lost their magnetic
moments. Therefore, by the modern definition, VNa8 does not qualify as a magnetic
superatom. VCs8, on the other hand, retains its identity and form stable dimers and
trimers with distinct magnetic properties. Similarly, dimers of FeMg8 [7], FeCa8 [6],
CrSr9, and MnSr10 [8] were found to be stable in which individual cluster units retain
their identity. Therefore, these stable clusters qualify as magnetic superatoms.

As already mentioned, FeCa8 [6] has 24 valence electrons as each Ca atom con-
tributes two valence electrons and Fe contributes six d electrons and two s electrons.
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Figure 1.2: Molecular orbitals (MO) and energy states of FeCa8 cluster [6].

It has a large gap ( 0.68 eV) between the highest occupied and lowest unoccupied
molecular orbitals (HOMO-LUMO gap). A large HOMO-LUMO gap is the signature
of stability of the clusters as clusters will resist in both donation and acceptance of
electrons. The 1S2 1P6 1D10 2S2 2D4

α electronic configuration of FeCa8, where α (β)

denotes the majority (minority) spin channel, is shown in a molecular orbital (MO)
diagram in Fig.1.2. The FeCa8 cluster has an oblate shape, which lifts the degenera-
cies of the P and D shell orbitals. Thus 2D-states of the cluster split into a group of
4 (2Dxy, 2Dx2−y2 , 2Dxz and 2Dyz) and the 2Dz2 state. Further, the hybridization of
the atomic 3d states of Fe induce exchange splitting in the cluster D-states. Thus 20
electrons give filled 1S2 1P6 1D10 2S2 orbitals. The remaining four unpaired electrons
occupy the four 2D-states in the majority channel, leading to a magnetic moment of 4
µB. They also calculated the dimer structure of the FeCa8. In the dimer structure, two
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units of FeCa8 retain their identities and couple ferromagnetically. Thus a dimer pos-
sess a magnetic moment of 8 µB. The antiferromagnetic state of the dimer was found
to 0.021 eV higher than the ferromagnetic state. Hence, FeCa8 qualifies as a magnetic
superatom.

1.3.2 Cluster assembled materials

Since clusters and superatoms exhibit interesting size and shape dependent properties,
they are considered as building blocks for designer newmaterials [1, 4]. By assembling
clusters, one can produce materials with novel functional and structural properties.
These are called cluster assembled materials (CAM). Properties of CAM's can be tuned
by choosing appropriate building blocks.

A well known example of CAM are fullerene based materials [50]. Fullerene (C60)
can be combined to form a face-centered cubic (FCC) solid in which structural iden-
tities of C60 cluster are retained. Such crystals are called fulleride which have very
different properties than diamond or graphite. Alkali-doped fullerides [51] A3C60 (A =
K, Rb, Cs) are also capable of forming high crystalline solids with striking properties.
These doped fullerides show superconductivity which can be tuned by changing the
interfullerene spacing. Al clusters may form another class of CAM. Liu et al., [52]
found that an Al13K cluster is an ionically bonded superatom complex, very much like
a KCl molecule. This led to the idea that such motifs can also be used for cluster as-
semblies. They found that Al13K may form a BCC structure with a lattice constant
of 6.52 Å. The small size of K relative to Al13 causes strong interaction between the
Al13 units and Al13 becomes cuboctahedral in the solid phase. The system is metallic
and stable against lattice distortions. Later the ionic nature of Al13K cluster has also
been confirmed in the experiments by Zheng et al., [53]. In a combined experimental
and theoretical studies [41], an Al13I−x cluster was also found to be an ionically bonded
superatom complex. They showed that the extra electron was held by the aluminum
motif, which indicates that its electron affinity is higher than that of iodine.

The theoretical work by Reber et al., [54] showed that the A3O species act as super-
alkali (A = alkali atoms). They showed that the binding energy of Al13K3O is 5.53 eV,
which is much larger than that for Al13K (2.51 eV). Thus an Al13K3O is a strongly
bound molecule. It can be assembled into stable superatom assemblies (Al13K3O)N
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with Al13 and K3O as the superatom building blocks. The larger alkali motifs (K3O)
reduces the interactions between Al13 units in the assembled materials allowing the
Al13 units to maintain their discrete superatomic character.

In another studies by Castleman et al., [55], the mass abundance spectra of AsNK+
M

clusters showed the existence of prominent peaks at As6K+
3 and As7K+

3 , indicating
their greater stability. From the experimental as well as theoretical studies, they found
that both these clusters are very stable and can be used as building blocks for CAM's.

1.4 Surface supported clusters

Surface supported clusters brought a revolution in the field of nanoscience and hetero-
geneous catalysis. It is one of themost active fields of research inmaterial science. One
of the obvious reasons for this is the industrial demand for miniaturization of electronic
devices [56]. Secondly, supportedmetal clusters are very good catalysts and play a vital
role in the chemical industries. Surface supported clusters provide a way for bottom-up
approach to synthesis of materials through self-assembly. The self-assembly is a phe-
nomenon where clusters assemble themselves spontaneously to form larger units or
films. Two different methods can be employed to fabricate supported clusters [57]: (i)
deposition of atomic vapor, (ii) deposition of preformed clusters from a cluster source,
either size-selected or otherwise. Both of these techniques are discussed in the later
sections.

The deposition of clusters over surfaces often changes its properties compared
to that of the free clusters by the cluster-substrate interaction (due to hybridization,
changes in the geometry, diffusion, alloy formation etc.,) and cluster-cluster interac-
tion (in case of high coverages). Depending on the nature of bonding between the
cluster and substrate, adsoroption of clusters over substrates can be broadly classified
into two categories. (1) Physisorption: when cluster-substrate interactions are weak
van der Waal's type, and most of the properties of the gas phase clusters are preserved
after deposition. For example, deposition of xenon on graphite [9], adsorption of noble
metal clusters onMgO substrate [10]. (2) Chemisorption: when cluster-substrate inter-
actions are strong and the structure and properties of the gas phase clusters are heavily
modified after deposition. In this regime, new chemical bonds form between the clus-
ters and the substrate, e.g., Au and Pt clusters on TiO2 substrate [11], Au clusters on
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CeO2 substrate [58].

1.4.1 Characterization of the surface supported clusters

Many experimental techniques [59] have been used to measure and understand prop-
erties of surface supported clusters. These include X-ray photoelectron spectroscopy
(XPS), scanning tunneling microscopy (STM), scanning electron microscopy (SEM),
atomic force microscopy (AFM), transmission electron microscopy (TEM/HRTEM),
Raman spectroscopy etc. Brief discussions of some of these techniques relevant to this
thesis are given below.

X-ray photoelectron spectroscopy (XPS)

This technique is used to understand changes in the electronic structure of a cluster
due to the presence of a substrate. Electronic properties of gas phase clusters are very
sensitive to the number of atoms. Presence of a surface may significantly influence the
electronic structure of the cluster. When these two are brought in contact, depending
on the strength of cluster-surface interaction, the highest occupied level in cluster will
adjust to the Fermi level of the substrate. This may also induce a charge accumulation
at the cluster-surface interface [57]. The other cluster levels (valence as well as core)
may also change compared to those in the gas phase. The shift in core-level binding
energy in comparison to the bulk value is known as core-level shift. Since core-level
shift depends on the bonding environment, using this one can obtain information about
the nature of the cluster-surface interaction.

In XPS, a material is irradiated with a beam of X-rays. In this process, a photon
is absorbed by an atom in the material, leading to the emission of a core electron.
The kinetic energy distribution of thus emitted photoelectrons is measured. Since the
energy of an incident X-ray (hν) is known, one can calculate binding energy (BE) of
the emitted electron as

Eb = hν − Ekinetic − Φ, (1.3)

where Eb is the binding energy (BE) of the emitted electron, Ekinetic is the kinetic
energy of the emitted electron and Φ is the work function which has to be overcome by
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the electron reaching the vacuum.
The binding energy of an electron is equal to the energy difference between the

initial (with n electrons) and final states (with (n− 1) electrons) of the atom.

Eb = Ef (n− 1)− Ei(n), (1.4)

whereEf (n−1) is the energy of the final state andEi(n) is the energy of the initial state.
The final state is one in which (n − 1) electrons have “relaxed” after the emission of
the core electron. In absence of relaxation of these electrons, the binding energy would
be exactly equal to the negative of the orbital energy (ϵk) from which the photoelectron
is emitted. This approximation is known as Koopmans' theorem.

Eb = −ϵk. (1.5)

However in absence of relaxation of the (n− 1) electronic states the atom is not in its
ground state. The removal of a photoelectron creates a hole in the atom. The remaining
electrons can relax to screen the hole, and thereby lower the energy of the final state.
Hence binding energy of an electron depends on both the initial and final state effects.
The initial state effects are caused by chemical bonding, which influences the electronic
configuration in and around the atom. On the other hand, the relaxation processes
(final state effects) are similar in magnitude in all the cases and does not depend on
chemical environment. Thus core-level shifts are usually thought of initial state effects.
However, this is true only up to an approximation. In general core-level shift depends
on both initial and final state effects.

The core-level energy shifts are closely related to the charge transfer in the outer-
most electronic orbitals of the atoms. The charge redistribution of the valence electrons
induces shifts in the binding energies of the core-electrons. Thus the information about
the valence (oxidation state) of the atoms can be obtained through the core-level shifts.
The loss of electrons in the valance orbitals causes an increase in binding energies of
the core electrons, which leads to a positive shift in the core-levels. On the other hand,
an excess of electron charge in the valance orbitals causes a decrease in the binding
energies of core electrons and leads to the negative core level shifts.
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Scanning tunneling microscopy (STM)

Scanning tunnelingmicroscopy is a technique for producing surface imageswith atomic
scale resolution. In this method a fine probe tip scales the surface with clusters, mea-
suring the tunneling current at constant voltage (constant voltage imaging mode) as a
function of its position. The principle of STM is based on the phenomenon of quantum
tunneling. When a conducting tip is brought very near to a metallic or semi-conducting
surface, a bias between the two can allow electrons to tunnel through the vacuum be-
tween them. The STM images represent the convolution of the density of the occupied
surface and unoccupied tip states, or the other way round, depending on the bias direc-
tion. Since the density of states is correlated with the positions of the nuclei, the STM
images are correlated with the position of the atoms. More details about the technique
can be found in Ref. [59].

Scanning electron microscopy (SEM)

The scanning electron microscope is a technique that images the sample surface sup-
porting clusters by scanning it with a focused beam of electrons. In this method, elec-
trons interact with atoms of the sample and produce various signals in the form of
secondary electrons, back scattered electrons and characteristic X-rays. These signals
contain information about the sample's surface topography, composition, etc. More
details about this method can be found in Ref. [59].

1.4.2 Production of substrate supported clusters by atomic vapor
deposition

In this method, the material, whose clusters are to be produced, is vaporized by thermal
evaporation. The atomic vapor is deposited onto the substrate with thermal energy (∼
0.1 eV) and flux under Ultra High Vacuum (UHV) condition. The flux is expressed
in units of monolayer (ML) per second, where 1 ML is defined as a single continuous
layer or film that is one unit cell in thickness. The deposited flux of atoms undergoes
elementary growth processes before condensing into the stable clusters. The elemen-
tary growth processes includes nucleation, diffusion, aggregation, and evaporation of
the atoms.
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The terrace of a substrate has periodic lattice sites (adsoroption wells), separated
by energy barriers. It can also have some defects such as vacancy, step edge or dis-
location. The adatoms can arrive on the terrace at different random positions. Some
adatoms can bind to the surface defect sites, some can evaporate from the surface, and
rest can diffuse on the terrace, of the substrate. Among all the elementary growth pro-
cesses, the diffusion of adatoms is most fundamental. The diffusion processes are ther-
mally activated jumps mostly in form of straight adatom movements between adjacent
lattice sites. However, concerted movements of several atoms may also be involved.
Transition state theory (TST), assumes that the adatom stay in their adsorption wells
large enough to thermally equilibrate. When they have sufficient thermal energy to
overcome the energy barriers between the neighboring lattice sites, they perform the
thermally activated jumps. This assumption is justified if the energy barrier between
the lattice sites satisfiesE ≪ kBT . Diffusion along the terrace ends when the adatoms
collide with other adatoms or get trapped at the defect sites. During collisions adatoms
may also undergo aggregation and form bonds to aggregate as clusters. Aggregation
is the process in which diffusing adatoms assemble together to form clusters. Depend-
ing on the bond energy and the number of neighbors, thus formed clusters can remain
stable or decay again as adatoms. This process gives rise to another process known as
nucleation. If the formed cluster is large enough to grow more rapidly than it decays
on the time-scale of deposition, the process in known as nucleation. Thus nucleation is
the series of atomic processes in which the adatoms condense as stable clusters. This
is the first irreversible step towards the formation of new phase (cluster) on the terrace.

A stable cluster is also known as the nucleus for the growth processes. The attach-
ment of one adatom to the critical size above which cluster remains stable, results into
a stable nucleus. The critical cluster size can be defined as (ic − 1), where ic is the
number of atoms in the smallest stable cluster. More details about the methods and
different elementary processes can be found in the Ref. [57].

1.4.3 Deposition of preformed clusters

A major limitation with atomic deposition is that one does not have any control over
the size and shape of the clusters. A more controlled way of fabricating substrate sup-
ported clusters is to deposit preformed clusters on a substrate. Hence by selecting the
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size of the incident clusters, one can change the growth mechanisms [60, 61] and char-
acteristics of the materials. For example, it has been shown that by changing the mean
size of incident carbon clusters, one can modify the properties of carbon film, from
graphitic to diamondlike [62].

By depositing preformed clusters on a substrate, one can build nanostructures of
two types: (1) Separated clusters or islands in submonolayer range. (2) Thin films or
cluster-assembled materials (CAM) (few monolayers). One would like to grow orga-
nized arrays of low coordinated clusters with specific electronic and catalytic proper-
ties as they can have potential use in many applications. The second subfield is that of
nanostructured materials as thin or thick films, which show mechanical, catalytic, and
magnetic properties different from their crystalline counterparts [63--65].

The morphology of the deposited clusters depends on a number of factors including
the cluster and substrate materials, temperature, size of the cluster, cohesive energies,
and kinetic energies of the cluster. All these factors strongly influence the outcome of
the complex cluster-substrate collision process [57, 66]. Broadly, collision process can
be classified in to three regimes based on the impact energy of the incident clusters.

• Low energy depositions: An interaction is considered to be low energy when
the kinetic energy per atom (Eat) of the incoming cluster is smaller than the
binding energy per atom (Ecoh). Typical limits for this deposition are around
Eat ≈ 0.1 eV. In this case, deposited clusters retain the memory of the gas-phase
properties and cluster deformations induced by collisions are elastic.

• Medium energy depositions: If Eat is comparable to Ecoh, clusters may undergo
plastic deformations. Generally, in this regime Eat can have the values between
1-10 eV. The deposition of clusters may also induce defects in the surface.

• High energy depositions: If Eat is higher than Ecoh, the impact is considered to
be high energy. Typically, in this regime Eat has a lower bound of 10 eV. At
such high energies, the incoming cluster decomposes upon impact. Part of the
cluster is implanted in the surface resulting in an intermixing of the cluster and
the surface.

The films made by clusters in different energy regimes can be easily identified.
Low-energy deposition produces an amorphous and easily removable film. At medium
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Figure 1.3: Molecular-dynamics simulations of the morphology of films obtained by
deposition of Mo1043 clusters with increasing incident kinetic energies per atom onto a
Mo(001) substrate [67].

energies, the film adheres more strongly to the substrate, while high-energy deposition
gives a hard shiny metallic coating. These processes have been studied theoretically
using molecular dynamics (MD) simulations by Haberland et al., [67]. Mo1043 clusters
were deposited on the Mo(001) surface at different impact energies. The resulting
film morphologies are reproduced from Ref. [67] in Fig. 1.3. At low impact energies,
clusters may suffer little distortion, but overall they retain their gas phase properties.
There is no damage to the surface. Clusters tend to pile up on the substrate, which
leave large cavities in the film. Thus film consists a highly porous arrays of randomly
stacked particles. At medium energies, individual clusters can be identified but they
are deformed from their gas phase structures. This deposition will also induced some
defects on the terrace. At high impact energies, clusters are completely fragmented and
lose their identity. The film is smooth due to the flattening of the cluster. A fraction of
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Figure 1.4: Possible elementary growth processes for two clusters meeting on a sur-
face (a) aggregation (b) coalescence. For atomic deposition, only process (a) is possi-
ble [66]. Black circles represent atomic clusters.

the cluster intermix with surface layers and this implantation runs several layers deep.
Clusters also undergo various elementary growth processes after deposition over

the surface. Similar to the atomic deposition, they may nucleate, diffuse, aggregate
and evaporate on the terrace of the substrate. In addition, clusters can also merge to
form another larger cluster during the diffusion, which was not possible in the atomic
deposition. This process is known as coalescence of the clusters. A schematic diagram
of aggregation and coalescence is shown in Fig. 1.4. So when two clusters meet at the
surface by diffusion, they may either aggregate or coalesce. The choice between two
type of interaction depends on several factors such as cluster size, temperature, cluster
and substrate materials etc. One can also define a critical size Nc such that if two
clusters of size N > Nc collide with each other, they will not merge to form a larger
clusters and aggregate with each other. On the other hand if size of one of the cluster
is smaller thanNc, they will coalesce into a single cluster. The critical size depends on
the bonding strength of the cluster atoms. For more details we refer to Ref. [66, 68].

1.4.4 Softlanding

The field of softlanding is driven by the idea to preserve the unique properties of pre-
formed size-selected clusters and stabilize them on the surface. A straightforward crite-
rion for softlanding would be that the cluster should be adsorbed on the surface without
any collision-induced deformations and implantation. The process strongly depends
on cluster size and material, as well as the substrate properties like surface energy,
hardness, corrugation, polarizability, and temperature [69]. Softlanding of the small
clusters on the surfaces which have large cluster-substrate interactions, is not possible.
When a cluster arrives at the surface, it gets accelerated due to the attractive cluster-
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substrate interaction. Its translational energy is transformed into internal energy and
both the surface and the cluster get heated. In case of small clusters, this internal en-
ergy leads to atomic rearrangement and implantation. For example, MD simulations
of Ag7 and Ag19 clusters, which were deposited on Pd (100) and Pd (111) surface with
almost zero impact energy [70], reveal partial implantation and atom exchange. Hence
softlanding does not necessarily preserve the properties of the small gas phase clusters
on those surfaces which have large cluster-substrate interactions. However for larger
clusters with several hundreds of atoms, the structural deformation and implantation
become less important. For large clusters (at low energy depositions) the energy avail-
able to each atom is small. Thus it is impossible for the cluster to undergo the atom
exchanges required for the implantation. A pronounced atomic rearrangement but no
significant atom exchange has been found for CuN and AuN up to N = 55, deposited
on Pd(100) at negligible kinetic energy [71].

Softlanding is much more simple in case of inert surfaces. Due to the smaller
cluster-surface interaction, small clusters do not gain translational energy. Hence,
when deposited at low impact energies, small as well as larger clusters retain their
gas phase identity after deposition. Honea et al., [72] compared the Raman spectra of
the mass selected small silicon clusters (size 4, 6 and 7) deposited over solid N2 with
those with gas phase case. Raman spectroscopy gives the information about the geom-
etry of the cluster. They find that geometry of the deposited clusters is same as in the
gas phase. In other studies, Busolt et al., [13, 73] measured the spectra of small sil-
ver clusters deposited over graphite for the two photon photoelectron processes. They
found a strong dependence of the spectra on cluster size which indicates that their gas
phase identities are retained and the deposition is achieved without fragmentation.

Another way to achieve softlanding of clusters is to dissipate the impact energy in a
controlled manner prior to deposition over the substrate. This can be achieved by using
a buffer layer consisting films of rare gases above the substrate. This method extends
the kinetic energy range for the softlanding process. For exampleMD simulations have
shown that small (NaCl)N can be softlanded on the substrate using a rare-gas (Ne, Ar)
buffer layer at a kinetic energy of 2.72 eV per atom [74]. Also Ag7 clusters do not suffer
any fragmentation when deposited on Pt (111) surface covered with a thick layer of Ar-
gas at a kinetic energy of 2.9 eV per atom [75]. Instead of rare-gases one may also use
other inert molecules such as C60 as the buffer layer [76].
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1.4.5 Cluster assembled films

By depositing clusters using the softlanding or low energy cluster beam deposition
(LECBD) technique, one can obtained the cluster assembled films. The morpholo-
gies of the cluster assembled films will be determined by the strength of the cluster-
substrate interactions [77]. If the cluster-substrate interactions are large, the diffusion
of the clusters will be limited and the growth will be organized as random paving of
the individual clusters. If the cluster-substrate interaction is weak, the diffusion will be
large and cluster will prefer to form large ramified islands on the surface. Depending
on the deposition conditions (cluster and substrate material, cluster size, flux, temper-
ature etc.), the diffusion and coalescence of the supported clusters leads to growth of
granular thin film. The grain size for the coalescence of the clusters is limited by a
critical size (Nc).

One can also form the cluster assembled films by depositing the TM clusters (FeN ,
NiN , CoN etc.) using LECBD technique [78--80]. It has been found that for TM
clusters, only the random paving type of growth is possible. This is true for a wide range
of substrates including graphite, organic materials and various other metals. Hence it
is reasonable to assume that cluster assembled magnetic films produced by depositing
TMclusters always grow from random paving of individual clusters. At finite thickness
of the film, TM clusters will undergo various growth process (diffusion, coalescence,
etc.) and organize as highly porous and granular thin film. The characteristics magnetic
behavior of these films are determined by the competition between the grain anisotropy
and the exchange interactions between grains. For the deposition of cluster of average
size Fe150, Co300, Ni300 at 300K [78, 80], the mean size of the supported grains are
found to be 5 nm, 3 nm, and 4 nm respectively. It has been found that for Fe clusters,
the grains crystallizes in a BCC structure, while for Co and Ni, grains crystallizes in the
FCC structures. Such magnetic films have enormous applications in the high density
memory devices and spintornics.

1.5 Heterogeneous catalysis

Catalysis by small clusters is one of the most active fields of chemical sciences. The
presence of a large number of low-coordination sites such as corners and edges in the
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Figure 1.5: A schematic diagram for Eley-Rideal mechanisms and Langmuir-
Hinschelwood, reproduced from Ref. [83].

clusters make them highly reactive and efficient catalysts. In particular, substrate sup-
ported metal clusters play a very important role in heterogeneous catalysis and chem-
ical industries. The role of any catalyst is to lower the activation energy barrier of the
rate limiting step to carry out a chemical reaction. This accelerates the process and
enables the reaction to proceed at lower temperatures. The choice and preparation of
substrate must be tailored to the type of the reactants and the desired reaction. Sub-
strate may itself be directly involved in the catalytic process. Migration of reactants
from the substrate to the cluster may also favor the formation of a desired compound
with novel properties. These materials have wide applications in battery technology,
ultra-capacitors, fuel cells, and environmental chemistry. Due to this reason a lot of
effort is devoted to the understanding of this phenomena and creating tailor-made cat-
alysts with high efficiency and desired selectivity [81].

The reactivity of these catalysts depends upon various factors, some of which are
discussed below.

• Size: The catalytic reactivity of the clusters strongly depends on the number of
atoms in the cluster. In the nonmonotonic regimes, where cluster size are small,
each atom is important for the catalytic behavior of the cluster. The chemical
and physical properties of the clusters often change dramatically by the addition
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or removal of a single atom. For example, the reactivity of FeN clusters with
H2 shows a dramatic dependence on cluster size [82]. The reactivity of H2 is
negligible for Fe cluster of size N < 5. It increases and stabilizes between size
5 < N < 15, shows a drop between 15 < N < 23 and reaches maximum for
Fe23. Above Fe23 there are no further large variations in reactivity. Thus the
reactivity of H2 for Fe clusters is maximum for size 23.

• Charge state: The charge state of the clusters can considerably influence their
catalytic reactivity [84--87]. For example, it has been found that Au−N clusters can
readily adsorb the O2 molecule and activate the O-O bond for further oxidation
reaction [84, 85]. On the other hand, positively charged AuN clusters have strong
bindingwith the COmolecule [86] and other hydrocarbons [88], but not withO2.

• Composition: The catalytic reactivity of a cluster can also bemodified by chang-
ing its composition. By changing constituents of a cluster atom by atom, the ac-
tivity, selectivity and stability of the catalyst can be tuned to a maximum for a
specific reaction. For example, in the production of hydrogen, water react with
methane at high temperature to produce CO2 and H2 in the presence of Ni cat-
alyst [89]. However, under the desired reaction conditions, a graphitic carbon
may also form, which can block the Ni catalysts and decrease its efficiency. It
has been found that addition of slight amounts of gold to the catalyst increases
its resistance toward carbon formation. The gold segregates at the surface of the
catalyst mainly on the weakly coordinated sites, and reduces the formation of
graphitic carbon which is responsible for deactivation of the catalyst [90].

• Cluster-substrate interaction: The cluster-substrate interaction can influence
the electronic and structural properties of the supported clusters which can mod-
ify their catalytic reactivity. An epitaxial stress at the cluster-substrate interface
may change the structure of the clusters and they can acquire different equilib-
rium shapes compare to those in the gas phase. The strength of cluster-substrate
interaction will depend on the cluster and substrate materials. Depending on this
strength, there can be a charge transfer to or from the substrate. Hence clusters
can either have an excess or a deficit of electrons, which will decrease their ten-
dency to accept or donate electrons, respectively [87]. These effects will be more
prominent for small clusters.
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Figure 1.6: A schematic diagram for CO-oxidation by L-H mechanism, reproduced
from Ref. [91]

There are many types of catalytic reactions and various reaction mechanisms. For
bimolecular reactions, there can be twoways inwhich a reaction can proceed, which are
schematically shown in Fig. 1.5. (1) Eley-Rideal (E-R) mechanism, in which only one
of the reactants adsorbed on the catalyst and other molecule reacts directly from the gas
phase. (2) Langmuir-Hinschelwood (L-H) mechanism, in which both the reactants are
chemisorbed on the catalyst and the reaction takes place through the adsorbed species.
This is the most common mechanism. For best possible conditions, the reactants must
be adsorbed strongly enough to be activated, but not too strongly, because then they
would be too stable to react with each other. Desorption of the product would be easier
if the product is weakly bonded to the surface.

Let us consider the example of oxidation of carbon monoxide through L-H mech-
anism,

CO+
1

2
O2 = CO2.

This is the very important reaction for eliminating CO from the environment. It is
extremely exothermic and catalyzed by transition metals such as Rh, Pd, and Pt, but
also by Au in the form of nanoparticles supported on certain oxides. Oxidation of car-
bon monoxide requires coadsorption of both the reactants on the catalyst. A schematic
diagram is shown in Fig. 1.6. The CO molecule undergoes associative chemisorp-
tion, while O2 molecule undergoes activated (with elongated O-O bond) or dissociative
(bond breaking) chemisorption. These adsorbates diffuse on the catalyst towards each
other until they meet and react to form CO2. Then the CO2 molecule desorb from the
catalyst surface and complete the reaction cycle.
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The main aim of catalysis community is to find a catalyst for CO-oxidation which
can activate O2 molecule by elongating O-O bond length. The metals such as Pt, Pd,
Rh, and Au are good catalysts but are very expensive. Many groups are trying to mini-
mize the cost by replacing or alloying them with other metals and trying to understand
the underlying mechanisms to lower the reaction barriers.

1.6 Purpose and structure of the thesis

Motivated by the interesting concepts and enormous applications of supported clusters,
the major part of my thesis is devoted to determine and understand the morphologies
of the substrate supported clusters. Particularly we are interested in the small metal
clusters deposited over inert surfaces. As discussed above clusters can be easily soft-
landed on the inert surface. For comparisons, we also used relatively reactive surfaces
such as alumina surface to understand the change in behavior of the supported clusters.
In this thesis we will determine the electronic and structural changes in the clusters af-
ter deposition on the surfaces. We will analyze the electronic, magnetic, and catalytic
properties of the substrate supported clusters and discuss their potential use in various
applications. The plan of my thesis is as follows.

Chapter 2 is devoted to themethods and techniques used to perform the simulations
in this thesis. The basic theoretical framework is DFT, which allows to solve the many-
particle problem through independent electron approximation. Next we have discussed
the techniques for solving the Kohn-Sham equations using plane-wave basis sets, and
construction of PAW potentials. An overview of ab-initio molecular dynamics simu-
lations, Bader charge analysis, and climbing image nudged elastic band methods are
also discussed. A brief summary of the optimization of gas phase clusters and surface
supported clusters are also discussed. In the end, we have discussed the methods that
incorporate the dispersion interactions within the DFT framework.

Chapter 3 includes our results on preformed Agn clusters (n = 1 − 8) deposited
over clean graphite substrates using the vdW-DF2 method. We begin with the exper-
imental motivations and discuss the previous theoretical efforts. In our simulations,
we find that except for Ag3, all clusters prefer to stay parallel to the surface over top
sites of graphite. For adatoms our results agrees with the experimental observations.
Since experiments are performed at finite temperature, few high energy isomers may
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also compete in the energetics and structures of the deposited clusters. Hence, few
high energy isomers and their structures has also been discussed. Our study reveals
that the results obtained with the vdW-DF2 method are in the best agreement with the
experimental observations. In the end we present a comparison of these results with
those from the widely used LSDA and DFT-D2 methods.

Chapter 4 describes the morphologies and diffusion of small Agn (n = 1, 8) clus-
ters at the arm-chair step edge of graphite. In the beginning, we discuss the experimen-
tal motivations which indicate that clusters near step edges have reduced mobility in
comparison to those on terraces. Then we present the ground state structures of silver
clusters on step edge at zero temperature obtained in our simulations. We also discuss
the diffusion of Ag5 and Ag8 clusters at 600 K, and their structures, after they are an-
nealed below room temperature. In the end, we draw our conclusions and propose a
way of fabricating self-assembled atomically thin silver nano-wires at the step edges.

Chapter 5 discusses the substrate supported magnetic superatom using DFT calcu-
lations. The results for adsorption of the magnetic superatom FeCa8 on different types
of substrates are discussed in detail. We find that both α-Al2O3(0001) and Ca(001)
substrates have a strong interaction with the superatom (chemisorption). On the other
hand, FeCa8 has a weak interaction with h-BN and graphene, and retains its structure
after deposition (physisorption). Towards the end, we describe the behavior of two
FeCa8 units over h-BN and graphene sheet and discuss the exchange interactions be-
tween them. We have also estimated theminimum cluster density necessary to fabricate
cluster assembled films over h-BN.

Chapter 6 discusses the reactivity of AgnAum (n+m = 2− 4) clusters supported
over the α-Al2O3(0001) substrate towards CO-oxidation. We start with the experimen-
tal and theoretical motivations and discuss why the bimetallic AgAu clusters are con-
sidered as better candidates for CO-oxidation in comparison to pure Au clusters. Then
we describe the ground state structures for gas phase AgnAum (n+m = 2−4) clusters
and discuss the results for adsoroption and coadsorption of CO and O2 molecules on
these clusters. Next we discuss the role of the alumina surface in the CO-oxidations
on these clusters. For that we first determine the ground state structures of supported
AgnAum clusters and perform the adsoroption and coadsorption of CO andO2molecule
over the supported clusters. We end the chapter with our conclusions.
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CHAPTER2
Theoretical methods

2.1 Introduction

Materials are made of atoms, which in turn are made of electrons and nuclei. Nuclei are
massive compared to the electrons, and can be described using classical mechanics (ex-
cept for hydrogen and helium), while the motion of electrons is governed by quantum
mechanics. Therefore, all the electronic, magnetic and chemical properties of the mate-
rials can be understood in terms of the complex behavior of the electrons. The study of
behavior of electrons in materials started in the early 19th century, when Drude (1900)
and Lorentz (1909) attempted to understand the conduction of electrons inmetals. They
assumed that metals contain free electrons that move in a uniform positive background
provided by the ions and explained the electrical conductivity in metals. Unfortunately,
their theory could not explain the other properties of themetallic systems. There was no
big progress until the establishment of quantum mechanics in the 1920s. In the 1930s,
band theory for independent electrons was formed, which classified the materials into
insulators, semiconductors, and metals. Later several other methods were proposed
for the treatment of electron-electron interaction such as Hartree-Fock method [92--
94], Møller-Plesset perturbation theory, [95] and coupled cluster theory [96]. Rapid
developments in electronic structure calculations were made after the formulation of
density functional theory (DFT) in 1960s. Since then, the electronic structure calcula-
tions based on DFT have become more and more popular in condensed matter physics,
quantum chemistry, and materials science. DFT is by far the most widely used ap-
proach for electronic structure calculations. It is usually called first principle method
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because it allows one to calculate many properties of a system without any adjustable
parameter. It has become a useful tool to understand the characteristic properties of
materials and to make specific predictions of experimentally observable phenomena
for real materials and to design new materials.

2.2 The many body problem and
Born-Oppenheimer approximation

The description of a system with a set of atomic nuclei and electrons interacting via
Coulombic electrostatic forces can be given in terms of many-body interacting Hamil-
tonian1:

Ĥ = −
P∑
I=1

1

2MI

∇2
I −

N∑
i=1

1

2
∇2
i +

1

2

P∑
I=1

P∑
J ̸=I

ZIZJ
|RI −RJ |

+
1

2

N∑
i=1

N∑
j ̸=i

1

|ri − rj|
−

P∑
I=1

N∑
i=1

ZI
|RI − ri|

. (2.1)

Here R = {RI , I = 1, ..., P} is a set of P nuclear coordinates, and r = {ri, i =

1, ..., N} is a set of N electronic coordinates. ZI andMI are the nuclear charges and
masses, respectively. The first and second terms represent the kinetic energy operators
(T̂n and T̂e) of the nuclei and electrons, the third and fourth terms represent the repul-
sive interactions (V̂nn and V̂ee) of the nuclei and electrons respectively. The last term
represents the attractive potential (V̂ne) between the nuclei and electrons. In principle,
the total energy of the system can be obtained by solving the Schrödinger equation.

Ĥξ(R, r) = Etotξ(R, r), (2.2)

where Etot is the total energy and ξ(R, r) is the many-body wave function of the
electron-nuclei system. In principle Eq. (2.2) is the way to calculate energy of the
system. However it is impossible to solve it exactly due to the presence of nucleus-
nucleus and electron-electron interactions. One has to make approximations in order
to progress. The first important approximation is the so-called Born-Oppenheimer ap-

1In atomic units: ℏ = me = e = 1
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proximation [97]. This assumes that the electronic motion and the nuclear motion in
many-body systems can be separated. This idea arises from the fact that nuclei are
102 − 105 times heavier than the electrons (since MI ≫ me, where me is the mass
of electron) and move much slower than the electrons. Hence electrons can be con-
sidered in their ground state with respect to the momentary positions of the nuclei at
all the times. Thus the full Hamiltonian (Ĥ) in Eq. (2.1) can be split into two parts: a
nuclear subsystem (Ĥn) and an electronic subsystem (Ĥe).

Ĥn = T̂n + V̂nn (2.3)

Ĥe = T̂e + V̂ne + V̂ee. (2.4)

The many body wave function ξ(R, r) can be written as

ξ(R, r) =
∑
n

Θn(R)Ψn({R}, r), (2.5)

where Θn(R) are the nuclear wave functions and Ψn({R}, r) are the electronic wave
functions that parametrically depend on the positions of the nuclei. Then the total
energy of the system is equal to the sum of the nuclear energy (EN ) and electronic
energy (E), Etot = EN + E . The electronic energy for a fixed nuclear configuration
can be determined by solving the electronic Schrödinger equation,

ĤeΨ(R, r) = EΨ({R}, r). (2.6)

An exact solution of Eq. (2.6) is still impossible due to the many body nature of the
electron-electron interactions, and requires further approximations. One fundamental
approach to solve the electronic Schrödinger equation (Eq. (2.6)) is the Hartree-Fock
approximation, which reduces the many-electron problem into one electron problem.
It is a mean-field theory in which an electron moves in an average field generated by
the other electrons. In this the N -electron wave function Ψ({R}, r) is approximated
by a Slater-determinant of single particle wave functions, which ensures the antisym-
metry of the many-body wave function upon particle exchange, and thereby includes
the exchange effect in an exact manner. However, it ignores Coulomb correlations.
In order to improve upon the Hartree-Fock approximation, other methods have been
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proposed that account for correlation effects. These include the second or fourth order
perturbation theory by Møller and Plesset (MP2 or MP4) [95], configuration inter-
action (CI), multiconfiguration self-consistent field (MCSCF), and coupled cluster ap-
proaches (CC) [97, 98]. Thesemethods are quite accurate, but are computationally very
expensive. DFT is an alternative to these wave function based methods, which replaces
the complicatedN -electron wave function and the associated Schrödinger equation by
a formulation based on the electron density ρ(r) alone.

2.3 The Density functional theory

2.3.1 The Hohenberg-Kohn (HK) theorems

In 1964 Hohenberg and Kohn [99] developed an exact formal variational principle to
determine the ground state energy of a many-electron system, where the electron den-
sity is chosen to be the basic variable. They gave two theorems that laid the foundation
of the DFT.
Theorem I: The external potential v(r) is uniquely determined by the ground state
electron density ρ(r) within a trivial additive constant. Thus the ground state density
determines the full Hamiltonian, except for a constant shift of the energy. Hence all
properties of the many-body electronic system such as its total energy, kinetic energy,
and potential energy are also functionals of the ground state electron density ρ(r).

Theorem II: For a trial density ρ̃(r), such that ρ̃(r) ≥ 0 and
∫
ρ̃(r)dr = N ,

the total energy functional E[ρ̃] has a lower bound equal to the ground state energy
E[ρ(r)] of the system:

E[ρ(r)] ≤ E[ρ̃(r)], (2.7)

where ρ(r) is the ground state electron density of the system.
Using the first theorem, the total energy functional for an electronic system at a

certain external potential v(r) can be written as,

Ev[ρ] = Te[ρ] + Vne[ρ] + Vee[ρ] = FHK [ρ] +

∫
ρ(r)v(r)dr, (2.8)
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where

FHK [ρ] = Te[ρ] + Vee[ρ], (2.9)

FHK is called the Hohenberg-Kohn functional. It is a universal functional of ρ(r) due
to its independence on the external potential. It includes kinetic energy of the electrons
Te[ρ] and the interaction energy between the electrons Vee[ρ].

The second KS theorem provides a variational principle for Ev[ρ(r)] with ρ(r) as
the basic variable. The minimization of the total energy functional Ev[ρ̃(r)] with re-
spect to trial density ρ̃(r), gives the ground state density ρ(r), which in turn determines
the ground state energy E[ρ(r)] of the system. Hence ground state density ρ(r) which
minimizes E[ρ(r)] can be obtained via the stationary principle

δ{Ev[ρ]− µ[

∫
ρ(r)dr −N ]} = 0, (2.10)

where µ is the Lagrange multiplier for the constraint
∫
ρ(r)dr = N . Eq. (2.10) gives

the Euler-Lagrange equation,

µ =
δEv[ρ]

δρ(r)
= v(r) +

δFHK [ρ]

δρ(r)
, (2.11)

where µ is the chemical potential of the N -electron system.

2.3.2 The Kohn-Sham (KS) equations

In principle, if we knew the exact functional FHK , Eq. (2.11) would provide an exact
solution for the ground-state energy. Unfortunately, the exact form ofFHK is unknown,
leaving the Hohenberg-Kohn theorems without much of practical relevance. In 1965,
Kohn and Sham [100] gave an ansatz which state that the exact ground state density
of an interacting system can be identified with the ground state density of a reference
system of noninteracting particles. This maps the problem of the system of interacting
electrons onto a reference system of non-interacting electrons and introduces a set of
single particle equations known as Kohn-Sham equations. The ground state density
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ρ(r) of a non-interacting system can be written as

ρ(r) =
N∑
i

|ψi(r)|2, (2.12)

where ψi(r) are one-electron orbitals known as Kohn-Sham orbitals. The Hamiltonian
for non-interacting reference system with the same ground state density ρ(r) can be
written as

ĤR =
N∑
i

[−1

2
∇2
i + veff (ri)]. (2.13)

Here the effective potential veff (r) is such that the ground state density of ĤR is same
as ρ(r). Since ĤR is non-interacting, the ground state wave function Ψs(r) is a Slater
determinant of the N lowest-energy eigenfunctions.

The kinetic energy Ts[ρ] of the reference system can be written as

Ts[ρ] = ⟨Ψs| −
1

2

N∑
i

∇2
i |Ψs⟩ = −1

2

N∑
i

⟨ψi|∇2 |ψi⟩ . (2.14)

The one-electron orbitalsψi(r) can be obtained by solving the one-electron Schrödinger
equation [

− 1

2
∇2 + veff (r)

]
ψi(r) = ĤKSψi(r) = ϵiψi(r), (2.15)

where ĤKS is the one-electron Hamiltonian and ϵi are the Kohn-Sham orbital energies.
Hence an interacting system is transformed to a noninteracting system, where electrons
move in an effective potential veff (r). Using Eq. (2.14) and Eq. (2.9), the universal
functional FHK can be written as

FHK [ρ] = Ts[ρ] + J [ρ] + Exc[ρ], (2.16)

where J [ρ] is classical Coulomb energy term, defined as,

J [ρ] =
1

2

∫∫
ρ(r)ρ(r′)

|r − r′|
drdr′. (2.17)
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Exc[ρ] is exchange-correlation energy, defined as,

Exc[ρ] = (Te[ρ]− Ts[ρ]) + (Vee[ρ]− J [ρ]). (2.18)

The exchange-correlation energy contains the kinetic correlations which are ignored in
Ts[ρ], and the non-classical part of the electron-electron interaction energy. By sub-
stituting Eq. (2.16) in the total energy functional (Eq. (2.8)), the Kohn-Sham energy
functional is obtained as

EKS[ρ] =

∫
ρ(r)v(r)dr + Ts[ρ] + J [ρ] + Exc[ρ]. (2.19)

Now minimizing the Kohn-Sham energy functional EKS[ρ] with respect to density
ρ(r), under the constraint

∫
ρ(r)dr = N , we get the Euler-Lagrange equation as

µ = v(r) +
δTs[ρ]

δρ(r)
+
δJ [ρ]

δρ(r)
+
δExc[ρ]

δρ(r)
. (2.20)

Here µ is the chemical potential of the reference system, which should coincide with
the the chemical potential of the interacting system. Using equations (2.11) and (2.20),
the KS effective potential can be defined as

veff (r) = v(r) +
δJ [ρ]

δρ(r)
+
δExc[ρ]

δρ(r)
,

= v(r) +

∫
ρ(r′)

|r − r′|
dr′ + vxc(r), (2.21)

where the exchange-correlation potential vxc(r) is defined as

vxc(r) =
δExc[ρ]

δρ(r)
. (2.22)

In the Kohn-sham formalism electrons move in an effective potential veff (r), which
depends on the classical Coulomb potential, exchange-correlation potential, and the
external potential Vext(r). Since veff (r) depends on the density ρ(r) through the clas-
sical Coulomb potential and exchange-correlation potential vxc(r), which in turn de-
pend on the ψi(r), the solution of Eq. (2.15) and Eq. (2.12) can only be achieved by
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self-consistency. To solve these equations, for a given nuclear configuration, we start
with some trial charge density and calculate veff (r). Then the Kohn-Sham equations
are solved to get ψi's, and the new charge density ρ(r) is obtained. The same process
is repeated iteratively till the old and new charge densities are same or the change in
energies obtained in two consecutive iterations is below a given tolerance.

If the exact forms of Exc[ρ] were known, the Kohn-Sham solutions would lead
to the exact ground state energy. The Kohn-Sham approach is thus in principle ex-
act. The approximation only enters when we have to decide on an explicit form for
the unknown functional for the exchange-correlation energy Exc. The central goal of
modern density-functional theory is therefore to find better and better approximations
to the exchange-correlation energy.

2.4 The exchange-correlation functional

The simplest approximation for Exc was introduced by Kohn and Sham and is known
as the local density approximation (LDA) [100]. The basic idea of this approxima-
tion is to consider an electronic system having an inhomogeneous electron density to
be composed of locally homogeneous regions, and express the exchange-correlation
energy as

ELDA
xc [ρ] =

∫
ρ(r)εxc(ρ(r))dr, (2.23)

where εxc(ρ(r)) denotes the exchange-correlation energy per particle of a homoge-
neous electron gas of density ρ(r). The corresponding exchange-correlation potential
becomes,

vLDAxc (ρ(r)) =
δELDA

xc [ρ]

δρ(r)
= εxc[ρ(r)] + ρ(r)

∂εLDAxc [ρ]

∂ρ
. (2.24)

Further, εxc(ρ(r)) can be divided into exchange and correlation contributions

εxc(ρ) = εx(ρ) + εc(ρ). (2.25)
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The exchange part can be calculated by the Hartree-Fock approximation for a homo-
geneous electron gas as given in Ashcroft and Mermin [101].

εx(ρ) = −3

4

( 3
π

)1/3

ρ(r)1/3. (2.26)

The correlation part εc(ρ) cannot be expressed in such an explicit functional form. Only
numerical values are known from the highly accurate quantum Monte Carlo calcula-
tions of Ceperly and Alder [102]. This has been fitted to analytical forms by Vosko,
Wilk and Nusair [103] and Perdew and Zunger [104], which are used in most of the
current electronic structure calculations.

The extension of LDA for spin-polarized systems with charge densities ρ↑(r) and
ρ↓(r), (for up and down spin electrons respectively) can be written as.

ELSDA
xc = −3

2

( 3

4π

)1/3
∫ [

ρ↑(r)
4/3 + ρ↓(r)

4/3
]
dr

+

∫
ρ(r)εc

(
ρ↑(r), ρ↓(r)

)
dr. (2.27)

This is called local spin density approximation (LSDA). Here εc
(
ρ↑(r), ρ↓(r)

)
is the

correlation energy per electron in a homogeneous electron gas.
From the above discussion, it seems that LDA should be a good approximation

if the electron density ρ(r) is slowly varying. It works well for the metals. It pro-
duces good geometries for covalent, ionic, or metallic. However, it underestimates the
band gaps in semiconductors and insulators. Also it fails to reproduce the properties of
strongly correlated systems, particularly Mott insulators. Intense efforts have been de-
voted to improve upon LDA. A straightforward correction to the LDA is to construct an
exchange-correlation functional based on electron density as well as its gradient. This
approximation is known as generalized gradient approximation (GGA) [105, 106].

EGGA
xc [ρ↑, ρ↓] =

∫
drρ(r)εxc(ρ(r))Fxc(ρ↑, ρ↓, |∇ρ↑|, |∇ρ↓|, . . .), (2.28)

whereFxc is dimensionless and chosen by a pre-defined set of criteria. There are a large
number of distinct GGA functionals depending on the form of the function Fxc . Two
of the most widely used functionals in the literature are the Perdew-Wang functional
(PW91) [107] and the Perdew-Burke-Ernzerhof functional (PBE) [108].
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2.5 The Plane wave basis set

In practical applications, the KS orbitals are expanded in terms of some basis functions.
For periodic systems, the widely used basis is a set of plane wave. The plane wave
expansion of the Kohn-Sham orbitals can be written as as follows [109]

ψi(r) =
1√
Ω

∑
q

ci,qe
i(q.r), (2.29)

where Ω is the volume of the crystal composed of Ncell primitive cells each of volume
Ωcell. The ci,q are the expansion coefficients of the wave function in the basis of or-
thonormal plane wave, denoted by ϕq(r), where ϕq(r) = ⟨r|q⟩ satisfy ⟨q′|q⟩ = δq,q′ .
Now inserting this in Eq. (2.15), and taking inner product with |q′⟩,

∑
q

⟨q′| Ĥeff |q⟩ ci,q = ϵi
∑
q

⟨q′|q⟩ ci,q = ϵici,q′ . (2.30)

The matrix element of the kinetic energy operator can be written as

⟨q′| − 1

2
∇2 |q⟩ = 1

2
|q|2δq,q′ . (2.31)

The effective potential Veff has the periodicity of the lattice and therefore can be ex-
pressed as a sum of the Fourier components.

Veff (r) =
∑
m

Veff (Gm)exp(iGm.r), (2.32)

whereGm are the reciprocal lattice vectors and Veff (Gm) are the Fourier components
of Veff (r).

Veff (G) =
1

Ωcell

∫
Ωcell

Veff (r)exp(−iG.r)dr. (2.33)

Thus the matrix element of the potential can be written as

⟨q′|Veff |q⟩ =
∑
m

Veff (Gm)δq′−q,Gm . (2.34)
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The matrix elements of the Veff are nonzero only if q and q′ differ by a reciprocal
lattice vector Gm. Assuming q = k + Gm and q′ = k + Gm′ for any given k, the
Schrödinger-like equation is given by

∑
m

⟨k +Gm′|Ĥeff |k +Gm⟩ ci,m(k) = ϵici,m′(k), (2.35)

∑
m

[
|k +Gm|2δm,m′ + Veff (Gm −G′

m)
]
ci,m(k) = ϵi(k)ci,m′(k). (2.36)

The above equation is the basic Schrödinger-like equation of a periodic crystal with
a plane wave basis set. Eigenfunctions of the Eq. (2.35), for a given k are given by
Eq. (2.29), with the sum over q restricted to q = k +Gm. Hence

ψi,k(r) =
1√
Ω

∑
m

ci,m exp (i(k +Gm) · r),

= exp (ik · r) 1√
Ncell

ui,k(r), (2.37)

where
ui,k(r) =

1√
Ωcell

∑
m

ci,m exp (iGm · r); Ω = NcellΩcell.

This is the Bloch's theorem, where ui,k(r) carries the periodicity of the crystal. Here
for each k, the allowed reciprocal vectors G are infinite. Hence, in principle infinite
number of plane waves are required to represent the wave functions with infinite accu-
racy. However, the coefficient ci,m(k) for the plane waves with small kinetic energy
are typically more important than those with large kinetic energy. Thus the plane wave
basis set can be truncated to include only plane waves that have kinetic energies less
than a particular energy cutoff Ecut,

1

2
|k +G|2 ≤ Ecut. (2.38)

Employing a finite basis set may introduce some inaccuracies. Therefore, appropriate
convergence tests have to be performed in order to find Ecut that is sufficiently large
to compute the property of interest with required accuracy.
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2.6 The pseudopotential theory

Most physical and chemical properties of crystals depend to a very good approximation
only on the distribution of the valence electrons. The core electrons do not participate
in chemical bonds and they are strongly localized around the nuclei. On the other hand,
the deeply bound core electrons require a huge number of planewave basis functions for
their description which increases the computational cost. The pseudopotential approx-
imation [110--112] allows the electronic wave functions to be expanded using a much
smaller number of plane waves, by replacing the strong ionic potential with a weaker
and screened pseudopotential. In this approach only the chemically active valence elec-
trons are considered explicitly, while the inert core electron are eliminated within the
“frozen-core approximation”. All the electrostatic and quantum-mechanical interac-
tions of the valence electrons with the cores, such as the nuclear Coulomb attraction
screened by the core electrons, Pauli repulsion, and exchange and correction between
core and valence electrons, are accounted for by an angular momentum-dependent
pseudopotential.

The concept of pseudopotentials is illustrated in Fig. 2.1(a), where true valence
wave function Ψ is peaked far away from the nucleus (dashed curve). It has strong
oscillations near the nucleus which ensure its orthogonality to the core states. The
description of these nodes by plane wave demands high energy cutoffs. Since the true
valence wave functionΨ within the core region does not contribute significantly to the
bonding properties, it can be approximated by a smooth and nodeless “pseudo-wave
function” Ψps. The core region is defined by a cut-off radius rc which includes all the
nodes of the all-electron valence wave functions. Thus Ψps is constructed in such a
way that it matches with the true valence wave function outside the core radius and
smoothens the strong oscillations inside the core radius.

The effective potential corresponding to this pseudo wave function Ψps within
the core region is called the pseudopotential Vps. There are many schemes for con-
struction of pseudopotentials proposed by various authors such as Troullier and Mar-
tins [113, 114], Kerker [115], Hamann, Schlüter, and Chiang [116], Vanderbilt [117],
Goedecker-Teter-Hutter [118]. In general, pseudopotentials can be constructed in the
following manner. (1) The eigenvalues of the pseudo-wave functions and true wave
functions should be identical for a chosen electronic configuration of the atom. (2) Both

36



Figure 2.1: (a) Schematic diagram of all-electron (solid lines) and pseudoelectron
(dashed lines) potentials and their corresponding wave functions. The radius at which
all-electron and pseudoelectron values match is designated rc (b) Oxygen 2p radial
wave function (solid line) and corresponding norm-conserving [116] (dotted line) and
ultrasoft [117] (dashed line) pseudo wave functions. The figure is reproduced from
Ref. [117]

wave functions should be identical outside a cutoff radius rc. (3) The pseudo-wave
function should be nodeless. (4) The logarithmic derivative of both the wave functions
should agree at rc. If the norm of the pseudo-wave function is equal to the norm of
the all electron wave function within the core region, such pseudopotentials are called
“norm-conserving” pseudopotentials. These are more accurate and have good transfer-
ability properties, i.e., the pseudopotential constructed in one environment (usually the
atom) can faithfully describe the valence properties in different chemical environments.

The main constraint with the norm-conserving pseudopotentials is that good trans-
ferability requires the core radius rc to be just larger than the position of the outermost
maximum of the true wave function, because only then the charge distribution of the
true wave function is well reproduced by the pseudo wave function. For example, rc
is smaller for the 2p state in comparison to the 3p state, because for 2p state there is no
state of the same angular momentum towhich it has to be orthogonal. Hence the pseudo
wave function for 2p state is similar to the all-electron wave function (Fig. 2.1(b)) as it
has tomatch the charge of the the all-electronwave function inside the core radius. A 2p
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Figure 2.2: Schematic representation of the PAW transformation. The auxiliary wave
function is constructed from the full wave function by subtracting the oscillatory part
close to an atom and replacing it by a smooth function.

state is more strongly peaked near the core in comparison to the 3p state. Consequently,
the sharp peak of 2p state requires a large number of plane waves to be represented ac-
curately in comparison to the 3p state. Same is true for d states of the second-row
transition metals. Therefore, for elements with strongly localized orbitals such as tran-
sition metals and rare-earth elements, the resulting norm-conserving pseudopotentials
have smaller value of the cut-off radius rc and thus require large plane wave basis
sets. This increases the required computational time and efforts. Vanderbilt [117, 119]
showed that this problem can be solved by relaxing the norm-conservation condition.
This greatly reduced the energy cutoff because a large value of cut-off radius rc could
be used. The pseudo wave function Ψps can be made much softer within the core re-
gion. However this results in a charge deficit in the core region. To compensate for
this deficit, augmentation charges which are defined as the charge density difference
between true and pseudo-wave functions, are introduced in the core region. The core
radius rc can now be chosen quite large independently of the position of the maximum
of the true wave function. Only for the augmentation charges, a small cutoff radius
must be used to restore the charge distribution of the true wave function accurately.
These pseudopotentials are called ultra-soft pseudopotentials.

2.6.1 Projector Augmented Wave method (PAW)

A major drawback of the pseudopotential method is that all information on the full
wave function close to the nuclei is lost. This can influence the calculation of certain
properties, such as hyperfine parameters, and electric field gradients at atomic nuclei
produced by the charge outside the nucleus in a chemical environment.
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In 1994 Blöchl [120] developed the PAW method, which in principle is a frozen-
core all electron method. It combines the advantage and accuracy of all-electron meth-
ods with computationally less expensive pseudopotential methods. Its close connection
to the ultra-soft pseudopotential was derived by Kresse and Joubert in 1999 [121]. The
PAW method is based on the division of the whole space Ωw into distinct regions:
a collection of non-overlapping spherical regions (the augmentation spheres) around
each atom Ωa and the remainder, the interstitial region Ω1.

Ωw = Ω1 +
∪
a

Ωa. (2.39)

The plane wave basis sets, which are ideal for the interstitial regionΩ1, are difficult
to use for the description of wave function in the augmentation spheres. This problem
can be circumvented by introducing auxiliary smooth wave functions Ψ̃i(r) which can
be obtained from the all-electron wave functionΨi(r) via an invertible linear transfor-
mation T .

|Ψi⟩ = T |Ψ̃i⟩ , (2.40)

where i is composite index for band, k, and spin. This yields the transformed KS
equations,

ĤKS |Ψi⟩ = ϵi |Ψi⟩ ⇒ ĤKST |Ψ̃i⟩ = ϵiT |Ψ̃i⟩ . (2.41)

T †ĤKST |Ψ̃i⟩ = T †T ϵi |Ψ̃i⟩ . (2.42)

Auxiliary wave functions are obtained by solving Eq. (2.42) and then transforming
them back to true wave function using Eq. (2.40). The operator T modifies the smooth
auxiliary wave function in each atomic region, so that the resulting all-electron wave
functions have the correct nodal structures. The operator T can be written as,

T = 1 +
∑
a

T a, (2.43)

where T a is the transformation centered on atom a and has no effect outside a certain

39



atom specific augmentation region defined by |r − Ra| < rac . Here Ra specifies the
position of atom a. Hence the auxiliary and all-electron wave functions are identical
outside the augmentation spheres. The cutoff region of radius rac should be chosen such
that there are no overlaps between the augmentation spheres. Inside the augmentation
spheres, the true wave functionΨn

AE can be expanded in terms of partial waves ϕal . For
each of these partial waves, we can define a corresponding auxiliary smooth partial
wave ϕ̃al , and write,

|ϕal ⟩ = (1 + T a) |ϕ̃al ⟩ . (2.44)

T a |ϕ̃al ⟩ = |ϕai ⟩ − |ϕ̃al ⟩ . (2.45)

Hence for every atom, the local operator T a adds the difference between the true and
auxiliary partial wave functions. This is schematically shown in Fig. 2.2. Any physical
quantity can be evaluated by calculating the expectation value of the operator in terms
of either the true or auxiliary wave function.

⟨A⟩ =
∑
n

fn ⟨Ψi|A |Ψi⟩ =
∑
n

fn ⟨Ψ̃i| T †AT |Ψ̃i⟩ , (2.46)

where fn are the occupation number of the valence states.
Thus the PAWmethod is an all-electron method and not a traditional pseudopoten-

tial method. It uses information of full density and potential. The converged results of
the PAWmethod do not depend on a reference system such as an isolated atom. There
are no transferability errors and the high spin atoms can be described efficiently.

2.7 Geometry optimization

The main purpose of geometry optimization is to find the lowest energy structure of
a system from an arbitrary starting geometry. Within Born-Oppenheimer approxima-
tion, the motion of the nuclei and the electrons can be separated, hence a geometry
optimization is a two step process. (1) The electronic self consistent calculation for
a given geometry, (2) the ionic relaxation of the nuclei according to the Hellmann-
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Feynman theorem [122].
The Hellmann-Feynman force acting on the I th atom can be written as

FI = −∂Etotal
∂RI

= −
[∂EN
∂RI

+
∂E

∂RI

]
. (2.47)

RI 's is the position of the I th atom. The forces due the electrons F e on the I th nuclei
can be written as

F e
I = − ∂

∂RI

⟨Ψs|Ĥe|Ψs⟩

= −
⟨
Ψs

∣∣∣∂Ĥe

∂RI

∣∣∣Ψs

⟩
−

⟨ ∂Ψs

∂RI

∣∣∣Ĥe

∣∣∣Ψs

⟩
−

⟨
Ψs

∣∣∣Ĥe

∣∣∣ ∂Ψs

∂RI

⟩
. (2.48)

Since Ψs is an eigenfunction of Ĥe,

F e
I = −

⟨
Ψs

∣∣∣∂Ĥe

∂RI

∣∣∣Ψs

⟩
− E

⟨ ∂Ψs

∂RI

∣∣∣Ψs

⟩
− E

⟨
Ψs

∣∣∣ ∂Ψs

∂RI

⟩
,

= −
⟨
Ψs

∣∣∣∂Ĥe

∂RI

∣∣∣Ψs

⟩
− E

∂

∂RI

⟨Ψs|Ψs⟩ . (2.49)

However Ψs are normalized ⟨Ψs|Ψs⟩ = 1 and last term in the above Eq. (2.49) van-
ishes. Then total force on the I th atom can be written as

FI = −∂EN
∂RI

−
⟨
Ψs

∣∣∣∂Ĥe

∂RI

∣∣∣Ψs

⟩
. (2.50)

Hence the forces on the nuclei can be calculated using Eq. (2.50). Once the forces
are known, one can use optimization techniques such as the steepest descent (SD)
or conjugate gradient (CD) method to move the nuclei towards the local minimum.
This will generate a new nuclear configuration and the same process (electronic self-
consistent cycle) will be repeated to calculate the forces in the new nuclear configu-
ration using Eq. (2.50). Based on the new forces, again the nuclei are moved to new
positions. The process continues till the force on each atom is below a given threshold
value. At the end of this process, the nuclei reach an equilibrium configuration which
is a local minimum of their potential energy surface (PES)2.

2A potential energy surface describe the energy of system as a function of all nuclei configuration in
a 3P − 6 dimensional space.
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Global minimization of gas phase clusters

An optimization technique described above gives only the nearest local minimum of
the potential energy surface (PES). In order to obtain the global minimum of the PES
one has to scan the whole PES and compare the energies of all the minima. How-
ever the task is non-trivial as the number of local minima increases exponentially with
the number of atoms in the cluster. Hence one has to use a systematic search scheme
to reduce unnecessary scan of higher energy local minima (poor sampling regions).
One such technique is the evolutionary algorithm or genetic algorithm implemented
in USPEX [123--126]. The fundamental idea of the algorithm is to start with a set of
initial structures and evolve them using heredity and mutation operators. To have good
initial guesses, usually the initial structures are generated by applying possible point
group symmetries for a given size P of the cluster to randomly produced atomic coor-
dinates. Later, these initial structures are relaxed to their nearest local minima using a
local optimization technique (SD or CG) and energies of all the optimized structures
are compared. Among the relaxed structures, a certain number worst (having high
energy) structures are rejected. The remaining structures serve as parents in the cre-
ation of the next generation. The new generation is produced by applying the heredity,
atomic permutation, soft-mutation, and mutation operators [124, 125]. Using hered-
ity, new structures are produced by matching slices (chosen in random direction and
with random positions) of the parent structures. A certain fraction of the new gener-
ation is created with mutation by randomly changing the positions of some atoms. In
soft-mutation operator, atoms are moved along the eigenvectors of the softest normal
mode of vibrations. These low frequency modes are associated with the low curva-
ture of PES. The structures obtained by these variational operations are then optimized
to their nearest local minima. Consequently, new structures are obtained which were
separated by barriers on the PES. Certain number of best optimized structures of this
generation serve as parents for the next generation. This cycle continues till the lowest
energy structures of a pre-defined number of generations turn out to be the same. At
the end of these cycles, the best structure we obtain is our calculated global minimum
of the cluster of size P .
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Structure optimization of supported clusters: A random rotation technique

As discussed in section 1.4.4, in LECBD experiments, the clusters can land on the
substrate randomly at all possible positions and in all possible orientations. To mimic
this process we consider the special symmetry points on a given surface as the bond-
ing sites, and consider many orientations of the cluster at each site. We assume an
incoming cluster as a rigid body and place its center of mass (COM) at some height
(h) above the special symmetry points of the surface. The height h is usually taken as
the sum of the covalent radii of the two adjacent surface and cluster atoms. Different
orientations of the cluster are generated by rotating it around its COM using Euler an-
gles. In LECBD experiments, clusters have small impact energies. Since the kinetic
energy of an incoming cluster is small enough that it does not dissociate on its impact
with the substrate, we take the simplified view that the cluster is stationary and relax
its structure on the substrate. As the impact energy is small we assume that cluster land
without any kinetic energy.

Let us supposeRI are the coordinates of the cluster atoms. The new rotated coor-
dinatesR′

I can be achieved by,

R′
I = ARI (2.51)

A =

[
cos(ψ) cos(ϕ)− cos(θ) sin(ϕ) sin(ψ) cos(ψ) sin(ϕ) + cos(θ) cos(ϕ) sin(ψ) sin(ψ) sin(θ)

− sin(ψ) cos(ϕ)− cos(θ) sin(ϕ) cos(ψ) − sin(ψ) sin(ϕ) + cos(θ) cos(ϕ) cos(ψ) cos(ψ) sin(θ)
sin(θ) sin(ϕ) − sin(θ) cos(ϕ) cos(θ)

]
,

where A is the matrix [127] which transforms the coordinates RI to new rotated co-
ordinates R′

I . The Euler angles (ϕ, θ, ψ) are the sequence of three elemental rotations
about the axes of the coordinate system. First a cluster is rotated about the z-axis with
an angle ϕ, the second rotation is performed by an angle θ about the intermediate x-
axis (changed due to first rotation) and the last rotation is performed by an angle ψ
about the new z-axis (changed due to last two rotation). The allowed values of ϕ, θ
and ψ are [0, 2π], [0, π] and [0, 2π] respectively. We choose these angles from uniform
random distributions between the allowed values. Each triplet (ϕ, θ, ψ) gives a partic-
ular orientation of the cluster. Each of these initial configurations is optimized to the
nearest local minimum. By comparing the adsorption energies (defined later) of all
the optimized configurations, we determine most preferred structure of the adsorbed
cluster.
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2.8 Molecular dynamics simulations

All the above methods are applicable to systems at zero temperature. But experiments
are performed at finite temperatures where dynamics of nuclei play an important role in
determining the properties of the system. Molecular dynamics (MD) simulations [128-
-131] allow us to study the dynamics and follow the trajectories of the nuclei at finite
temperatures. In this method the equilibrium and dynamic properties of the nuclei are
studied by integrating their classical equations of motion. The nuclei are assumed to be
classical particles and their motions are described by the Newtonian mechanics. This
is a very good approximation (except for the light elements) as atoms have large mass
and their de Broglie wavelengths at room temperature (λ ∼ 0.1 Å) are much smaller
than the interatomic separations (of the order of a few Å).

For a set of nuclei with an interaction energy E({RJ}) the basic equations of mo-
tion are

MIR̈I = −∂E({RJ})
∂RI

= FI({RJ}). (2.52)

These equations are integrated numerically using discrete time steps. By taking a small
step in time and using approximate numerical methods one can predict the new nuclei
positions and velocities at the end of the step. At the new positions, the atomic forces
are recalculated and another step in time is made. This procedure is repeated many
thousands of times in a typical simulation. We used Verlet algorithm, which is most
widely used method in MD simulations. The Verlet algorithm uses no explicit veloc-
ities. To know, the position of every particle at time t0 +∆t, it only requires force at
time t0 and the positions at time t0 and t0+∆t respectively. Due to this reason it is very
straightforward and its storage requirements are modest. The positionRI(t0+∆t) can
be expanded using the Taylor expansion

RI(t0 +∆t) = RI(to) +UI(to)∆t+
FI(to)

2M
(∆t)2 +

...
RI(to)

(∆t)3

6
+O(∆t)4.

Similarly,

RI(t0 −∆t) = RI(to)−UI(to)∆t+
FI(to)

2M
(∆t)2 −

...
RI(to)

(∆t)3

6
+O(∆t)4,
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whereUI(to) is the velocity of I th particle at time t0. Combining the above equations,
we can write

RI(t0 +∆t) = 2RI(to)−RI(t0 −∆t) +
FI(t0)

M
∆t2. (2.53)

In a similar manner one can calculate the velocities at time t0

UI(t0) =
RI(t0 +∆t)−RI(t0 −∆t)

2∆t
+O(∆t4). (2.54)

Once the positions at RI(to) and RI(t0 − ∆t) are known, one can find the positions
at subsequent time intervals. In Verlet algorithm the error in the estimation of new
positions is only O(∆t4). Even though the equations are only approximate for any
finite∆t, the total energy is conserved and the simulations remain stable for long runs.

The forces on the nuclei are determined by the nuclei-nuclei and electron-nuclei
interactions. Within Born-Oppenheimer approximation, the electron stay in their in-
stantaneous ground state as the nuclei move. Thus the forces on the nuclei can be
calculated by the Hellmann-Feynman theorem (2.50). The total energy of the system
of nuclei and electrons using the Kohn-sham formalism can be written as

EKS
tot [ρ](R) =

∫
ρ(r)v(r)dr + Ts[ρ] + J [ρ] + Exc[ρ] + Vnn(R). (2.55)

Now the forces can be determined as

FI = −∂E
KS
tot [ρ](R)

∂RI

= −
∫
ρ(r)

∂v(r)

∂RI

dr − ∂Vnn(R)

∂RI

. (2.56)

Hence at each time step of the MD simulation, one has to solve an electronic prob-
lem for a given nuclei configuration to determine the potential v(r). Later total force
on I th atom is calculated using Eq. (2.56). This kind of approach is known as Born-
Oppenheimer molecular dynamics (BOMD).

In this way, using Eq. (2.53) we can generate a number of time-correlated points in
the phase-space which are trajectory of each particle. Using the equipartition theorem
the average kinetic energy of the system can be written as

Nf

2
kBT =

⟨1
2
MIṘ

2
I

⟩
, (2.57)
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where Nf (Nf = 3P − 3 for a system with a fixed total momentum) is the degrees
of freedom. The instantaneous temperature can be calculated using velocities of the
atoms.

T (t) =
P∑
I=1

MIṘ
2
I(t)

kBNf

. (2.58)

2.8.1 Molecular dynamics at constant temperature

In above case, the total energy of the system is conserved and thus the kinetic energy
and so the instantaneous temperature of the system fluctuates around their average val-
ues. The MD simulations of this type generates a microcanonical (NVE) ensemble.
However it would be more practical to perform the MD simulation at constant tem-
perature to replicate the real experiments more faithfully. An approach to control the
temperature is the extended system dynamics in which the physical system is attached
to a fictitious thermostat known as Nośe Hoover thermostat [132--136]. This adds an
additional fictitious degree of freedom s (corresponding to the thermostat) to the phys-
ical system. Now the total energy of the physical system is allowed to fluctuate by
a thermal contact with the thermostat. But the total energy of the extended system is
still conserved. It has been shown [132] that this extended system produces a canoni-
cal ensemble in the physical system due to heat exchange between fictitious degree of
freedom and the physical system. The coupling between the two systems is controlled
by the fictitious mass Q associated with the degree of freedom s. The time step of the
physical system∆t is not equal to the time step of the extended system∆t′′ and scaled
according to ∆t = ∆t′′/s. The temperature of the system is related to the average of
the kinetic energy. A temperature control can be achieved by controlling the velocity.
The velocity UI of the physical system can be controlled by the variable length of the
physical time step as UI = dRI/dt = sdR′′

I/dt
′′ = sU ′′

I , where U ′′
I is velocity in the

extended system. RI andR′′
I are the positions of the particles in physical and extended

system respectively withRI = R′′
I . More details about the method can be obtained in

Ref. [132, 133]
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Figure 2.3: Schematic 1D energy profile showing minimum energy path (MEP) which
connect two local minima A and B separated by a transition state X† [137].

2.9 Nudged elastic band method

An important problem in theoretical chemistry and in condensed matter physics is to
identify a minimum energy path (MEP) between two local minima of the PES. This has
been schematically shown in Fig. 2.3, where energy of the system is plotted against the
reaction pathway. In 1D, a MEP can roughly be defined as a line connecting two local
minima (A and B) passing through a transition state (X†) of the PES, while in a mutidi-
mensional space MEP is the line connecting local minima passing through the saddle
point (SP) . The energy at the saddle point (SP) is the potential energy maximum along
the MEP. It is the minimum energy required for the reaction to take place and called
as activation energy. The method that is most widely used for finding MEP and the
activation barrier in plane-wave DFT calculations is the nudged elastic band (NEB)
method [138]. The MEP is found by generating a set of images (different configura-
tions) of the system between the initial and final states. These images are connected
through fictitious springs and mimic an elastic band. Optimization of this band involv-
ing minimization of the forces on the images gives a MEP between A and B.

Let us suppose an elastic band hasM+1 imageswhich are denoted as [X0,X1,X2, . . . ,XM ].
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Successive images are connected through springs of force constant k1, k2, . . . , kM−1.
Each image describes a different atomic configuration, Xm = {Rm

I , I = 1, . . . , P}.
The end pointsX0 andXM are the initial and final states (correspond to the local min-
ima A and B respectively) and are kept fixed during the optimization. Only theM − 1

intermediate images are adjusted for the optimization of the elastic band. For each
image, we use DFT to compute the force acting on the system (called as true force),

F t
m = −∇Etot(Xm). (2.59)

The spring forces are calculated as

F s
m = km+1(Xm+1 −Xm)− km(Xm −Xm−1). (2.60)

A local tangent at an image m is a unit vector τ̂m = τm/|τm| pointing along the line
defined by the two adjacent images Xm+1 and Xm−1. τm can be calculated by the
bisection of two unit vector as

τm =
Xm −Xm−1

|Xm −Xm−1|
+

Xm+1 −Xm

|Xm+1 −Xm|
. (2.61)

In NEB, the optimization [139, 140] of the band is achieved through a force projection
scheme in which the spring forces do not interfere with the convergence of the elastic
band to the MEP. In this method, the total force acting on an image is the sum of the
true force perpendicular to the local tangent and spring forces along the local tangent.
Hence the total force acting on an imagem is

Fm = F t
m|⊥ + F s

m|∥,
= −[∇Etot(Xm)− (∇Etot(Xm) · τ̂m)τ̂m] + (F s

m · τ̂m)τ̂m. (2.62)

In this projection scheme, the parallel spring force components control the spacings
between the images along the band and perpendicular true force components direct
the elastic band towards the MEP of the surface. The other components of the forces
(F t

m|∥ andF s
m|⊥) are ignored. An optimization algorithm is then used to relax theM−1

images according to the forces in Eq.(2.62), and all the images are optimized simulta-
neously. Thus one obtain new position and new forces for the images. It is an iterative
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Figure 2.4: DFT calculations of theMEP for CH4 dissociative adsorption on the Ir(111)
surface. A regular NEB calculation and a CI-NEB calculation are compared, both
involving 8 movable images. The regular NEB results in a low resolution of images
near the SP, and the interpolation gives an underestimate of the activation energy. The
CI-NEB put one of the images at saddle point and gives accurate energy barriers [139].

scheme, hence the same cycle will be repeated until the perpendicular components of
true force are zero (or below a given tolerance).

An elastic band is optimized to the MEP and the position of the SP is interpolated
(shown in Fig. 2.4). The energy barrier can be calculated by comparing the energies
of the SP and initial local minimum (A). However in many cases, resolution of MEP
obtained by NEB method is poor near the SP, which gives inaccurate result for the
energy barriers. This problem can be solved by a small modification known as climbing
image nudged elastic band method (CI-NEB) [139]. In this method, after few iterations
with the regular NEB, one identifies an image which has the highest energy (mmax).
This image is then made to move uphill in energy along the elastic band by removing
the spring forces completely. Then the force on this image is calculated as

Fmmax = −∇Etot(Xmmax) + 2(∇Etot(Xmmax) · τ̂mmax)τ̂mmax . (2.63)

The climbing image will have the perpendicular component of true force and negative
of parallel component of true force, which will drag it uphill towards the saddle point.
When the forces are converged, the climbing image converges to the SP. The CI-NEB
brings one of the images right to the saddle point and gives accurate energy barrier.
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The more details are given in Ref. [139, 140].

2.10 Bader charges

The properties of molecules and materials are often understood in terms of charge
transfer between atoms. However all the DFT methods give the distribution of the
electronic charge and one needs a special technique to determine the charge transfer
between atoms. The Bader scheme [141] is solely based on the topology of the elec-
tronic charge density ρ(r), which has a definite value at each point in space inside a
molecule or a material. The topology of the charge density carries all the informations
about the atoms, bonds and structure of the system. The critical points ρ(rc) (CP) of
the charge density correspond to the maximum, minimum or the saddle point of the
charge density distribution and satisfy

∇ρ(rc) = 0. (2.64)

The behavior of the density ρ in the neighborhood of a CP is obtained via a Taylor
expansion about rc. By ignoring the higher order terms, one can obtain a real and
symmetric Hessian matrix of ρ and diagonalized it to obtain a set of eigenvalues and
eigenvectors. The eigenvalues correspond to the principal curvature of ρ(r) at the CP
and eigenvectors correspond to the associated axes. Each CP can be labeled by (ω, σ),
where ω (rank) is the number of non-zero curvatures and σ (signature) is the sum of
signs of the curvatures. In 3D, for a stable CP, ω = 3. There are four possible CP's of
rank 3.

• (3,−3), when all curvatures of ρ(r) are negative, and ρ(r) has a local maximum
at rc.

• (3,−1), when 2 curvatures are negative and ρ(r) is a maximum at rc in the
plane defined by these two axes. The third axis has positive curvature and ρ(r)
is minimum at rc along the axis perpendicular to the plane defined by other axes
with positive curvature.

• (3,−2), 2 curvatures are positive and ρ(r) is aminimum at rc in the plane defined
by these two axes. The third axis has negative curvature and ρ(r) is maximum
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Figure 2.5: Phase portraits. A pair of gradient paths terminates or originates respec-
tively, at the CP for a 1D maximum or minimum. In 2D, all of the gradient paths in
a plane terminates or originates, at the maximum or minimum (CP) respectively. At
(2,0) CP, a pair of paths originates at the CP, (positive curvature), and another pair
terminates at the CP (negative curvature). All other gradient paths avoid the CP. A 3D
display of a (3, 1) CP shows the set of trajectories that terminate at the CP and define
a surface and the unique pair that originates there and defines a line [141].

at rc along the axis perpendicular to the plane defined by the other two axes.

• (3,+3), when all curvatures are positive and ρ(r) has a local minimum at rc.

One can calculate the trajectories of∇ρwhich are also known as the gradient paths.
It can be obtained by calculating the gradient vector of ρ at some arbitrary point r0 and
moving a distance ∆r in the direction of vector ∇ρ(r0) and repeating the procedure
until the path so generated terminates. In this way one can obtain all the trajectories of
the∇ρ, which represent the gradient vector field of the charge density at a fixed nuclear
configuration. Every trajectory originates or terminates at a CP where∇ρ = 0, which
also applies to any point at infinity. A schematic phase portrait of trajectories in the
neighborhood of a CP is illustrated in Fig. 2.5. In 1D, ρ has a maximum at the (1,-1)
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CP and two gradient vectors terminate here. At a (1,+1) CP, ρ has a minimum and two
gradient vectors originate at the CP. Similarly in 2D, at a (2,-2) CP, all trajectories of
∇ρ terminate, while at a (2,+2) CP these trajectories originate. An interesting case is
(2,0) CP, which has eigenvalues of opposite sign (σ = 0) and ρ has the saddle point at
the CP. In this case, the two trajectories associated with the axis of negative curvature
terminate at the CP, while two trajectories associated positive curvature will originate
at the CP. All other trajectories formed by the linear combination of the the associated
eigenvectors avoid the CP. In 3D, a (3,-1) CP has two negative eigenvalues and one
positive eigenvalue. Trajectories associated with the pair of negative eigenvalues as
well as trajectories obtained from the linear combination of associated eigenvectors
terminate at the CP and define a surface. Two trajectories associated with the positive
curvature originate at the CP. The charge density has a maximum in the surface at the
CP and has a minimum at the same point along the perpendicular axis.

Similarly, all trajectories terminate at the (3,-3) CP which corresponds to one of the
nuclei of the system. The region of space traversed by all the trajectories that terminate
at a particular nucleus is known as the basin of attraction of the nucleus (also known
as Bader volumes). Since all (3,-3) CP's correspond to the position of the nuclei, space
of any molecular charge distribution can be partitioned in to disjoint regions (basins).
These basins are separated by the interatomic surfaces which terminate at the (3,-1)
CP's. The interatomic surface S(r) define the boundary of basins of the nuclei and
satisfies the following constraint

∇ρ(r) · n̂(r) = 0 for all the points on the surface S(r), (2.65)

where n̂(r) is the unit vector normal to the surface at each point r. Hence the inter-
atomic surface is also known as the zero-flux surface.

In summary, the idea is to divide the space of the molecular charge distribution in
terms of Bader volumes. Each Bader volume contain a single charge density maximum
which is mostly at a nucleus. These volumes are separated by a surface onwhich charge
density is minimum normal to the surface. The charge enclosed within a Bader volume
is approximated as the electronic charge of the enclosed atom. Hence by integrating
the charge density within the Bader volume the electronic charge of an atom within the
molecule or a material can be calculated. By subtracting this from the charge of the
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isolated atom, one can calculate the charge transfer to/from that atom in the system.
More details about the method can be found in Ref. [142--145].

2.11 van der Waals corrections

It is well known that most popular DFT functionals such as LDA or GGA do not de-
scribe the long-range electron correlation that are responsible for the van der Waals
(vdW) interactions3. The dispersion interactions are viewed as non-local electron cor-
relations, which cannot be captured by standard exchange-correlation functionals. An
accurate and efficient estimation of vdW forces in conjunction with DFT functionals is
non-trivial and is still a matter of discussion. One of the dispersion-corrected DFT ap-
proach was proposed by Grimme [146--148], known as DFT-D2 (or DFT-D) method.
In this method, a semi-emperical attractive term is added to the DFT energy to account
for medium and long-distance dispersive forces, so that total energy is now written as

Etot = EDFT + Edisp, (2.66)

where EDFT is the DFT total energy computed with a given exchange-correlation func-
tional and Edisp is a semi-empirical pair-wise dispersion correction given by

Edisp = −s6
Nat−1∑
i=1

Nat∑
j=i+1

C ij
6

R6
ij,
fdamp(Rij, R

ij
0 ). (2.67)

Here Nat is the number of atoms in the system, s6 is a global scaling factor and de-
pends on the exchange-correlation functional, Cij

6 's are the dispersion coefficients for
the atom-pair ij and Rij is the interatomic distance. For a pair of different elements,
the value of Cij

6 's is determined by the geometric mean of the coefficients of individ-
ual elements. fdamp is a damping function which avoids divergence of the R6

ij term at
small distances and double-counting effects of correlation at intermediate distance. It

3van der Waals forces is a general term which include the forces between (1) two permanent dipoles
(Keesom force), (2) a permanent dipole and a corresponding induced dipole (Debye force) (3) two in-
stantaneously induced dipoles (dispersion force). In this thesis we will use van der Waals forces and
dispersion forces as synonyms.
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determines the range of the dispersion correction.

fdamp(Rij, R
ij
0 ) =

1

1 + exp (−d(Rij/sr,nR
ij
0 − 1))

, (2.68)

where Rij
0 is cutoff radius for the atom pair which is taken as the average of the em-

perical atomic vdW radii. d is the global constant that determines the steepness of the
damping function (the higher the value of d, the closer it is to a step function), and sr,n
is a scaling factor and determines the range of interaction covered by the given DFT
exchange-correlation functional. While using the DFT-D2 method, we used the PBE
exchange correlation functional in the DFT part and the value of s6 is taken as 0.75.
For all our calculation, we considered pair interactions up to a radius of 8 Å and used
the default values of other parameters given in VASP [149--151].

In another approach the dispersion forces are treated within the DFT formalism
by means of a non-local correlation functional. Dispersion forces result due to inter-
actions between multipole moments arising out of charge density fluctuations around
the atoms. DFT-D2 method only includes dipole-dipole interaction through a semi-
empirical approach. Higher order interactions are, however, neglected. Dion et al., [152,
153] have proposed a method which calculates the dispersion energy solely based on
the electron density. Within this approach the exchange-correlation energy Exc is cal-
culated as

Exc = EGGA
x + ELDA

c + Enl
c , (2.69)

where EGGA
x is the exchange energy in the revPBE approximation [154], ELDA

c is the
local correlation energy calculated within LDA, and Enl

c represents the non-local term
describing the dispersion energy and can be calculated as

Enl
c [ρ] =

∫
dr1dr2ρ(r1)ϕ(r1, r2)ρ(r2), (2.70)

The kernel ϕ(r1, r2) depends on the distance |r1 − r2|, charge density ρ and its gradi-
ent [153]. Thismethod is called as van derWaals density functional (vdW-DF)method.
It adds the description of dispersion interactions within the DFT formalism and calcu-
late the correlation of all ranges self-consistently. The biggest advantage of vdW-DF
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method over DFT-D2 method is that in this method dispersion effects are included
naturally via the charge density and do not depend on the parameters.

The vdW-DF method greatly improves the bond lengths of the dispersion bonded
systems in comparison to the GGA or LDA results. However for some materials (e.g.,
graphene, systems with hydrogen bonds), vdW-DF overestimates the long range dis-
persion interactions and gives large bond lengths [155, 156] in comparison to experi-
mental results. Although dispersion effects are purely correlational in nature, somehow
the exchange part of revPBE produces repulsive interaction in the dispersion regime.
Thus the exchange part of revPBE gives large intermolecular binding distances and in-
accurate binding energies. To circumvent this problem, a second version of the van der
Waals density functional was proposed by Lee et al. [157]. They incorporated a less
repulsive exchange functional (rPW86 [158]). The method is known as the vdW-DF2
method. This method has been found to give good results for a broad class of ma-
terials. Later various other vdW functionals have also been proposed to improve the
performance of the dispersion bonded systems such as optPBE-vdW, optB88-vdW,
vdW-DFC09x, vdW-DF2C09x etc. Comparisons of these methods for a number of
materials are given in Ref. [156, 159, 160].

All our calculations have been performed using VASP where these methods have
been implemented by J. Klimes [155, 156] using the algorithms of Roman-Perez et at. [161]
More details about the methods have been given in Ref. [152, 153, 157].
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CHAPTER3
Adsorption of small Agn clusters over

clean graphite substrate

3.1 Motivation

3.1.1 Experimental motivation

One of the early experiments to study deposition of silver atoms or clusters on highly
oriented pyrolytic graphite (HOPG) (0001) was performed by Ganz et al., [12] They
used a STM technique to study the static and dynamic behavior of Ag (also Cu, Au, and
Al) atoms and clusters deposited in situ on HOPG in an ultra-high vacuum chamber.
They found isolated silver atoms, dimers, clusters of 3 or more atoms and large two
and three dimensional islands after deposition of the atoms. Isolated silver atoms were
always found above the β sites of a graphite sheet as shown in Fig. 3.1(a,b). A β site
carbon atom does not have a neighbor directly below it in the second layer. None of
their images showed isolated Ag atoms above hollow sites. This is very different from
the physisorption of noble gas atoms, which prefer to get adsorbed above hollow sites
of graphite [162]. Ag dimers were found to be parallel to the surface at or near β-sites,
and had a bond length of 2.5±0.2Å (Fig. 3.1(c,d)). This is comparable to a free dimer
bond length of 2.5 Å. They also identified trimers in a linear form (Fig. 3.1(e,f)), in
which the Ag atoms were seen above β-sites with bond lengths of roughly 2.5 Å.

Other experiments also studied deposition of silver atoms and clusters on HOPG.
Busolt et al., [13, 73] studied the stability of size-selected Ag+n clusters (n = 2 −
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Figure 3.1: (a)A 14 Å × 16 Å constant current STM image showing an isolated Ag
monomer on graphite. (b), (d) and (f) are computer-generated models showing the
graphite lattice positions with the adatom and dimer shapes superimposed. (c) A
32 Å × 32 Å constant current STM image of a Ag dimer. (e) A 20 Å × 18 Å cur-
rent image of a Ag trimer in a linear form [12].

9) deposited with an impact energy of 1 − 2 eV at low coverage on HOPG at 77 K.
Their two photon photoemission spectra reveal a pronounced odd/even oscillation in
the Fermi-level position of the supported clusters with an exception of Ag3 (shown in
Fig. 3.2). This is similar to the odd-even oscillation of ionization potentials [163] and
electron affinity [164] of gas phase silver clusters, which can be understood in terms
of shell models. This similarity indicates that deposited clusters retain their size and
identity on HOPG.

In another experiment, Goldby et al., [18] investigated film growth via deposition of
soft landed, size-selected silver clusters of sizes 50−250 atoms on a graphite substrate.
They found that at room temperature deposited clusters are mobile and coalesce into
three-dimensional particles with a “universal” diameter of 14 nm. This was assumed to
be a consequence of lattice mismatch between the silver clusters and graphite. Ndlovu
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Figure 3.2: Position of the Fermi-level as a function of cluster size obtained from the
two photon electron spectroscopy with femtosecond pump and probe lasers [13].

et al., [14] in their experiments found formation of Ag clusters up to an average size
of about 1.2 nm after deposition of atoms. But beyond this size there was no further
coalescence of the clusters. They also found isolated Ag atoms only near β sites, and
reported a charge transfer from the cluster to the substrate as indicated by the positions
of the Ag 3d core levels in XPS. In general, all these experiments conclude that Ag
atoms are weakly bound to the HOPG substrate, and they are quite mobile at least
around room temperature.

Lopez-Salido et al., [165] performed a combined STM and XPS studies on the Ag
islands prepared by evaporating Ag atoms on a HOPG surface sputtered by Ar ions.
They showed that the Ag 3d core level binding energy is very sensitive to the particle
size. The shift (towards higher binding energy) in the Ag 3d level with respect to bulk
Ag value, increases almost linearly with decreasing particle diameter (Fig. 3.3). In
other words, Ag particle size can be estimated by measuring Ag 3d binding energy. For
particles with a diameter of 1 nm (less than 30 atoms in a particle), the core level shift
is 0.6 eV. The positive core level shift depends upon several facts including charge
transfer, less efficient screening of the core-hole in smaller clusters, change in bond
lengths in Ag clusters compared to bulk Ag, etc.

In another experiment [166], Lopez-Salido et al., deposited size-selected Ag cluster
anions consisting of 3 − 16 atoms on a HOPG surface sputtered by Ar ions using a
LECBD technique at room temperature. Using XPS spectra and STM images, they
found that below a coverage of 4×102 cm−2, Ag clusters retain their identity and exist
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Figure 3.3: The changes of the Ag 3d states as a function of particle size on sput-
tered HOPG. The sizes of the particles were determined using scanning tunneling mi-
croscopy (STM).

as individual clusters. They also pointed out that structures of soft landed clusters are
different from those of Ag “islands” grown by thermal evaporation of Ag atoms. XPS
spectra of the Ag 3d levels for pre-formed Ag5 and Ag10 clusters are shown in Fig. 3.4.
No size dependent shift in the Ag 3d binding energy was seen for these clusters. This
is contrary to the Ag 3d spectra of thermally grown Ag islands, which show a linear
shift in the core level position towards higher BE with decreasing particle size [165].
The large difference in the core level shifts of the depositedmass-selected clusters (core
level shift of 0.2 eV) and similarly sized Ag islands (core level shift of 0.6 eV) indicates
that Ag atoms in the two species are in different chemical environments. An absence of
size-dependent core level shift in the spectrum of deposited size-selected Ag clusters
also indicates an absence of charge transfer from the clusters to the surface. A core
level shift and charge transfer was present for the clusters grown by the atomic thermal
evaporation on the graphite surface.

3.1.2 Theoretical motivation

Given its fundamental and technological importance, Ag/HOPG system has also at-
tracted theoretical attention. In an early work, Rafii-Tabar [167] studied the process of
deposition of Ag adatoms on HOPG through classical MD simulations. The attempt
was to explain the experimental observations of Ganz et al., [12] Both pair-wise and
many-body interatomic potentials were employed to describe the interactions within
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Figure 3.4: Ag 3d level spectra of Ag bulk, deposited Ag5 and Ag10 (spectrum with
squares) clusters on sputter-damaged HOPG, and 1 nm-sized Ag islands prepared using
thermal evaporation of Ag atoms on the same substrate are compared

Table 3.1: A summery of the absorption energies obtained in various theoretical
works [20, 168] for an Ag adatom and dimer at different sites of a graphite surface.
Reference Method Ea for an adatom Ea for a dimer

β α hollow bridge β α hollow bridge
Ref. [20] LDA 0.54 0.27 0.33 0.23 0.37 0.37 0.38 0.36
Ref. [168] LDA 0.44 0.43 0.39 0.43 - - 0.52 0.54

the Ag/HOPG system. The Ag-Ag interactions were described by a many-body po-
tential of Finnis-Sinclair type. The C-C bonding in a basal plane was described by
Tersoff's non-central potential, while the C-C bonding between the basal planes was
described by a pair-wise Lennard-Jones potential. To describe the interaction between
Ag and C interface, they constructed a pair-wise Morse-type potential. Using these
potentials, they found that Ag atoms were very mobile on the terraces. Diffusing Ag
atoms form small 2D and 3D clusters and islands. An adatom was seen above β-site,
a dimer also resides at or near β-sites.

Subsequently, first principles approaches, particularly based on DFT, have been
taken to address the problem. Duffy and Blackman [20] studied adsorption of Ag
adatoms and dimers on graphite using the LDA. They used a cluster model (fragment)

61



for the graphite surface with 2 carbon layers in AB stacking. The dangling bonds on
the outer C atoms were saturated with H atoms in order to maintain sp2 hybridization
of all C atoms. Only the metal atoms were relaxed during structure optimization. All
the C atoms were fixed to their bulk positions. For an Ag adatom, a β site was found
to be the most favorable followed by the hollow, α, and the bridge sites. The α-site
carbon atoms on the surface have a neighbor directly below them in the second layer.
The bond between α and β-site is a bridge site. For Ag dimers, the highest adsorption
energy (defined later) was obtained for a parallel orientation at the β-site. The adsorp-
tion energies for an adatom and a dimer at all the sites obtained by them are listed in
Table 3.1. The adsorption energies of a dimer at all sites are nearly equal. Based on
this observation, they argued that an Ag dimer would be much more mobile than an
isolated adatom.

The same problem was studied by Wang et al., [168] again using LDA. They mod-
eled the graphite surface by a 3 × 3 unit cell with 4 layers in AB stacking. The metal
atoms and top two layers of graphite were allowed to relax during the simulations.
They also found that the β-sites are most favorable for Ag adatoms. The ordering of
the various sites was, however, different from that in Duffy and Blackman's studies.
The β-site was followed by the bridge, α, and hollow (which was the least stable) sites.
They also found a parallel orientation of Ag dimer to be most stable. However, it seems
that in both these studies [20, 168], a perpendicular orientation of the dimer was not
considered.

Jalkanen et al., [21] studied adsorption of Ag adatom, dimer, Ag6, and Ag13 clus-
ters on a single layer of graphite (i.e., graphene sheet) using the PW91 [107] (and
PBE [108] in some cases) gradient corrected functional. The GGA functionals almost
do not give any binding of the adatom to the sheet. For an Ag2 dimer, a perpendicular,
atop orientation was 0.11 eV more stable than the parallel, atop orientation. But again,
the adsorption energies are very small in both cases. They also found that the hollow
site is the least stable for both the parallel and perpendicular orientations of the silver
dimer. For the Ag6 cluster, a parallel, atop orientation was found to be the most stable.

Graphite is a layered material held together by van der Waals forces. The local
and semi-local exchange-correlation functionals used in DFT are not capable of de-
scribing dispersion forces. The LDA does give a binding between successive layers
in graphite, but reproduces the energetics rather poorly (Section 3.3). GGA function-
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als behave poorly for both energetics and inter-layer separation. It has been argued
that dispersion forces play a major role in the interaction between metal adatoms and
clusters and the graphite surface [21, 169], and also between metal substrates and a
graphene over-layer [170]. Therefore Ag/HOPG system presents a challenge for the
DFT methods. Attempts have been made to incorporate dispersion forces within a
DFT formalism, and such methods have been applied to the Ag/HOPG system as well.
Jalkanen et al., [21] used the semi-empirical corrections proposed by Elstner [171] and
Grimme [146] for this purpose. These methods did produce binding between the Ag
atoms, clusters and the graphene sheet. The on-top site was found to be most favor-
able for an adatom. Recently Amft et al., [169] have explored the effects of dispersion
forces in the binding of Cu, Ag, and Au adatoms on a graphene sheet. They used two
different approaches for this. The first is Grimme's semi-empirical correction (DFT-
D2), and the second is to use a non-local correlation functional [152, 157] in the energy.
Grimme's approach produced the hollow site as the most favorable one for an adatom,
but the vdW-DF method gave the top site to be the most favorable, just as in LDA. It
should be pointed out, however, that in all the methods, the differences in adsorption
energies of an adatom at various sites were rather small.

There have been no systematic theoretical studies of deposition and adsorption of
Ag clusters on a HOPG substrate over a range of cluster sizes. Such studies have only
focused on adatom, dimer, Ag6, and Ag13 clusters. Thus there is a big gap in our under-
standing of the structure, energetics, and electronic properties of Ag atoms and clusters
deposited on HOPG. Given the amount of experimental efforts that has been devoted to
this system, it is important to develop this understanding. How far do Ag clusters retain
their geometric and electronic identity after deposition on the HOPG substrate? What
determines the energetics of various gas phase isomers after deposition? Also, there is
a need for incorporation of dispersion interactions in the DFT formalism for a proper
treatment of the Ag/HOPG system. However, the best way to incorporate these effects
is still an open question that would require comparison of theoretical results with ex-
periments for it to be settled. As we have discussed above, vdW-DF gives the correct
binding site for an Ag adatom, which DFT-D2 does not. LSDA, on the other hand,
produces a qualitatively correct result in that the atop site (on graphene) or the β site
(graphite) is found to be the most favorable one for an Ag adatom. How do their behav-
ior differ for larger clusters, is still not clear. In order to get insights into these issues,
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we have studied adsorption of Ag adatom and clusters containing up to eight atoms
on a clean HOPG substrate using three different approaches: vdW-DF2, LSDA, and
DFT-D2. Primarily, we will describe the results obtained through vdW-DF2 method,
which gives the best agreement with experiments. We will give a comparison of the
results obtained by LSDA and DFT-D2 methods, which have been used for the studies
of this system, and argue why these methods are not the best to describe the Ag/graphite
bonding.

3.2 Computational methods

All our calculations are performed within the framework of DFT. Since we are inter-
ested in studying deposition of pre-formed size selected Ag clusters on graphite, it is
important to find the structures of free Ag clusters in the gas phase. Structures of iso-
lated gas phase Agn clusters were searched to locate the global minimum at each size
except n = 2. The global structure search was performed using an evolutionary al-
gorithm as implemented in the USPEX [123, 124] code. The initial population size
was taken as 10 and the population size in each subsequent generation was kept at 10.
Fitness criterion used for these calculations was the energy of the clusters. Energies
were calculated within a plane wave DFT formalism using VASP. The population in a
generation was produced by applying specially designed variational operators (hered-
ity, mutation, and soft-mutation) [125] to the preceeding generation, as discussed in
chapter 1 . Calculations were carried out up to a maximum of 25 generations with the
halting criterion that if the energy of the best structure did not change for 10 gener-
ations the calculation would be stopped. Each generated structure was relaxed to its
nearest local minimum using CG method as implemented in VASP. The clusters were
placed inside a periodic box such that the closest distance between neighboring clusters
in adjacent unit cells is 10 Å. Interactions between the valence electrons and the ion
cores were represented by the PAW [120, 121] potentials. Brillouin zone (BZ) integra-
tions were performed using the Γ-point only. For each structure, energy calculations in
VASP were performed at four increasing levels of accuracy in terms of energy cutoff
for the plane wave basis set. The cutoffs used were ENMAX of the POTCAR file,
300 eV, 350 eV, and 400 eV. The structures were considered converged when all the
force components were smaller than 0.001 eV/Å. The global search for the structures
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was performed at the L(S)DA level only. Spin polarized calculations were done only
for the odd sized clusters and all of them exist in a doublet state. Simple metal clusters
of even sizes generally have singlet ground states, which was also confirmed in our test
calculations. A number of low energy L(S)DA structures at each size were taken and
re-optimized using vdW-DF2 before depositing them on the graphite substrate. In all
the sections the gas phase ground state structures are denoted as GPGS structures.

For the clusters supported over graphite surface, all the calculations have been per-
form using VASP with an energy cutoff of 400 eV. The graphite (0001) surface is
represented in a repeated slab geometry. We consider three C layers in the slab with
a vacuum layer of 15 Å separating two successive slabs. Top two layers were fully
relaxed while the bottom layer was held fixed. Addition of more layers or relaxing all
three layers did not change the adsorption energies of an adatom at different sites. The
lateral dimensions of the slab are chosen according to the size of the cluster being de-
posited. The distances between the cluster in the simulation cell and its periodic images
are always kept larger than 8Å, to rule out possibility of any interactions between them.
BZ integrations are performed with Monkhorst-Pack k-point meshes that ranged from
(6× 6× 1) to (1× 1× 1) depending on the lateral size of the HOPG slab. The lateral
size of the slabs ranged from 9.76Å× 8.46Å for an adatom to 17.09Å× 16.92Å for
the Ag8 cluster. For the deposited clusters we performed spin-polarized calculations at
all sizes.

The relative stability of the clusters deposited on a substrate has been measured in
terms of cohesive energy Ec and adsorption energy Ea. For a cluster composed of n
atoms, these two quantities are defined as:

Ec = nEAg +NCEC − ET (Agn/graphite), (3.1)

Ea = ET (Agn) + ET (graphite)− ET (Agn/graphite), (3.2)

where EAg and EC are the energies of isolated Ag and C atoms respectively, ET (Agn)
is the total energy of the gas phase Agn isomer at its local minimum of structure,
ET (graphite) is the total energy of the cleanNC-atom graphite slab,ET (Agn/graphite)
is the total energy ofNC-atom graphite slab plus Agn cluster adsorbed on it. The cohe-
sive energies can obviously be used to compare relative energetic stabilities of differ-
ent isomers of a particular size deposited at different locations on the substrate. On the
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Table 3.2: Properties of graphite as reproduced by different exchange-correlation func-
tionals. a0 is the intra-layer lattice constant and c0 is the inter-layer separation. Ec and
EB are the cohesive energy and the interlayer binding energy respectively.

Functionals a0 (Å ) c0(Å ) Ec (eV/atom) EB (meV/Atom)
LDA 2.44 3.33 8.98 23.3

PBE-GGA 2.46 4.32 7.97 0.76
DFT-D2 2.46 3.22 8.07 50.3
vdW-DF 2.47 3.63 8.59 53.5
vdW-DF2 2.47 3.56 8.48 51.3

Experimental 2.46 [173] 3.35 [173] 7.37 [174] 52± 5 [175]

other hand, the adsorption energy Ea is the energy gain in adsorbing a cluster on the
HOPG substrate. This is also a measure of the energy that has to be supplied for the
cluster to desorb from the substrate and go to its gas phase structure. Once the clusters
are formed in the gas phase, a comparison of Ea will give a measure of relative ease
of forming different adsorbed structures. Larger values of Ec and Ea imply greater
stability of the deposited clusters. For a given size a lower total energy leads to higher
Ec and Ea.

3.3 Clean graphite surface

As already mentioned in section 3.2, we used the vdW-DF2 [157] method for these
calculations. However, to benchmark our calculations, and to show that this method
works better for bulk graphite, we also used the LDA and the DFT-D2 methods for
this system. Table 3.2 shows the in-plane lattice constant (a0), interlayer distance (c0),
Ec and interlayer binding energy EB of graphite for different exchange-correlation
functionals. The interlayer binding energy EB is defined as

EB = 2ET (graphene)− ET (graphite), (3.3)

where ET (graphene) is the total energy of a single layer of graphite (graphene) and
ET (graphite) is the total energy of graphite having two layers in the unit cell. LDA
gives a binding between successive carbon layers with an interlayer separation of 3.33Å.

66



It gives EB = 23.02 meV/atom and Ec of bulk graphite to be 8.98 eV/atom. These re-
sults are in good agreement with other LDA calculations reported in the literature [172].
The experimental value for the interlayer lattice constant [173] is 3.35 Å, whereas co-
hesive energy [174] and interlayer binding energy [175] are 7.37 eV/atom and 52± 2

meV/atom respectively. These results show that although LDA reproduces the inter-
layer separation rather well, it cannot reproduce the energetics well. This should not be
a surprise, because LDA cannot treat dispersion forces responsible for binding between
successive layers, but produces a finite binding because of its tendency to over-bind.

While PBE produces the intra-layer lattice constant quite accurately, it completely
fails to describe the interlayer binding. DFT-D2 produces a0 accurately, but seriously
underestimates c0. It does well for Ec and does better than LDA and PBE for EB.
vdW-DF produces a0 in good agreement with experiments but overestimates c0 by
nearly 10%. It also overestimates Ec and EB. We used two exchange functionals for
the vdW-DF method: revPBE [154] (vdW-DF) and rPW86 [157] (vdW-DF2). Both
these functionals produce results in good agreement with experiments. However, the
rPW86 exchange functional corrects the overestimation in c0, Ec, and Eb to a large
extent obtained using the revPBE functional. Results using rPW86 is presented in
Table 3.2 as vdW-DF2, and we use this functional for all calculations of Ag clusters
on graphite.

3.4 Structure of gas phase silver clusters

The low energy gas phase structures of silver clusters containing up to eight atoms
found using the vdW-DF2 method are shown in Fig. 3.5. For comparison, the low en-
ergy structures from L(S)DA are shown in Fig. A.1 in the Appendix. The Ag2 dimer
in Fig. 3.5 has a slightly longer bond length compared to the LDA value (Fig. A.1(a)).
In fact, it has been reported in the literature that vdW-DF methods produce slightly
longer bond lengths than LDA [156, 170]. We find this to be true for all the Agn
clusters we studied. Ag3 turns out to be an isosceles triangle with one longer and two
marginally shorter sides. Ag4 is a rhombus in its lowest energy structure. In addition
to the GPGS isomers, we have shown higher energy isomers up to∼ 0.7 eV in Fig. 3.5,
and have studied their deposition on graphite substrate. While it is expected that the
GPGS isomers will be produced in greater abundance in a cluster beam, depending on
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Figure 3.5: Structure, bond lengths, and energies (relative to the ground state isomers)
of gas phase Agn clusters in vdW-DF2. Magenta colored circles represent Ag atoms.

the temperature of the clusters, and kinetics of the growth process, higher energy iso-
mers may be present [176]. For Ag5, therefore, we show two isomers in Fig. 3.5. The
GPGS is a planar structure with two-fold symmetry. A triangular bi-pyramid is 0.65 eV
higher. The GPGS of Ag6 is a planar structure with three-fold symmetry. A pentago-
nal pyramid is 0.26 eV higher. The GPGS structure of Ag7 is a pentagonal bi-pyramid
followed by a tri-capped tetrahedron (Fig. 3.5(i)), and a planar structure obtained from
the GPGS of Ag6 by capping one of the Ag-Ag bonds (Fig. 3.5(j)). The planar structure
(Fig. 3.5(j)) is 0.96 eV higher than the GPGS structure in LSDA (Fig. A.1(l)), but is
only 0.11 eV higher in vdW-DF2. This isomer has the lowest energy after deposition
on HOPG as discussed below. Ag7 also have two more isomers, a centered hexagon
planar structure (Fig. 3.5(k)), and a capped prism structure (Fig. 3.5(l)). These two are
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0.17 eV and 0.19 eV higher than the GPGS respectively. We have shown six isomers
for Ag8 which we have deposited on the substrate. The GPGS is a tri-capped trian-
gular bi-pyramid (Fig. 3.5(m)). This is different from the LDA ground state, which
is a bi-capped octahedron (Fig. A.1(m)). The tri-capped triangular bi-pyramid was
70 meV higher than the ground state in LDA (Fig. A.1(n)). The bi-capped octahe-
dron in Fig. 3.5(n) (bco1) is nearly degenerate with the GPGS in vdW-DF2. These
two are followed by two anti-prism structures (Fig. 3.5(o,p)), a capped pentagonal bi-
pyramid (Fig. 3.5(q)), and another bi-capped octahedron (bco2, Fig. 3.5(r)) structure.
We would like to point out that in bco1 two neighboring triangular faces sharing an
edge are capped, while in bco2, two faces sharing a corner are capped. Our L(S)DA
GPGS and low energy isomers are the same as those reported in Ref. [176].

3.5 Structure of deposited silver clusters

As stated in chapter 1 clusters can approach the substrate at any point, and in any ran-
dom orientation. To mimic this process we used random rotation technique described
in section 2.7. For each isomer we choose at least five different random sets of the
Euler angles and four special symmetry points of the graphite surface: the top sites α
and β, the bridge site and the hollow sites. All these initial structures are then relaxed
to their nearest local minima using the conjugate gradient method as implemented in
VASP. Sometimes different initial structures relax to the same final geometry.

Ag adatom: Adsorption energies of an Ag adatom at different sites and the spin
moments in the system are given in Table 3.3. For an Ag adatom, both on-top β and
α sites turn out to be the most favorable with the same adsorption energy of 0.22 eV.
They are followed by the bridge and the hollow sites. At the β site, the Ag-C distance
is 3.30 Å, which is much larger than the sum of their covalent radii Rc (Rc(Ag) =
1.45 Å, Rc(C) = 0.76 Å). This rules out any chemical bond between them. Note that
the ordering of the adsorption energies and the Ag-C distance at the β site we find
are exactly the same as those reported in Ref. [169], though the adsorption energy they
found in vdW-DFwas slightly lower. Because of the largeAg-C distance, adsorption of
the Ag atom causes only a minor deformation of the graphite surface. Relaxation of the
β site C atom, on which the Ag atom is adsorbed, is only 0.05 Å. Overall deformation
within the top layer of the graphite slab is measured by the deviation of the individual C
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Table 3.3: Adsorption energy (Ea) and magnetic moment (M) of a silver adatom at
various points on a graphite substrate obtained using vdW-DF2 method.

Site Ea(eV) M (µB)
β 0.215 0.99
α 0.215 0.99

bridge 0.214 0.99
hollow 0.209 0.99

atoms (∆zC) from their average z coordinate (perpendicular to the surface). Maximum
∆zC is only 0.01 Å.

An isolated Ag atom has one unpaired electron and graphite is non-magnetic. When
the atom is placed on the graphite substrate the moment turns out to be 0.99 µB, i.e.,
almost the entire moment of the atom is retained. This moment is localized almost
entirely on the Ag atom as can be seen from the spin density iso-surface plot presented
in Fig. 3.6(a). This implies that there is no charge transfer between the cluster and the
substrate. To get a quantitative estimate of the charge transfer, we calculated Bader
charges on all the atoms. We find a negligible charge transfer (0.01e, e-electronic
charge) from the Ag adatom to graphite. All these point towards a physisorption sce-
nario. As we will see below, preference of an Ag adatom for the top sites plays a major
role in determining the low energy structures of clusters.

Ag2 dimer: AnAg2 dimer has the lowest energy in a parallel orientation on graphite
(Fig. 3.7(b)) with both the silver atoms near top sites. This structure hasEa = 0.32 eV,
and the silver atoms are at an average distance of 3.48 Å from the nearest carbon atoms.
Interactions with the substrate do not alter the dimer bond length, it retains its gas phase
value of 2.64 Å. Here we do not always distinguish between α and β sites since the
difference in Ea at these sites for an adatom is very small. Our results for Ag2 are
in agreement with Duffy et al., [20] and Wang et al., [168] but contrary to the results
of Jalkanen et al., [21] who found a perpendicular orientation of the dimer at the top
and bridge sites to be most favorable. Our LDA results suggest that a perpendicular
orientation of Ag dimer is more stable, which is similar to the behavior of Au2 dimers
on graphite [21, 177, 178]. In fact, Au clusters prefer perpendicular structures up to Au4
within LSDA [179], which is argued to be because of Pauli repulsion effect [180]. We
find a similar trend for Ag clusters in LSDA. We also found another parallel structure
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Figure 3.6: Spin density iso-surface plots for Ag adatom (a), and gas phase ground
state isomers of Ag3 (b), Ag5 (c) and Ag7 (d) clusters deposited on HOPG. Isosurface is
plotted at an isovalue 45 electron/Å3.Yellow circles represent carbon atoms of graphite
sheet.

for Ag2 with both silver atoms near hollow sites. This structure is only 3 meV higher.
Perpendicular structures at top sites are 20meV higher than the lowest energy structure.
In the lowest energy structure we found a negligible charge transfer from the cluster to
the substrate.

Ag3 cluster: Ag3 turns out to be rather unusual among all the clusters we have
studied here. The lowest energy structure for Ag3 is perpendicular to the surface
(Fig. 3.7(c)). Of the clusters that have planar ground states in the gas phase, Ag3 is
the only one that is perpendicular to the substrate in its lowest energy state after depo-
sition. Ag3 is unusual in other ways also; there is a larger charge transfer from Ag3 to
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Figure 3.7: The ground state structures of Agn clusters deposited on a graphite substrate
obtained using vdW-DF2. Here magenta colored circles represent Ag atoms, turquoise
colored circles represent the top layer carbon atom of graphite and gray colored circles
represent the bottom two carbon atoms of graphite.

the substrate than any other cluster. This leads to a greater reduction in the moment on
the cluster (see Table 3.4). The remaining moment, however, is localized on the cluster
as shown by the spin density iso-surface plot in Fig. 3.6(b). In the perpendicular struc-
ture, one of the Ag-Ag sides is parallel to the surface and the two Ag atoms are above
top sites. This has an adsorption energy Ea = 0.52 eV. Ag3 also undergoes a large
structural deformation. The Ag-Ag bond parallel to the substrate is elongated by as
much as ∼0.44 Å (Fig. 3.7(c)), while the other two bonds undergo slight contractions
from their gas phase values. A parallel structure with all Ag atoms over top sites is,
however, only 4 meV higher (Fig. 3.8(a)). Another parallel structure with all Ag atoms
near hollow sites is 13 meV higher than the lowest energy structure. Details of all the
Ag clusters deposited on graphite are given in Table 3.4.

Ag4 cluster: For Ag4 cluster again we find a parallel structure to have the lowest
energy with all four Ag atoms near top sites (Fig. 3.7(d)). This has an adsorption energy
of 0.62 eV. The cluster retains its gas phase geometry on the substrate with no change
in Ag-Ag bond lengths. A parallel structure with all silver atoms over hollow sites is 9
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Figure 3.8: Some higher energy structures of Agn clusters deposited on a graphite
substrate obtained using vdW-DF2.

meV higher (Fig. 3.8(b)). A tilted structure (Fig. 3.8(c)) and a perpendicular structure
with one of the Ag atoms above a top site are 18 meV and 27 meV higher than the
lowest energy structure respectively. Gas phase Ag4 cluster has four valence electrons
and is a singlet. There was no spin moment after its deposition on the substrate either,
neither was there any charge transfer between the cluster and the substrate.

Ag5 cluster: For Ag5 cluster, we deposited the GPGS structure (Fig. 3.5(d)) and
the triangular bi-pyramid isomer (Fig. 3.5(e)). The planar GPGS isomer stays parallel
to the surface with all the Ag atoms above or near top sites. It has the highest Ea =

0.75 eV (Fig. 3.7(e)). This structure also has the highest Ec among all the structures
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Table 3.4: Details of silver clusters on graphite from vdW-DF2 studies. Ea and Ec are
the adsorption energy and cohesive energy respectively; M is the magnetic moment
and q is the charge transfer from the cluster to surface in terms of electronic charge. Zr
denotes the maximum relaxation of the C atoms on the top layer and ∆Zc represents
the maximum deviation of a top layer C atom from their average position.

Size Fig. Ea (eV) Ec (eV) M (µB) q (e) Zr (Å ) ∆Zc (Å )
reference

1 3.7(a) 0.22 922.17 0.99 0.01 -0.05 -0.01
2 3.7(b) 0.32 922.76 0.00 0.02 -0.08 -0.03
3 3.7(c) 0.52 1730.08 0.80 0.16 -0.06 -0.02
4 3.7(d) 0.62 1730.74 0.00 0.04 -0.09 -0.03
5 3.7(e) 0.75 1731.15 0.96 0.05 -0.10 -0.04
6 3.7(f) 0.87 2770.89 0.00 0.06 -0.10 -0.05
7 3.7(g) 1.09 2770.78 0.95 0.07 -0.07 -0.03
8 3.7(h) 0.71 3232.32 0.00 0.04 -0.07 -0.05

for deposited Ag5 clusters. The average distance between C and Ag atoms is found
to be quite large. In the present case it is 3.6 Å. There is little impact of the substrate
on the Ag-Ag bond lengths in the cluster. They increase only by 0.01 Å. Two other
structures are obtained from deposition of the GPGS isomer. A parallel structure with
all silver atoms over hollow sites is only 7 meV higher (Fig. 3.8(d)) than the previous
structure. A perpendicular structure with the Ag-Ag-Ag side parallel to the plane of
graphite is nearly 0.2 eV higher (Fig. 3.8(e)). Interestingly, the triangular bi-pyramid
isomer has an adsorption energy 1.4 eV in its lowest energy state on the surface, much
larger than that of the ground state isomer. After deposition, this isomer loses its non-
planar structure, and goes to the the same structure as the GPGS Fig. 3.7(e). Thus it
is the interaction with the substrate that transforms the triangular bi-pyramid isomer
to the planar isomer without any energy barrier. In the gas phase, they are obviously
separated by a barrier. A higher energy in the gas phase leads to a higher Ea for the
triangular bi-pyramid isomer.

An Ag5 cluster has one unpaired electron in the gas phase. The moment remains
intact even after deposition on the substrate. The spin density iso-surface plot for the
lowest energy adsorbed structure for the GPGS isomer shows that it is located entirely
on the cluster (Fig. 3.6(c)). This is consistent with the fact that we do not find any
charge transfer between the cluster and the substrate in our Bader charge analysis.
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Ag6 cluster: Ag6 cluster follows the trend of preference for parallel structures and
top sites. The GPGS isomer prefers to stay parallel to the surface with all silver atoms
close to the top sites (Fig. 3.7(f)). This structure has the highest Ec and highest Ea =
0.87 eV. In this case also, the average Ag-C distance is 3.6 Å, which indicates a weak
interaction between the cluster and the substrate. All Ag-Ag bond lengths increase
marginally by 0.01 Å from their gas phase values. A parallel structure with the Ag
atoms above hollow sites is only 6 meV higher. We also found two perpendicular
structures for the planar isomer. The structure with one of its sides parallel to substrate
(Fig. 3.8(f)) is ∼ 0.3 eV higher than the lowest energy structure, while the one with
an Ag vertex close to the surface (Fig. 3.8(g)) is ∼ 0.5 eV higher. Ag6 cluster has no
magnetic moment in the gas phase. A weak interaction with the substrate ensures that
there is no moment after deposition also. The pentagonal pyramid isomer (Fig. 3.5(g)),
in its lowest energy structure after deposition, has an adoption energy 0.86 eV, only
9 meV lower than the lowest energy structure. This structure retains its gas phase
geometry over the substrate (Fig. 3.8(h)).

Ag7 cluster: We deposited five gas phase isomers of Ag7 (Fig. 3.5(h-l)). Interest-
ingly, in its lowest energy structure, the centered hexagon (Fig. 3.5(k)) deformed to
the low symmetry planar isomer (Fig. 3.5(j)) after deposition as shown in Fig. 3.7(g).
This structure has the highest adsorption energy (Ea = 1.09 eV) as also the highest
cohesive energy among all the deposited Ag7 structures we have found. We also found
one more structure from the centered hexagon where it retained its gas phase geome-
try (Fig. 3.8(i)) and had a slightly lower Ea (1.02 eV). Deposition of the pentagonal
bi-pyramid, the GPGS isomer, gives a lower adsorption energy of 0.62 eV. It under-
goes a minor distortion after adsorption (Fig. 3.8(j)) with the Ag-Ag bond lengths now
varying between 2.87 to 2.92 Å. The other two gas phase isomers, tri-capped tetrahe-
dron (Fig. 3.5(i)) and the capped prism (Fig. 3.5(k)) have Ea's of 0.71 eV and 0.83 eV
respectively. The first of these largely retains its gas phase structure. Interestingly, the
second one transforms to a pentagonal bi-pyramid after deposition. A higher gas phase
energy leads to a higherEa for the capped prism compared to the gas phase pentagonal
bi-pyramid.

Ag7 cluster has one unpaired electron in the gas phase which is retained after de-
position. In the lowest energy structure obtained from the gas phase ground state, the
moment turns out to be 0.95 µB. Spin density iso-surface plot in Fig 3.6(d) again shows
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Table 3.5: Adsorption energyEa and magnetic moment silver adatom at various points
on a graphite substrate obtained using LSDA.

Site Ea(eV) M (µB)
β 0.379 0.82
α 0.376 0.85

bridge 0.370 0.82
hollow 0.307 0.90

that the moment is entirely localized on the cluster.
Ag8 cluster: We deposited six gas phase isomers of Ag8 shown in Fig. 3.5, each

with a number of random orientations. We obtained a large number of stable structures
from these, and present some of the low energy structures in detail. After deposition
the bco2 (Fig. 3.5(r)) turned out to have the highest adsorption energy Ea = 0.71 eV
(Fig. 3.7(h)). It prefers an orientation in which five of the Ag atoms are close to the
substrate without any significant distortion of its structure. In fact, this structure turns
out to have the highest Ec among all deposited Ag8 structures we have found. A low
total energy after deposition and a high gas phase energy leads to a largeEa. The GPGS
isomer (Fig. 3.5(m)) also retains its structure after deposition (Fig. A.3(a)). However,
since only three Ag atoms can get close to the surface, it has an Ec that is 12 meV
smaller than the previous structure (Fig. 3.7(h)). Because of a lower gas phase energy,
its Ea is also smaller, and is 0.61 eV. Structures, adsorption energies and cohesive
energies for the other isomers in their lowest energy structures after deposition are given
in Fig. A.3 in the Appendix. The bco1 (Fig. 3.5(n)) cluster changes to an anti-prism
structure (Fig. A.3(b)) after deposition with adsorption energies of 0.57 eV. The gas
phase anti-prism isomers (Fig. 3.5(o,p)) are adsorbed with adsorption energies of 0.61
and 0.70 eV respectively (Fig. A.3(c,d)). The capped pentagonal bi-pyramid isomer
(Fig. 3.5(q)) is adsorbed with an adsorption energy 0.64 eV. Ag8 being an even electron
cluster does not have any moment, and no moment was found after deposition either.

In all these structures, we observed that for a particular size, except for Ag3 cluster,
the isomer which have large Ag-C interactions after deposition, have high cohesive
energies. For example, among the two high energy isomers of deposited Ag5 cluster
(shown in Fig. 3.8(d,e)), a parallel structure with larger number of Ag-C bonds has
higher cohesive energy in comparison to the the perpendicular structure. Secondly,
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Figure 3.9: Some low-energy structures of Agn clusters deposited on a graphite sub-
strate obtained using LSDA.

for a particular size a higher energy gas phase isomer having an Ec comparable to or
higher than the GPGS isomer gives higher adsorption energy. In case of Ag5, the GPGS
structure gives the highest Ec after deposition as it has a large number of Ag-C bonds
(all five Ag atoms above top sites). On the other hand, the triangular bi-pyramid, has
the highestEa as it has high gas phase energy than the GPGS structure. Interestingly, to
gain the maximum benefits from the Ag-C bonding, it transforms to a planar structure
after deposition.

For Ag6, the deposited GPGS has all six Ag atoms close to the surface and conse-
quently it has the highest Ec. On the other hand, the pentagonal pyramid isomer has
high gas phase energy and that is why it has the highest Ea. An interesting point to
note here is that unlike the pentagonal bi-pyramid isomer of Ag5, it does not transform
to a planar structure after deposition. The case of Ag7 is special in the sense that the
isomer that has high energy in gas phase has the highest Ec and Ea after deposition.
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Table 3.6: Properties of silver clusters deposited on a graphite substrate obtained with
LSDA method. All notations are defined in Table 3.4.

Size Fig. Ea (eV) Ec (eV) M (µB) q (e) Zr (Å ) ∆Zc (Å )
reference

1 3.9(a) 0.38 968.96 0.83 0.05 0.06 0.07
2 3.9(b) 0.64 971.65 0.00 0.04 0.03 0.04
3 3.9(c) 1.28 1821.18 0.00 0.27 0.10 0.06
4 3.9(d) 0.93 1823.61 0.00 0.08 0.08 0.09
5 3.9(e) 1.15 1826.17 0.02 0.43 0.12 0.12
5 3.9(f) 1.26 1825.89 0.35 0.38 0.13 0.07
6 3.9(g) 0.88 2918.63 0.00 0.01 0.11 0.08
6 3.9(h) 1.11 2918.73 0.00 0.01 0.10 0.08
7 3.9(j) 0.99 2921.56 0.00 0.33 0.13 0.09
7 3.9(i) 1.67 2921.43 0.00 0.56 0.31 0.27
8 3.9(k) 0.83 3408.47 0.00 0.06 0.15 0.04
8 3.9(l) 1.15 3408.46 0.00 0.03 0.17 0.06

The 3D GPGS retains its structure after deposition and does not transform to a planar
structure. For Ag8, the bco2 isomer which has the largest number of Ag-C neighbors
has the highest Ec. In this case also all the isomers retain their 3D structures after
deposition. From this discussion it seems that only Ag5, which has smaller number of
Ag-Ag bonds, undergoes a transformation to a planar structure. For other sizes (n > 5)
where Ag-Ag interactions are large, clusters retain their structure after deposition. An
exception to this is the capped prism isomer of Ag7 cluster, which transforms to the pen-
tagonal bi-pyramid after deposition. All these facts indicate that a competition between
maximizing Ag-Ag and Ag-C interactions determines the energetics of the deposited
clusters.

3.6 A comparison between different methods

In this section, we compare the results obtained in vdW-DF2 method with those ob-
tained using LSDA and DFT-D2 methods. The lowest energy structures of deposited
silver clusters obtained using LSDA and DFT-D2 methods are given in Fig. 3.9 and
Fig. 3.10 respectively.

LSDA results: An Ag adatom prefers the β-site (Fig. 3.9(a)) followed by the α,
bridge and hollow sites (Table 3.5.). This is very similar to what we obtained in vdW-
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DF2 method except that the adsorption energies in LSDA are larger (which is usually
the case [156]). For all other sizes we generated a number of structures using our ran-
dom rotation technique and optimized them to the nearest local minima. In LSDA a
dimer prefers to stay perpendicular to the surface with a preference for the β-site in
a complete contrast to vdW-DF2. It has an adsorption energy 0.64 eV. Adsorption
over graphite also does not bring about any structural change in the Ag2 dimer. The
gas phase dimer has a bond length of 2.49 Å (in LDA) which essentially remains un-
changed (2.5 Å) after adsorption. We did not find any dimer parallel to the surface.
We deliberately constructed initial structures with the dimer perfectly parallel to the
surface. But the dimer became perpendicular to the surface after optimization. At the
bridge site the adsorption energy of dimer is marginally lower, 0.63 eV. There were no
dimers close to the hollow sites. We did not find any charge transfer between cluster
and surface. Similarly, for an Ag3 cluster, we only found structures with its triangular
plane perpendicular to the substrate. In the lowest energy structure an Ag-Ag side stays
parallel to the surface (Fig 3.9(c)). Ag3 is an isosceles triangle in the gas phase with two
sides equal to 2.60 Å, and the third one being 2.61 Å. After adsorption the side close to
the surface elongates to 2.69 Å and the other two sides of the triangle are compressed
to 2.58 Å. This structure has an adsorption energy 1.28 eV. There is a jump in Ea for
Ag3 from those of the adatom and the dimer, though Ea per atom remains of the same
order. For a comparison we list the adsorption energies for all the sizes in Table 3.6. In
the lowest energy structure the Ag3 cluster on graphite loses its moment. Bader anal-
ysis shows a charge transfer of 0.27e from the Ag3 cluster to the graphite substrate. In
case of Ag4 also, we only find structures with the plane of Ag4 perpendicular to the
substrate. A structure having an Ag-Ag side parallel to the substrate with one Ag atom
close to an α site and another close to a β site has the largestEa of 0.93 eV (Fig 3.9(d)).
Thus, there is a marked decrease in Ea, and more so in Ea per atom compared to Ag3.

Up to Ag4 all the stable structures after deposition had the plane of the clusters per-
pendicular to the substrate. Ag5 is the smallest size at which we got stable structures
with the cluster plane tilts away from a perfectly perpendicular orientation. However,
the lowest energy structure still has the cluster plane perpendicular to the substrate (Fig-
ure 3.9(e)). The parallel structure is 0.3 eV less stable than the perpendicular structure.
This is opposite to what we found in vdW-DF2 methods, where a perpendicular struc-
ture is 0.2 eV less stable than the parallel structure. The adsorption energy of the Ag5
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cluster in its lowest energy configuration (perpendicular orientation) is 1.15 eV. There
is a marked increase inEa fromAg4 to Ag5. Bader analysis for the lowest energy struc-
ture revealed a charge transfer of 0.43e from the cluster to the substrate. As a result
the moment of the gas phase cluster is essentially lost (moment after deposition is 0.02
µB). For GPGS structure of Ag6, a parallel configuration is 78 meV lower in energy
than the perpendicular structure. This is the smallest size at which the lowest energy
structure is parallel. This structure has an adsorption energy of 0.88 eV (Figure 3.9(g).
In this case also, we did not find any charge transfer from cluster to surface.

Table 3.6 lists data for two different isomers each of size 5, 6, 7, and 8 obtained
within LSDA. For Ag5, the triangular bi-pyramid (Fig. A.1(e)), which is 0.38 eV higher
than the GPGS structure (Fig. A.1(d)), has high adsorption energy (∼ 1.26 eV) after
deposition. The GPGS structure of Ag5 has the highest Ec (Table 3.6) due to large
number of Ag-C bonds. Unlike vdW-DF2 method, the triangular bi-pyramid isomer
retains its structure after deposition Fig. 3.9(f). Similarly, for Ag6, the pentagonal
pyramid (Fig.A.1(g), which is 0.12 eV higher than the GPGS structure (Fig.A.1(f), has
the highest adsorption energy after deposition (Fig. 3.9(g,h)). On the other hand, the
deposited GPGS structure, which is parallel and has large Ag-C bonds has the highest
cohesive energy.

For Ag7, a planar centered hexagon (Fig.A.1(k)), which is 0.81 eV higher than
the GPGS pentagonal bi-pyramid, has the highest adsorption energy (Ea = 1.67 eV)
(Fig. 3.9(i)). Interestingly, the same structure also has the largest cohesive energy Ec
after deposition as it has a larger number of Ag-C bonds in comparison to the non-
planar pentagonal bi-pyramid structure. The deposition of GPGS structure (pentagonal
bi-pyramid) (Fig. A.1(i)) has a smaller adsorption energy (Ea = 0.10 eV) and retains
its structure. This is similar to what we found in the vdW-DF2 method. Interestingly,
after deposition of the centered hexagon, the spin on the Ag7 cluster is lost. This is
due to an appreciable charge transfer from the cluster to the substrate. For Ag8, the
highest adsorption energy is obtained for the anti-prism structure (Fig. 3.9(l)), which is
0.33 eV higher than the Ea of the GPGS bco1 structure. After deposition this structure
converts to the bco1 isomer (Figure 3.9(l)) with one of the faces parallel to the plane
of graphite. The highest Ec is obtained from deposition of GPGS bco1 structure.

All odd sized clusters, except for the adatom, transfer their charges to the graphite
substrate. This causes a stronger bonding between the cluster and the surface (Ta-
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Table 3.7: Properties of a silver adatom at various points on a graphite substrate ob-
tained using DFT-D2. Ea is the adsorption energy, EAg−C

disp is the Ag-C dispersion con-
tribution, and andM is the magnetic moment in the system.

Site Ea(eV) EAg−C
disp (eV) M (µB)

hollow 0.496 -0.290 0.99
α 0.486 -0.273 0.99
β 0.487 -0.280 0.98

bridge 0.484 -0.297 0.98

ble 3.6). We see an even-odd oscillation in adsorption energy with size. Clusters
up to Ag5 stay perpendicular to the surface. Ag6 onwards, clusters prefer to stay
parallel to the surface. Clearly there is a transition from perpendicular to parallel
structures with size. Similar behavior has been seen for gold clusters supported over
graphite [169, 179], where transformation from perpendicular to parallel structures oc-
curred for a four-atom cluster. This behavior has been explained in terms of Pauli-
repulsion interaction [180]. When a cluster is deposited over the surface, apart from
the attractive interactions, repulsive interactions arise due to the occupied orbitals of
the adsorbate and the substrate. At smaller sizes, attraction due Ag-C bonding is small
in comparison to the Pauli-repulsion term, and clusters try to stay perpendicular to the
substrate in order to minimize their energy. As the size increases, number of Ag-C
bonds increases. The attraction dominates over the repulsion term, and the clusters
prefer parallel configurations.

DFT-D2 results: In DFT-D2method, the hollow site turns out to bemost favorable
for an Ag adatom. This is in agreement with the calculations of Amft et al., [169] but is
contrary to the experimental observations of Ref. [12, 14]. Clearly, this preference for
the hollow site is an effect of the semi-classical dispersion correction term. This term
over-emphasizes the pair-wise interactions between the C and Ag atoms. At the hollow
site an Ag atom can benefit from its interactions with six neighboring C atoms, while at
the top site it can benefit from only one C atom. We list the adsorption energy Ea and
dispersion energy EAg−C

disp at all four sites in Table 3.7. Although EAg−C
disp is marginally

higher at the bridge site (in magnitude) than at the hollow site, its contribution at the
hollow site is 10 meV higher than that at the β-site. This pair-wise interaction seems
to dominate the energetics of other Ag clusters also. A dimer prefers to stay parallel

81



to the substrate with both silver atoms over hollow sites with an adsorption energy
Ea = 0.52 eV (Figure 3.10(b)). This parallel structure is 35 meV more stable than
a perpendicular dimer at the β site. The dimer elongated marginally to 2.59 Å after
deposition from a gas phase bond-length of 2.58 Å (in DFT-D2). We do not find any
charge transfer from the dimer the to graphite surface.

In case of Ag3, the lowest energy structure is exactly what was found in LSDA and
vdW-DF2: the Ag3 plane perpendicular to the substrate, and two Ag atoms close to α
and β sites (Figure 3.10(c)). After deposition, the Ag-Ag side close to the substrate is
elongated by 0.02 Å and the other two sides are compressed by 0.12 Å. This has an
adsorption energy of 1.13 eV. Again, there is a sharp increase in Ea compared to Ag2,
just as we found in LDA. Bader analysis shows a transfer of 0.51e from the cluster to
the substrate. A parallel structure with all three Ag atoms over hollow sites is 11 meV
higher in energy.

For the Ag4 cluster, similar to the vdW-DF2 method, the lowest energy structure
is parallel to the surface. Here all Ag atoms prefer to stay above hollow sites (Fig-
ure3.10(d)) instead of top sites. This structure has an adsorption energyEa = 1.01 eV,
which is slightly smaller compared to the Ag3 cluster. A parallel structure with all four
silver atoms close to top sites is 50 meV higher than the ground state structure. For
Ag5 also, the GPGS structure prefers a parallel structure with all Ag atoms close to
hollow sites (Figure 3.10(e)). This structure has an adsorption energy Ea = 1.26 eV.
It also has the highest Ec among all deposited Ag5 isomers as it has large number of
Ag-C interactions. There is an increase in Ea compared to Ag4. The cluster transfers
a charge of 0.25e to graphite surface.

Similar to other methods, the high energy isomers of Ag5, Ag7, and Ag8 give
higher adsorption energies than the their GPGS structures after deposition. In case
of Ag5, the triangular bi-pyramid structure (Fig. A.2(g)), which is 0.15 eV higher than
the GPGS structure in DFT-D2, gives the highest adsorption energy after deposition.
Interestingly, it transforms to a planar structure on the substrate (Fig. 3.10(e)) as in
vdW-DF2. In case of Ag7, the centered hexagon planar isomer (Fig. A.2(k)), which
is 0.59 eV higher than the GPGS structure (Fig. A.2(h)), gives the highest adsorption
energy (1.836 eV) after deposition (Fig. 3.10(g)). The same structure also gives the
highest Ec as it has seven Ag atoms close to the surface. In this structure, the Ag7
cluster lost its magnetic moment partially and is left only with 0.18 µB. We also found
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a charge transfer of 0.58e from the cluster to the substrate. Adsorption of pentagonal
bi-pyramid gives a lower adsorption energy of 0.10 eV. Similarly, for the Ag8 cluster,
the highest Ec and Ea are obtained for a capped pentagonal bi-pyramid (Fig. A.2(p)).
After deposition it converts to the the bco2 structure (Fig. 3.10(h)), and have five Ag
atoms close to the surface.

An exception to the above fact is found for Ag6 cluster, where a deposited GPGS
structure gives highest Ec and Ea. In this case the GPGS structure favors a parallel
orientation with all silver atoms close to hollow sites (Figure 3.10(f)) and has an Ea
of 1.42 eV. The same structure also gives the highest Ec as it has six Ag atoms near
to the surface. The pentagonal pyramid which is 0.15 eV higher in gas phase, gives
a lower adsorption energy of 1.39 eV, 25 meV lower than the GPGS structure. This
is opposite to the LSDA studies where the high energy isomer of Ag6 led to higher
Ea. For the deposited GPGS structure (Figure 3.10(f)), Ag-C dispersion contributions
are maximum and EAg−C

disp has the value of −1.62 eV, whereas for pentagonal pyramid
EAg−C
disp = −1.35 eV.
In all the above structures (DFT-D2) all Ag atoms of the clusters prefer to stay

above hollow sites. Similar to the LSDA results, we found a larger charge transfer
from odd sized clusters and an even-odd oscillation in adsorption energy with cluster
size.

Hence, both LSDA and vdW-DF2 methods give the top site to be most preferable
for an Ag adatom, which is in agreement with the experimental observations [12, 14].
On the contrary, DFT-D2 method results in a hollow site to be most favorable. For a
dimer, both DFT-D2 (Fig. 3.10(b)) and vdW-DF2 result in a parallel orientation in the
ground state, while LSDA predicts a perpendicular structure Fig. 3.9(b). Also for the
planar clusters of size 4, 5, 6, and 7, both DFT-D2 and vdW-DF2 methods give par-
allel orientations in the ground states. For 3D clusters (at size 8) the structure which
has maximum number of Ag-C interaction, is most stable (large Ec). Hence, in both
these methods, the low energy structures are determined by the competition between
the Ag-Ag and Ag-C bonding. The main difference is found in terms of adsorption
sites. Within DFT-D2, the pair-wise term dominates at all cluster sizes and all Ag
atoms prefer hollow sites, while in vdW-DF2 they prefer the top sites. In contrast to
these, the low energy structures in LSDA are determined by the competition between
the attractive electronic binding and Pauli-repulsion interactions. Hence, up to size five
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Figure 3.10: Some low-energy structures of Agn clusters deposited on a graphite sub-
strate using DFT-D2.

(Fig. 3.9(a-e)), silver clusters prefer to stay perpendicular to the surface. As the cluster
size increases, the number of Ag-C bonds increases. Consequently, the attractive in-
teractions overcome the repulsive interactions and deposited clusters (for size 6,7, and
8) prefer the those structures (orientation) which have large Ag-C interaction.

For an Ag3 cluster, all three methods give a perpendicular orientation in the ground
state with different adsorption site preferences. Within vdW-DF2 and LSDA, an Ag-
Ag side stays parallel to the surface with both Ag atoms above top sites, while in DFT-
D2, both Ag atoms of the Ag-Ag side prefer to stay above hollow sites (Fig. 3.10(c)).
Perpendicular orientation in LSDA can be explained by means of Pauli-repulsion inter-
actions, but why DFT-D2 and vdW-DF2 give perpendicular orientations in the ground
state is not clear. However, it has to be noted that the difference between the lowest
energy structures and the next higher energy structures in both DFT-D2 and vdW-DF2
are quite small (11 and 4 meV respectively).

In LSDA and DFT-D2, there is an odd-even oscillation in the adsorption energies
with changing cluster size. No such effect was found in vdW-DF2. This is probably
related to the oscillation in the amount of charge transfer from the cluster to the substrate
produced by LSDA and DFT-D2. vdW-DF2 predict no charge transfer at any size.
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Table 3.8: Properties of silver clusters deposited on a graphite substrate obtained with
DFT-D2 method. All notations are defined in Table 3.4 and Table 3.7.

Size Fig. Ea (eV) Ec (eV) E
Ag−C
disp (eV) M (µB) q (e) Zr (Å ) ∆Zc (Å )

reference
1 3.10(a) 0.50 892.16 -0.29 0.99 0.02 0.04 0.01
2 3.10(b) 0.52 894.46 -0.55 0.00 0.02 0.05 0.04
3 3.10(c) 1.13 1676.34 -0.75 0.26 0.50 0.06 0.04
4 3.10(d) 1.01 1678.60 -1.17 0.06 0.13 0.08 0.07
5 3.10(e) 1.91 1680.89 -1.26 0.74 0.24 0.07 0.02
6 3.10(f) 1.42 2686.86 -1.62 0.00 0.05 0.29 0.07
7 3.10(g) 1.84 2688.86 -2.21 0.18 0.58 0.22 0.10
8 3.10(h) 1.26 3136.87 -1.65 0.00 0.03 0.12 0.09

As a consequence, electronic and magnetic properties of the gas phase clusters are
retained within this method. This behavior is in the agreement with the experimental
observations of Lopez-Salido et. al. [166].

3.7 Conclusions

In summary we have performed a systematic study of deposition of pre-formed silver
clusters containing up to eight atoms on a graphite(0001) substrate using the vdW-
DF2 non-local correlation method. Before deposition, ground state structures of the
gas phase clusters were obtained using a global search method employing evolution-
ary algorithm. Top sites are found to be most favorable for an Ag adatom followed
by the bridge and the hollow sites. This is in agreement with the experiments of Ganz
et al., [12] and Ndlovu et al., [14] An Ag2 dimer prefers a parallel orientation. For
larger clusters a competition between maximizing Ag-Ag and Ag-C interactions plays
a major role determining the energetics after deposition. Clusters having planar struc-
tures in the gas phase prefer parallel orientations so that they can take advantage of a
larger number of Ag-C neighbors. Only Ag3 turns out to be an exception. Most of the
clusters retain their gas phase structures with only minor changes in bond lengths after
deposition. This is in agreement with the experiments of Busolt et al., [13, 73] An ex-
ception to this is the non-planar gas phase isomer of Ag5 which becomes parallel after
deposition without any energy barrier. We do not find any charge transfer between
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the clusters and the substrate any any size. Other exchange-correlation functionals like
LSDA and DFT-D2 produce different results. There are some similarities between
LSDA and DFT-D2 results (charge transfer), and some similarities between the DFT-
D2 and vdW-DF2 results (preference for parallel orientations). But overall, each one
of them give qualitatively different answers. Out of these, the conclusions from the
vdW-DF2 calculations that small pre-formed silver clusters deposited on HOPG retain
their structures (and hence electronic properties), and that there is no charge transfer
are consistent with the experimental observations [73, 166]. The DFT-D2 result that an
isolated Ag atom prefers a hollow site is contrary to experiments [12, 14]. Therefore,
the main conclusion is that one needs to use methods based on non-local correlations
functionals, vdW-DF2 for example, to account for the dispersion interactions in this
system.
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CHAPTER4
Adsorption and diffusion of small silver

clusters (n = 1− 8) on a stepped
graphite surface

4.1 Introduction

A perfectly clean surface is an idealization and defects are inevitable in any surfaces
found in nature. Atomic arrangements in real surfaces do not follow a perfect pattern,
and all real surfaces have vacancies, adatoms and other point defects, steps etc. Ad-
sorption of clusters on these surfaces is very different than that on clean surfaces. Some
of these defects may have strong bindings with the clusters. In case of inert surfaces,
which have rapid diffusion of the clusters at room temperature, sometimes defects are
deliberately created [181] to fabricate ordered cluster arrays. The process of cluster
deposition with high impact energy itself can produce defects on the surface.

The defect formation on graphite surface is also very natural and the deposition of
clusters on these defected surfaces show very interesting properties. Particularly, depo-
sition of silver clusters on stepped graphite surfaces has drawn special attention [12, 15-
-17, 19, 181--186]. A number of experimental groups have studied structure and dif-
fusion of silver clusters on stepped graphite surface. Two different methods have been
employed to put silver clusters on these surfaces: (i) deposition of atomic vapor of
silver, (ii) deposition of pre-formed clusters from a cluster source, either size-selected
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or otherwise. Silver atoms in an atomic vapor, after deposition on the surface, form
clusters, whose diffusion and structure have been studied using STM and SEM.

In one such study Francis et al., [15] have examined the morphologies and diffusion
of the silver clusters, fabricated by atomic deposition, over the step edges with varying
temperature using SEM. A SEM image of graphite surface after deposition of Ag atoms
at 20 ◦C is shown in Fig. 4.1(a). The image shows seven step edges of graphite. Most
of the Ag clusters are nucleated on the wide terraces and on the step edges. Almost
no clusters are found on the narrow terraces between two steps (bottom-left corner
of Fig. 4.1(a)). Even on wider terraces, there is a zone near the steps denuded of any
cluster. This clearly indicates that steps act as effective sinks for Ag adatoms, depleting
adatom density around them and so preventing the nucleation of clusters nearby. The
cluster density is found to be much higher at the steps than on the terraces. Clusters at
the terraces have small irregular shapes, which indicate that the adatoms diffuses across
terraces until they are stabilized in a group of small clusters. The size of clusters near
step-edges vary between 1 to 10 nm, which indicates that clusters have reducedmobility
along the step edge. As the temperature is increased, no cluster nucleation is found on
terraces above 50 ◦C. In SEM images at 118 ◦C (a different sample, Fig. 4.1(b)), they
did not find any cluster even on the wider terraces. All of them were found near the
step edges. This indicates that at this temperature, the clusters are able to diffuse from
the terraces onto the steps. This led to the growth of quasi-one dimensional cluster
chains along the steps. Some of the clusters at the step edges have dumbbell shapes.
In summary, all their observations imply that Ag adatoms and clusters diffuse easily
on clean terraces even at room temperature. They may get trapped at the point defects
on the terraces. Once they reach the steps, they can diffuse only along the step edges.
Their dumbbell shapes indicate that their mobility along the steps is lower compared
to that on the terraces. At higher temperatures, they are not trapped at the terraces at
all.

As for deposition of pre-formed Ag clusters on graphite substrate, most of the ex-
periments studied clusters that are few to a few hundred, or a few thousand atoms large.
Francis et al., [16] deposited Ag clusters from a beam that contained clusters containing
a few to a few hundred atoms. Carroll et al., [17] deposited Ag+n clusters containing
50-400 atoms on HOPG at room temperature and explored the trapping of deposited
clusters at surface steps. Goldby et al., [18] deposited Ag clusters containing 50-250
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Figure 4.1: A SEM image showing Ag clusters on surface steps and terraces after
deposition of Ag onto HOPG at (a) 20 ◦C and (b) 118 ◦C temperature [15].

atoms, whereas in a separate study Carroll et al., [19] deposited size-selected Ag400
clusters.

Francis et al., [16] in their studies find that clusters (of average size of 160 atoms)
deposited at low energy (∼50 eV) are able to diffuse across the surface and tend to
aggregate. Clusters deposited at higher energy (∼400 eV) are pinned to the substrate
and have limited diffusion and cluster aggregation. For low energy deposition, the
deposited clusters aggregate on the terraces to form fractal islands consisting of about
ten particles where average size of each particle is 9 nm. On the steps, the average size
of each particle is 7 nm, smaller than those on the terraces. In the studies of Carroll
et al., [17] the size-selected Ag400±30 clusters, which were deposited with low impact
energies (kinetic energy 0.125 eV/atom), found to be decorated as the cluster arrays
along the step edges. No clusters were found on the terraces near step edges, revealing
that clusters landing near a step had sufficient mobility to reach the step, allowing the
production of organized cluster arrays. They also find that the clusters at the steps are
larger( 3− 6 nm) than the incident clusters. Goldby et al., [18] and Carroll et al., [19]
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find that the particle size at the steps are smaller than that on the terraces. All these
facts again indicate that clusters have lower mobility at the steps than on the terraces
which prevents them from forming larger particles. They found that the size of the
particles (particles are aggregates of clusters) on steps are smaller than those on the
terraces. Also more clusters were found at the steps than on the terraces, which was
explained by the presence of dangling bonds on the step edge carbon atoms. In a clean
graphite surface, each carbon atom is sp2 hybridized and is covalently bonded to three
neighboring carbon atoms. In case of stepped graphite surface, each edge carbon atom
has only one or two neighboring carbon atoms which create dangling bonds on the step
edges (discussed later). Clusters have reduced mobility along the step edge as they are
strongly bonded to the dangling bonds of the step edge.

In a related work, Schmidt et al., [182] deposited Ag clusters of mean diameter
∼ 3 nm on a graphite surface with point defects, steps, and pleats at room temperature.
From their combined SEM andAFM studies, they found that the clusters can be trapped
in the concavely curved borders of the pleats. However they staymobile along direction
of the pleats. The convex borders of the pleats are repulsive in nature. Step edges and
defects act as a nucleation center and clusters once trapped remain immobile. Further
cluster deposition lead to the formation of fractal island on point defects. Near the
steps, islands with branches perpendicular to the steps are formed. This again points
to reduced mobility along the step edges as compared to the defect-free terraces.

While these experiments produce an overall picture of diffusion and aggregation of
silver adatoms and clusters on graphite, they cannot answer some of the details. For
example, it is not clear whether, in the atomic vapor deposition, the clusters form on
the terraces and then diffuse to the step edges, or the diffusing atoms reach steps, get
trapped and then grow into clusters. These experiments also cannot give a detailed
microscopic picture of diffusion of clusters on the terraces and at the step edges. Do
step edges act as attractive sinks for adatoms and clusters? How do the atoms and
clusters get trapped?

In this chapter we attempt to study adsorption and diffusion of Ag adatoms and
clusters near a step on a graphite substrate. First-principles molecular dynamics calcu-
lations, as we perform here, of clusters containing a few tens or hundreds of atoms on
substrates is beyond our computational capabilities. Therefore, we restrict our studies
to adatoms and small clusters containing up to eight Ag atoms. Real surfaces contain
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Figure 4.2: Structure of the a relaxed graphite surface with an arm-chair step edge.
Bottom two layers are periodic in x and y directions. The step edge is periodic only in
the y direction. Blue circle represent the carbon atoms of the top layer (step edge), while
the green stick frame represent the lower graphite layers. Small red circles represent
passivated hydrogen atoms.

steps that can be several atomic layers high. Again to keep the computations practical,
we only considered monoatomic steps. While not exactly representing the experiments
discussed above, these studies give an idea about adsorption and diffusion of small Ag
clusters on the terrace and near the step edges of a graphite substrate, and give some
qualitative understanding of these experiments.

The rest of the chapter is organized as follows. In section 4.2 we present the the-
oretical modeling used for our calculations. Later in various sections of this chapter,
we present the atomic and electronic structure of the graphite step edge, the ground
state structures and energetics for absorption of Agn (n = 1 − 8) clusters on the step
edge of graphite at 0 K, diffusion of Ag5 and Ag8 on this substrate annealed at 600
K, and the electronic structure of a stepped graphite with the step edge decorated by a
self-assembled nanowire of Ag atoms. Finally we draw our conclusions in section 4.7.

4.2 Computational methods

The graphite substrate is represented in a repeated slab of three layers (AB stacking)
with a vacuum of 15 Å. The monolayer step is created by cutting the top layer at the
armchair edge as shown in Figure 4.2. This creates two armchair edges (as the system
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Figure 4.3: Band structures of the (a) unreconstructed and (b) reconstructed armchair
step of graphite. Dotted red line represent the Fermi level.

is periodic). One of these is passivated by hydrogen atoms to mimic the semi-infinite
nature of graphite terrace and other edge remains as it is. The bottom two layers ex-
tend in the xy plane and the step edge extends along the y-axis. Dimensions of the
calculation supercell is 19.53 Å in the x-direction, and 16.92 Å along the y-direction
(Figure 4.2). The distance between the step edge and its periodic image along the x-
direction is 10.12Å, which is sufficiently large to avoid the interaction between the step
and the passivating H atoms at the other edge. Only the bottom layer was kept fixed,
while the middle layer and step layer were allowed to relax during the simulations.

The DFT calculations are performed using VASP [149, 150]. An energy cutoff
of 400 eV is used for the plane-wave basis set to represent the wave functions. The
BZ integrations are performed using only the Γ-point point as additional k-points do
not change the computed results. We have used L(S)DA for the exchange-correlation
energy functional due to the following reasons. As mentioned in chapter 3, graphite is
a layered material in which successive layers are held together by van derWaals forces.
Both LDA andGGA functionals are unable to capture these interactions, however LDA
produces a bonding between the successive layers. We also discussed that dispersion
interactions have to be included for a proper description of bonding between Ag atoms
and the C atoms on a clean graphite surface. But in this chapter, our main aim is to
describe the adsorption of Ag clusters over a stepped graphite substrate. Step C atoms
have dangling bonds that lead to formation of strong covalent Ag-C bonds. Therefore,
we believe that L(S)DA would be sufficient to describe this system. We have indeed
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Figure 4.4: The ground state structures of gas phase Agn clusters (n = 2− 8) obtained
using L(S)DA. Here large red colored circles represent Ag atoms.

found that L(S)DA and vdW-DF2 methods give qualitatively similar results for an Ag
adatom and the Ag2 dimer. We will discuss these details in the later sections. Also,
because of the increased computational cost of the vdW-DF2 calculations, the finite
temperature MD calculations would be difficult to perform.

For adsorption of Agn (n = 1 − 8) clusters, we considered several initial struc-
tures with different orientations using random rotation technique (section 2.7) near the
step edge and optimized them to the nearest local minima using the CG method. Rel-
ative stability of the adsorbed structures for a given cluster size is measured by their
adsorption energies Ea as defined in chapter 3.2.

As mentioned in the section 4.1, at low temperatures silver nano-structures have
reduced mobility at the step edges, which indicates that there is an energy barrier for
diffusion of adatoms and clusters along the steps. We try to have an estimate of the
energy barrier for diffusion using the CINEB method. In MD calculations, the bath
temperature is controlled by the Nośe Hoover thermostat. The time step taken is 3 fs.
We did not use hydrogen passivation of the dangling bonds in the MD simulations as
a light element like H demands much smaller time step in the MD calculations which
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made these calculations impractical. For these calculations, we increased the size of
the supercell in x-direction to 24.67 Å so that the Ag atoms do not feel the presence
of both the steps. This makes the size of the simulation box to 24.67 Å × 17.095 Å.
These MD calculations are only performed for Ag5 and Ag8 clusters.

4.3 Band structure of a relaxed arm-chair step edge

One can have two different types of steps on the graphite (0001) surface: a zigzag step
and an armchair step. A zigzag step has two dangling bonds per edge C atom (have
one nearest neighbor), while an armchair edge has one dangling bond per edge C atom
(have two nearest neighbors). As a consequence, the formation energy of a zigzag
step is larger than that of an armchair step. To have a rough estimate, we calculated
the formation energies of zigzag and armchair edges in a graphene sheet, and these are
1.43 eV/Å and 1.34 eV/Å respectively. For an unrelaxed armchair step, the edge states
associated with the dangling bonds cross the Fermi level and show a metallic character
(shown in Fig. 4.3(a)). However, a lower energy state is one in which pair of step-edge
C atoms dimerize to open up a gap in the band structure (Fig. 4.3(b)). In the unrelaxed
structure, the nearest neighbor (NN) C-C distance (the distance between an edge C
atoms and its NN second-line C atom) at the armchair edge is 1.41 Å. After step-edge
reconstruction, this distance becomes 1.37 Å. The structure of the stepped graphite slab
after this reconstruction, and all the relevant bond lengths are shown in Fig. 4.2. The
distance between two NN C atoms in the second line also becomes 1.37 Å. Alternate C
atoms along the step edge form dimers with a C−C distance of 1.23 Å, which is very
close to the triple bond of acetylene (1.20 Å).

4.4 Zero temperature adsorption of clusters

Wenowdescribe our results for deposition of Agn clusters on a stepped graphite surface
at zero temperature in detail. Ground state structures of the isolated clusters up to Ag8
calculated with L(S)DA are shown in Fig. 4.4. Some high energy isomers along with
the ground state structures of Agn (n = 1− 8) are shown in Fig. A.1 in Appendix. In
this chapter we will only deposit the ground state structures of gas phase.
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Figure 4.5: Structure of a stepped graphite surface with single Ag adatom adsorbed at
an active site. Top and bottom panels show top and side views. Color coding is same
as in Fig. 4.2 and Fig. 4.4

A silver adatom is very mobile on a clean graphite substrate [15, 19], which means
that it can rapidly diffuse until it finds a step edge. Once it reaches the step, it binds
to two carbon atoms belonging to two neighboring step dimers (Fig. 4.5) with an ad-
sorption energy of 3.20 eV. We call this site the active site of the step. The Ag-C
bond distance is found to be 2.14 Å, which is much smaller than the Ag-C distance
of 2.36 Å (at the LSDA level) on a clean graphite layer. The adsorption energy is
much lower (Ea = 0.38 eV) on a clean surface. This contrast between a clean surface
and a step edge indicates that there is a covalent bond formation between Ag and C
atoms at the step edge, while on the clean graphite surface the Ag atom is physisorbed
through van der Waal's forces (section 3.5). It is also worth noting here that vdW-DF2
functional [156] gives an adsorption energy of 1.33 eV for an Ag adatom at an active
site. Although the vdW-DF2 adsorption energy is much lower than the LSDA value,
it is much larger than that of an Ag adatom on a clean graphite, which is 0.21 eV (Ta-
ble 3.3)), again indicating formation of covalent bonds, which has also been confirmed
through partial charge density plot (discussed later). In its lowest energy structure, the
distance between silver atom and the carbon layer below is 2.65Å, which is larger than
the sum of covalent radii of Ag and C atoms (2.35 Å). This indicates there is no direct
bonding of the Ag atom with the lower layer. The C-C distance in the step dimers on
either side of the Ag atom increases to 1.28Å. Thus Ag-C bond formation weakens the
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Figure 4.6: Partial (band decomposed) charge density plot for a silver adatom deposited
over a stepped graphite surface. Charge density isosurface is plotted at an isovalue of
0.1 electron/Å3.

C-C dimer bond. Ag-C bond formation can also be confirmed from the partial charge
density plot which is shown in the Fig. 4.6. A large charge density between the Ag
adatom and carbon atoms can be seen clearly.

In order to understand the nature of bonding between an Ag atom and the graphite
substrate, we calculated the Bader charges on all the atoms. There was a charge transfer
of 0.4 e from the silver adatom to the C atoms. After adsorption of an Ag adatom, there
is a moment of 0.98 µB in the system, which is very similar to the clean graphite case.
In case of the clean surface, all the moment was on the Ag adatom (chapter 3). In the
present case, spin density is localized on the edge C atoms that are second neighbors
of the Ag atom (Fig. 4.7). The carbon atoms which are bonded to the Ag atoms partly
saturate their dangling bonds due to the Ag-C bonding. In this process the dangling
bonds of second carbon atoms become unsaturated giving rise to an overall moment of
0.98 µB. The adsorption energies, magnetic moments, and charge transfer (from the
clusters to the substrate) for all cluster sizes are given in Table 4.1.

As discussed in section 4.1, experiments indicate that steps act as attractive sinks
and have a denuded zone around them on the terraces that do not have any cluster
nucleation. The fact that steps act as attractive centers may be understood from the fact
that the step-edge C atoms have dangling bonds, which the C atoms on the terrace do
not. We tried to have a quantitative idea about the distance up to which the basin of
attraction of a step extends. This would be the location of the maximum of the PES
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Figure 4.7: Spin density plot for a silver adatom deposited over a stepped graphite
surface. Isosurface is plotted at an isovalue of 100 e/Å3.

of an adatom on the surface as one moves away from the step edge. We find this by
identifying the maximum distance from where an Ag adatom relaxes to the step edge
without any barrier. Interestingly, the basin of attraction is not symmetric on the upper
and lower terraces, which is consistent with experimental observations [15, 19]. In
our L(S)DA calculations, it extends up to 6.0 Å on the lower terrace, while it is only
3.5 Å on the upper terrace. Since interactions between a clean graphite substrate and
Ag atoms are dominated by dispersion forces, we also calculated the extent of the basin
of attraction on the lower terrace using the vdW-DF2 functional as well. It turns out
that the basin of attraction is exactly of the same size in terms of the number of bond
lengths from the step edge. However, because the graphite in-plane NN distance is
slightly larger in vdW-DF2, the distance turns out to be 6.3 Å.

Before we consider diffusion of clusters, we wanted to have a quantitative estimate
of the diffusion barrier of a single adatom along the step edge. For this we considered
two consecutive active sites on the step-edge and calculated the diffusion barrier be-
tween them using the CINEB method. The optimized pathway is shown in Appendix
Fig. B.1. The barrier turns out to be 0.92 eV, which is quite large in comparison to
the diffusion barrier of Ag atoms on a clean graphite substrate which is 0.052 eV, both
calculated at the L(S)DA level. It should be emphasized that this result is on diffusion
of a single Ag atom. It is most likely that diffusion of individual atoms and clusters
have different paths or mechanisms which we will discuss later.
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Table 4.1: Adsorption energies, magnetic moments and charge transfer from the clus-
ter to the graphite substrate in the lowest energy structures of Ag clusters adsorbed on
an armchair step edge of graphite.

Size Ea (eV) M (µB) Q (e)
1 3.20 0.98 0.38
2 4.76 0.00 0.73
3 5.35 0.00 0.39
4 6.15 0.00 0.74
5 6.06 0.99 0.67
6 6.21 0.00 0.70
7 5.32 0.00 1.04
8 5.54 0.00 0.76

Next we studied adsorption of an Ag2 dimer on graphite step-edge. For initial
structures, we considered many orientations of the dimer near the step at both the upper
and lower terraces. From all the initial structures, the dimer always moves towards the
step and dissociates into two Ag atoms. The two Ag atoms attach to two consecutive
active sites of the step as shown Fig. 4.8(a). The adsorption energy turns out to be
Ea = 4.76 eV. The same behavior is obtained with vdW-DF2 method, except that the
adsorption energy is lower in this case (∼ 1 eV). An isolated Ag2 dimer has a bond
length of 2.49 Å (Fig. 4.4(a)), but after deposition the distance between two Ag atoms
increase to 4.20Å. Clearly, the Ag-Ag bond breaks after deposition, which implies that
gain in Ag-C bonding energy is larger than the cost of Ag-Ag bond breaking. For large
sized clusters, the final structure after deposition near step edge is determined by the
competition between Ag-C bond formation and Ag-Ag bond stretching or breaking. As
we discuss later, in many cases the cluster is distorted or fragmented after deposition.

An Ag3 trimer has an isosceles triangular structure in the ground state in which two
of the Ag-Ag bond lengths are 2.60 Å, and the third one is 2.61 Å. After deposition
near the step, one of the Ag-Ag bonds is broken, and the two Ag atoms occupy two
neighboring active sites at a separation of 4.01 Å. The third Ag atom remains bonded
to these two Ag atoms at bond distances of 2.66 Å (Fig. 4.8(b)). In this structure
the adsorption energy is 5.35 eV. We also created a structure by hand in which Ag3
is completely broken, and the three Ag atoms occupy three neighboring active sites.
This structure is 1.24 eV lower in energy than the previous structure. Obviously, there
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Figure 4.8: Lowest energy structures obtained after adsorption of Agn (n = 2 − 8)
clusters on a stepped graphite surface. Relevant bond lengths are indicated (in Å).

is a kinetic barrier between these two structures as otherwise all the Ag atoms would
have moved to the the active sites. We performed CINEB calculations to get a rough
estimate of this barrier, and it turned out to be 0.57 eV.

AnAg4 cluster has a rhombus structure in its ground state in the gas phase (Fig. 4.4(c))
with Ag-Ag bond lengths of 2.64 Å. Interestingly, after deposition it breaks into two
fragments: an Ag3 cluster and an Ag atom (Fig. 4.8(c)). The minimum distance be-
tween these two is 4.25 Å, which is quite large for a chemical bond. The adsorption
energy in this structure is 6.15 eV. Unlike the Ag4 cluster, Ag5 does not break into
fragments after deposition. It retains its gas phase shape but with very different bond
lengths. Its bond lengths increase significantly tomaximize theAg-C bonding as shown
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Figure 4.9: Spin density isosurface plot for the Ag5 cluster bonded at the armchair step
edge of graphite.

in Fig. 4.8(d). Apart from the Ag adatom, Ag5 is the only other cluster we found which
retains its spin moment in the lowest energy structure after deposition. The spin is lo-
calized mostly on the edge C atoms that are second neighbors of the Ag atoms, and the
Ag atoms that are not bonded to the C atoms. The spin density iso-surface in this case
is shown in Fig. 4.9.

Similarly, Ag6, Ag7, and Ag8 clusters are heavily deformed after deposition from
their gas phase structures (Fig. 4.8(e,f,g)). Ag6 has a planar structure in gas phase. After
deposition, Ag6 is distorted in such a way that, three of its Ag atoms are trapped at the
step edge, while rest are attached to the already trapped Ag atoms at the edge. It has
an adsorption energy of 6.21 eV. Ag7 cluster has a pentagonal bi-pyramid structure in
the gas phase (Fig. 4.4(f)). After deposition it is distorted such that three Ag atoms are
attached to step edge and remaining four stay near to the bonded Ag atoms (Fig. 4.8(f).
Similarly for Ag8, which has bicapped-octahedron structure (Fig. 4.4(g)) in gas phase,
deformed such that four of its Ag atoms are bonded to the step edge while rest four
Ag atoms are attach to these bonded Ag atoms. Hence, after deposition their structures
are distorted in a way that they can have maximum Ag-C bonding with the minimum
energy cost for stretching of Ag-Ag bonds. One point worth noting here is that unlike
Ag2 or Ag4, none of the Ag atoms at these sizes (n = 6−8) gets completely dissociated
from the cluster.
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Figure 4.10: Top panels: Snapshots from the MD simulation of an Ag5 cluster on a
stepped graphite surface at T= 600 K at specified times. Bottom panels: Snapshots
after 6 ps of MD simulation at each temperature.

4.5 Finite temperature results

From the above discussions it is clear that Ag clusters deposited on a stepped graphite
surface try to maximize Ag-C bonds. Ag2 dimer spontaneously dissociates even at zero
temperature. Ag3 would also break into three Ag atoms located at three active sites if it
could. The process is kinetically hindered. The behavior of Ag4 also points to the same
trend. Even the larger clusters follow the same trend. In order to explore the behavior of
larger clusters on the stepped surface at finite temperatures, we simulate the annealing
of Ag5 and Ag8 clusters at 600K deposited on the lower terrace of a stepped surface. In
particular, we start MD calculations at 600 K with the clusters on the lower terrace in
the same initial structure that gave the lowest energy structure in the zero temperature
situation. We then slowly cool the temperature down to 200K in steps of 100Kmaking
sure that the system thermalizes at every temperature in the cooling schedule. It takes
∼ 0.4 ps for the system to thermalize at a given temperature. But we let it evolve
for 6 ps before lowering temperature to the next step. Ideally one should study many
MD trajectories at each of the sizes to get an idea about the statistical behavior of a
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number of clusters being deposited on the substrate. However, this is computationally
too expensive to be practical. Moreover, since Ag clusters and adatoms tend to move
towards the step edge and get adsorbed there even at zero temperature, it is expected that
they will diffuse more easily at finite temperatures. Although starting from different
initial structures of the clusters would lead to trajectories differing in their details, the
qualitative features would remain the same. The snapshots of MD simulations for Ag5
and Ag8 are shown in Fig. 4.10 and Fig. 4.11 respectively. Our observations from the
MD calculations are as follows.

At 600 K an Ag5 cluster moves as a single entity on the terrace, and reaches the
step within 0.3 ps. Once it reaches the step edge, the cluster atoms start moving inde-
pendently. Atoms that are close to the active sites are immediately trapped and atoms
away from the active sites move until they find vacant active sites. Finally, the Ag
atoms arrange themselves into an atomically thin nanowire along the step edge. Since
we have only four active sites in our simulation box, only four of the Ag atoms can be
trapped at the active sites. The last remaining Ag atom is bonded to two consecutive
Ag atoms which are already trapped at active sites. Once this arrangement is reached,
the Ag atoms execute thermal vibrations around their respective positions. Between
600 K and 400 K we also occasionally find that an Ag atom at an active site is `pushed'
out of its position by one away from the active site. At 300 K or lower, this process
stopped. All the Ag atoms finally take positions along the step edge, either trapped at
active sites or bonded to two C atoms of a step-edge dimer, and the atoms only exe-
cuted thermal vibrations. We do not find any moment on the Ag or edge C atoms in
this low temperature structure.

Dynamics of Ag8 is slightly different from that of Ag5 because of its larger size,
larger number of Ag-Ag bonds, and non-planar structure. Ag8 takes about 0.6 ps to
reach the step edge, and after that the cluster atoms start moving independently. At
2 ps, only three of the cluster atoms get attached to the step edge, while others are still
within the cluster environment. At 4 ps, four of the Ag atoms are found near the step
edge, three of them are at active sites and one of them is close to a step edge C2 dimer.
At 6 ps they assemble into a nano-wire structure. Here the number of Ag atoms is
larger than the number of active sites we have in our simulation cell. Hence not all of
them can find an active site individually. What happens is quite interesting. Some of
them find active sites, and get trapped there. Others are found close to a step C-C dimer
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Figure 4.11: Top panels: Snapshots from the MD simulation of an Ag8 cluster on a
stepped graphite surface at T= 600 K at specified times. Bottom panels: Snapshots
after 6 ps of MD simulation at each temperature.

or close to other Ag atoms that are trapped at active sites. Pushing out of Ag atoms
close to the C atoms by those away from them is seen in this case also. The Ag atoms
away from the step edge are seen to diffuse along the step direction between 600 K
and 400 K. As the temperature is lowered, such diffusion becomes less pronounced.
Finally, at 200 K five of the Ag atoms are found close to the step edge C atoms, either
at active sites or close to a dimer, and the three remaining Ag atoms are found farther
away from the step, bonded to the Ag atoms near the step.

The main conclusions we draw from these finite temperature MD simulations are
as follows. Clusters deposited on the surface and annealed at ∼ 600 K diffuse as a
single entity on the terraces but disintegrate at the step edges. The Ag atoms tend
to form a nano-wire like structure along the step edges with each Ag atom ideally
occupying one active site. If there are not enough active sites nearby, or, if somehow,
some of the Ag atoms cannot diffuse to vacant active sites (which is more likely to
happen for larger clusters and low temperatures), those atoms get attached to the Ag
atoms already trapped at the edge. This may produce dumbbell-like shapes in STM
images. Our simulations of the Ag8 cluster show that Ag atoms that get bonded to
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Figure 4.12: Band structures of an ordered nanowire with one silver atom at each active
site.

the step edge C atoms do not diffuse even at 600 K. It is the Ag atoms away from
the step, bonded to other Ag atoms, that diffuse along the step direction. Based on
these observations we suggest that by depositing small size-selected Ag clusters on a
stepped graphite surface at elevated temperatures (> 600K), and controlling the cluster
density to match the available step-edge active sites, it may be possible to fabricate self-
assembled atomically thin nano-wires.

4.6 Band structure of 1D monoatomic chain along step
edge

With this insight into the diffusion of Ag clusters on the terraces and along the steps
of a graphite surface, we now try to understand the electronic structure of the system
when a nanowire-like structure has been formed along the step edge. First we calculate
the band structure of an ideal system: a silver nano-wire formed at the step-edge when
each of the active sites is occupied by an Ag adatom. In contrast to the band structure
of the relaxed stepped graphite (Fig. 4.3), there is a band crossing the Fermi level in this
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Figure 4.13: Band structures of system annealed to 200K for (a) Ag5 and (b) Ag8
cluster.

nanowire structure (Fig. 4.13). The partial DOS of the system shows a finite density
of silver s states and carbon p states at the Fermi level. Thus a conducting channel is
formed not by the Ag atoms alone (which are> 4 Å apart), but by the Ag-C-Ag-C-· · ·
chain. We also calculated the band structure for the low temperature structures of Ag5
and Ag8 clusters obtained from the MD simulations which were shown in Fig. 4.10
and Fig. 4.11. Band structures for both these clusters, also show the metallic character
indicating that a conducting nano-wire can be formed by depositing Ag clusters on this
surface under appropriate conditions of temperature and cluster density.

4.7 Conclusions

We find that step edges on a graphite surface act as attractive sinks for silver adatoms
and clusters. This is the first attempt to understand the microscopic mechanism of the
attractive nature of the step edges. Due to the existence of dangling bonds on the edge C
atoms, the grooves at the armchair edge act as active sites of attraction for individual Ag
atoms. In fact, some small clusters such as Ag2 and Ag4 dissociate to take advantage of
the strong Ag-C bonds formed at these active sites. Clusters at other sizes also distort or
break Ag-Ag bonds to take advantage of the Ag-C bonding. A large region extending
up to∼ 6Å from the step-edge on the lower terrace, and 3.5 Å on the upper terrace acts
as basin of attraction for the step-edge for an individual Ag adatom. Finite temperature
MD calculations suggest that clusters deposited on graphite at∼ 600 K diffuse rapidly
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on the terrace till they reach a step-edge. Once at the step-edge they tend to break up in
a way so that each Ag atom tries to occupy an active site. If that is somehow hindered,
some of the Ag atoms get trapped at active sites, or get bonded to the edge dimers while
the other Ag atoms bond to these Ag atoms. The Ag atoms away from the step edge
diffuse significantly along the step direction at elevated temperatures. Therefore, it is
clear that what diffuse along step edges are individual atoms of the cluster not directly
bonded to the step-edge C atoms, and not the cluster as a whole. As the temperature is
lowered, the diffusion naturally becomes less, and the Ag atoms only execute thermal
vibrations. A linear chain of Ag atoms occupying active sites, and the structures of
Ag5 and Ag8 clusters obtained after annealing at 600 K, all turn out to be metallic.
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CHAPTER5
Finding the right support for deposition

and self assembly of magnetic superatoms

5.1 Introduction

As discussed in chapter 1 electronic orbitals in superatoms, while resembling those in
real atoms in shape, do spread over multiple atoms. The filling of electronic shells
generally do not follow the Hund’s rule of maximizing the spin. Within shell model
framework it has been proposed that magnetic superatoms with spin moments could be
stabilized by inducing spin dependent splitting of supershells This can be accomplished
by hybridizing the superatomic orbitals with atomic orbitals that have large exchange
splitting. In order to qualify as a magnetic superatom, it is important for the stable clus-
ter unit to retain its structural identity and magnetic properties in the assemblies. In all
the theoretical works involving magnetic superatoms, the assemblies have been studied
in the gas phase, i.e., their free-standing dimers [5, 8] and trimers have been studied.
However, for these superatoms to be useful in building cluster assembled materials,
such assemblies have to be made in a form that can be made to rest. Deposition and
self-assembly of magnetic superatoms will lead to production of magnetic thin films
whose properties can be tuned by choosing the building blocks, i.e., the superatoms.
These may open new avenues in spintronic and magnetic storage materials. In fact,
He et al., [187] have shown that a dimer of two VCs8 units acts as an efficient spin
polarizer. It would be interesting to extend such ideas to larger assemblies of these
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superatoms.
In order to form useful assemblies of magnetic superatoms, proper substrates have

to be identified. Some of the desirable properties of a substrate are that 1) the superatom-
substrate interaction has to be weak enough so that the superatom retains it structural
identity. If the superatom-substrate interaction is much stronger than the intra-cluster
interactions, it would tend to wet the surface, thereby losing its structural identity. This
is likely to destroy its magnetic property also. 2) Even if the superatom retains its
structural identity, it is not guaranteed that its magnetic moment will be retained. The
superatom-substrate interaction should be such that a substantial part of the magnetic
moment of the free superatom is maintained even after deposition. 3) When two or
more superatoms are deposited on the substrate they should have an interaction strength
so that they each retain their structural identity. Ideally, they should retain their mag-
netic moments also. However, it is possible that they may not retain the entire moment
of an isolated superatom while forming the assembly. This is true of elemental atoms
also. For example, an isolated Fe atom has a moment of 4 µB because of its 3d64s2

configuration. An Fe2 dimer [188], in its lowest energy state, has a moment of 6 µB
rather than 8 µB, and bulk ferromagnetic Fe has 2.2 µB per atom [189].

Clearly, this is a stringent set of requirements for a substrate to be useful for as-
sembly of a particular magnetic superatom. It is possible that different substrates may
be ideal for different superatoms. To explore these issues we take FeCa8 as a proto-
typical example and explore its properties on different types of substrates which are
commonly used. Chauhan et al., [6] have shown that FeCa8 behaves as a magnetic
superatom. Here we study alumina (α-Al2O3), FCC calcium, graphene and hexagonal
BN (h-BN) as possible substrates. Alumina has been chosen as a representative oxide
substrate. Oxide substrates such as Al2O3, TiO2, CeO, MgO are routinely used to de-
posit clusters for various applications, most notably catalysis [22, 23, 190]. Calcium
surface is chosen as an example where the cluster-surface interaction is expected to
be of the same strength as the intra-cluster interaction since most of the clusters atoms
are also Ca. Graphene and h-BN are chosen because these are 2D materials with no
dangling bonds at the surface [191], and hence are expected to interact weakly with the
superatom. Compared to Al2O3, the degree of ionicity is also expected to be small in
h-BN. Indeed, studies [21, 169, 170, 192--194] have shown that interactions between
these (as also graphite) and metal atoms are dominated by dispersion forces, and are
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very weak. Metal adatoms are trapped only at defect sites and step edges on a graphite
substrate.

In this chapter, we try to identify the substrate(s) on which an individual FeCa8
cluster retains its structural identity and magnetic moment. We then try to form assem-
blies of two FeCa8 units on such substrates. In section 5.2 we present the theoretical
approach used for these calculations. Later in various sections of chapter we present
results for structure and energetics and electronic structure of FeCa8 deposited on the
four substrates mentioned above. We also present results of two FeCa8 units deposited
on h-BN in section 5.4.5. Finally we draw our conclusions in section 5.6.

5.2 Method

All our calculations are performed within the framework of DFT. The wave functions
are expressed in a plane wave basis set with an energy cutoff of 400 eV. Al2O3(0001)
surface is modeled by a 4×4 (18.44 Å× 18.44 Å) supercell with nine atomic layers in
a slab in a repeated slab geometry. The distance between two Ca atoms in a superatom
along the diagonal of a square face is 4.5 Å. This choice of in-plane supercell size
ensures that the nearest distance between cluster atoms in the simulation cell and their
periodic images is ∼ 13 Å. We believe this is enough to ensure absence of any direct
electronic interaction between them. The top five atomic layers of Alumina slab are
allowed to relax, while the bottom four layers are held fixed in their bulk terminated
positions. Dipole corrections were included to avoid any spurious interaction between
periodic images of the slab due to long-range dipole-dipole interactions [195]. The
(001) surface of FCC calcium is represented by a 5×5 supercell (18.81 Å × 18.81 Å)
with seven layers in the slab. This also ensures that the minimum distance between
cluster atoms and their periodic images is more than 13 Å. All the atoms are allowed
to relax during structure optimization. For both these surfaces, a vacuum of 15 Å is
included between a slab and its periodic image. h-BN-sheet is represented by a 7 × 7

supercell in the plane for deposition of a single FeCa8 unit, and by 11 × 11 and 14 ×
14 supercells while depositing two FeCa8 units. For graphene we used supercells of
various sizes increasing from (4 × 4) to (13 × 13) (lateral dimensions of 9.9 Å to
32.2 Å). A vacuum space of 20 Å separating two successive sheets has been used for
both h-BN and graphene. The BZ integrations were performed using the Γ-point only
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in all cases as the unit cells are quite large and addition of more k-point does not change
the adsorption energy of the cluster. For graphene we also took the cells sizes to be
(4× 4) and (5× 5). For these two sizes, we used 5× 5× 1 and 3× 3× 1 k-point grid
respectively.

Different functionals were used to represent the exchange-correlation energy in
different situations. For FeCa8 supported over alumina and calcium surfaces, we used
the LSDA. For metal atoms on graphene and h-BN substrates, dispersion forces play
important roles and the treatment of those are a challenge for first-principles theories.
As discussed in chapter 2 and 3, the standard local and semi-local functionals are not
capable of describing such interactions. Usually, two different approaches are taken to
incorporate these interactions: a semi-empirical approach suggested by Grimme [146-
-148], and using a non-local correlation functional (vdW-DF) [152, 153]. We shown
in chapter 3 that the semi-empirical approach leads to incorrect binding sites for Ag
atoms on graphene/graphite. We have also showed that the behavior of Ag clusters on
a graphite substrate can be described correctly only by using the non-local correlation
functionals. Therefore we have used the vdW-DF2 [157] method,

Before the development of the non-local correlation functionals, a number of stud-
ies on metal-graphite or metal-graphene systems used the LSDA within DFT [20, 168,
196, 197]. For a comparison with our vdW-DF2 calculations, and to establish the fact
that one may get qualitatively different results in these two methods, we also present
our LSDA results on these two systems in section 5.5.

5.3 Isolated FeCa8 superatom

Before depositing a FeCa8 superatom on substrates, one has to find its ground state
structure and electronic structure. These were studied thoroughly in Ref. [6]. However,
those calculations were performed using an atom-centered Gaussian basis set [198].
Here we use plane wave basis set. Therefore, we need to re-calculate the isolated
cluster using this method. For calculation of an isolated cluster it was placed at the
center of a periodic cubic box of dimensions 25 Å in each direction.

Fig. 5.1 shows the optimized structures of the FeCa8 cluster obtained using the
LSDA and vdW-DF2methods. FeCa8 has a square antiprism structure with an endohe-
dral Fe atom, as found earlier using PBE [108]. In order to explain its electronic struc-
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Figure 5.1: The lowest energy structure of FeCa8 using (a)vdW-DF2 and (b)LSDA.

ture, we have plotted the energies of the Kohn-Sham orbitals, and the partial charge
densities coming from these in Fig. 5.2. FeCa8 is found to have a 1S21P61D102S22D4

α

electronic configuration in both vdW-DF2 and LSDA in agreement with Ref. [6]. S, P,
D refer to the angular momentum character of the cluster MO in conformity with the
spherical shell models. They found that the Ca-Ca distance within the square planes of
the anti-prism is larger than the vertical distance between the two square planes. Thus,
these structures can be viewed to have oblate distortions relative to a more symmetric
`spherical' structure in the language of electronic shell models. The Ca8 cage has an
oblate distortion in the z-direction. As discussed in chapter 1, this oblate shape pro-
duced a crystal field that breaks the degeneracy of the 1D orbitals in α channel and
pushes the 1Dz2 and 1Pz orbital to a higher energy with respect to the other 1D and 1P
orbitals respectively. Similarly 2D states of majority channel are split into a group of
4 (2Dxy, 2Dx2−y2 , 2Dxz and 2Dyz) and a 2Dz2 state. These four degenerate 2D orbitals
form the HOMO of the FeCa8 cluster. The LUMO of FeCa8 was found to be in the β
channel and was of 2D angular character.

Although both vdW-DF2 and LSDA give the same electronic configuration as ob-
tained in ref [6], there are subtle differences between the vdW-DF2 and the LSDA
results in terms of orderings of different molecular orbitals, and their splittings. For
example, in LSDA, 1D states of α channel split in groups of 2 and 3 degenerate states.
In vdW-DF2 as in PBE [6] this spilling is 4 and 1. In vdW-DF2 the 1S orbital is fol-
lowed by the four degenerate 1D orbitals in the α-spin channel, and in LSDA it is
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Figure 5.2: The MO's, and corresponding charge densities of FeCa8 using (a) vdW-
DF2 and (b) LSDA. Degeneracy of the MO's are also indicated.

followed by two degenerate 1P orbitals. Similar to the PBE results, in both cases the
Ca-Ca distance within the square planes is larger than the vertical distance between the
square planes. However, the ratio of the vertical distance between the planes and the
in-plane Ca-Ca distance in vdW-DF2 and LSDA is 0.85 and 0.91 respectively. Ratios
between the vertical distance and the in-plane diagonals and the body diagonals in the
two cases are also slightly different. This difference in the amount of `distortion' may
be responsible for the slightly different electronic structures.

5.4 FeCa8 adsorbed on substrates

To mimic the LECBD experiments, we used the random rotation technique discussed
in chapter 2 . For the Al2O3 surface, four adsorption sites Al1, O2, Al3 and O5 (shown
in appendix Fig. C.1(a)) are considered. For calcium surface, we choose on-top Ca-site
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Figure 5.3: The lowest energy structure of FeCa8 supported over alumina (a) and cal-
cium (b) substrates. In panel (b) the substrate Ca atoms are shown with a darker (blue)
color to distinguish them from the Ca atoms of the superatom.

(T) and four-fold hollow site (H) (Fig. C.1(b)). For the graphene and h-BN substrates,
the top site(s) (B and N atoms in case of BN), the bridge site and the hollow site are
chosen.

Relative stability of different final structures on a particular substrate is measured
by comparing the adsorption energies. Adsorption energy of the cluster in a particular
structure is defined as.

Ea = ET (substrate) + ET (FeCa8)− ET (FeCa8/substrate). (5.0)

ET 's are the total energies of the respective systems.
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5.4.1 Alumina substrate

Bulk α-alumina has a hexagonal crystal structure, with the experimental lattice con-
stants [199] a0 = b0 = 4.76 Å and c0 = 12.99 Å. It has a direct gap of 8.8 eV [200].
Our calculated band gap is 6.68 eV, which exhibits the usual underestimation of band
gaps due to LDA.We find that lattice parameters to be a = b0 = 4.61Åand c = 13.6Å,
which are in good agreement with the experimental values [199]. Later, we deposited
FeCa8 on the alumina substrate using random rotation technique. The obtained low-
est energy structure is shown in Fig. 5.3(a). It is clear that the antiprism motif of the
cluster is completely destroyed and the endohedral Fe atom is exposed to the alumina
surface. Such a large deformation of the FeCa8 unit is a consequence of a very strong
interaction between the cluster and the substrate. This is proven by the fact that the
adsorption energy of FeCa8 on Al2O3 in this lowest energy structure is 13.46 eV. This
is much larger than, for example, the adsorption energy of Ag8 on graphite (chapter 3),
which is 0.71 eV. The requirement for a substrate to be a good support for superatom
assembly, that the cluster-substrate interaction beweak, is clearly not met byAl2O3. As
a consequence, the electronic structure and magnetic properties of FeCa8 also change
substantially. Most importantly, the magnetic moment of the isolated superatom is lost
after adsorption. The immediate reason for this is a large charge transfer to the sub-
strate. We calculated the Bader charges on all the atoms in the final relaxed structure,
and find that a charge of 4.8 e is transferred from the cluster to the substrate. Most of
the charge is transferred from the Ca atoms of the cluster to the neighboring Al atoms
of the substrate. The DOS plot for this system is shown in Fig. 5.4. It turns out that all
the energy states of the gas phase cluster lie within the band-gap region of the alumina
slab. After deposition also a set of discrete states are found in the gap region which
are localized on the cluster atoms and the nearby Al atoms. An equal number of such
states appear in the two spin channels, and hence there is no magnetic moment. Hence
an oxide substrate is not suitable for a superatom adsorption as it very reactive and can
not preserve the geometric and electronic structure of the superatom.

5.4.2 Ca substrate

Next we explored the adsorption of the FeCa8 cluster on the Ca(001) surface. First we
calculated properties of the bulk FCC calcium. Our calculated cubic lattice parameter
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Figure 5.4: Density of states of FeCa8 deposited over alumina surface.

is 5.32 Å within LDA. This compares well with the experimental value of 5.582 ±
4 Å [201]. We took several initial structures for FeCa8 over Ca(100) and relaxed them
to their nearest local minima. In the lowest energy structure (Fig. 5.3(b)), the cage
of the cluster is deformed and the Fe atom is exposed to the surface as on the alumina
substrate. Strong interaction between the cluster and the substrate leads to a fairly large
adsorption energy of 5.75 eV. Due to this strong interaction, the electronic states of the
cluster are also heavily modified and the magnetic moment of the cluster is completely
lost. The density of states for FeCa8 on Ca(100) is shown in Fig. 5.5. Metallic Ca
has finite DOS around the Fermi energy. The cluster states are heavily mixed with
the Ca states. States around −1.25 eV, and from the Fermi energy up to ∼ 1.9 eV
have significant contributions both from the substrate and the cluster. We also found a
charge transfer of 0.94 e from cluster to the surface.

5.4.3 h-BN substrate

Having found out that alumina and Ca substrates are not appropriate supports that pre-
serve properties of the FeCa8 superatom, we now explore graphene and h-BN sheets
as possible supports. For reasons discussed earlier we have used the vdW-DF2 method
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Figure 5.5: Density of states of FeCa8 deposited over calcium surface.

while studying FeCa8 on these substrates.
h-BN is an insulating material with a nearest neighbor bond length 1.45 Å and a

measured band gap of 5.97 eV [202]. Within the vdW-DF2 method, the optimized
nearest neighbor B-N distance turns out to be 1.45 Å, and the calculated band gap is
4.52 eV.

We took several initial structures for FeCa8 on the h-BN sheet using random rota-
tion technique and relaxed these to their nearest local minima. In complete contrast to
alumina and calcium substrates, the FeCa8 cluster retains its square antiprism motif in
all the structures. This is the first encouraging sign that h-BN may be a good substrate
for superatom assembly. In the lowest energy structure (Fig. 5.6(a,b)), one of the square
planes of the antiprism structure is aligned parallel to the h-BN sheet. Three of the Ca
atoms are at on-top sites, while the fourth one is near a hollow site. There is very little
change in the bond lengths in the cluster. The Ca-Ca bond lengths in the square plane
close to the substrate increase marginally by 0.02 Å. The other bond lengths remain as
in the isolated cluster. FeCa8 has an adsorption energy of 0.82 eV in this structure.

Another isomer having one Ca atom at a top site, two at hollow sites and the fourth
one at a bridge site is only 6 meV higher in energy. Structures with smaller number
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Figure 5.6: The lowest energy structure of FeCa8 supported over h-BN sheet (a) and
Graphene (b) using vdW-DF2. First column: top view; second column: side view

of Ca-B/N neighbors are found to be higher in energy. To illustrate the point further
we show two other structures in Fig. 5.7. In the structure in Fig. 5.7(a) only two Ca
atoms are close to the surface. This structure is 21 meV higher than the lowest energy
structure. The structure in Fig. 5.7(b), having only one Ca atom close to the surface, is
0.27 eV higher than the lowest energy structure.

In the lowest energy structure (Fig. 5.6(a,b)), the minimum distance between the
surface and cluster atoms is 3.87 Å. This large cluster to surface distance rules out
any chemical bond between them and suggests a physisorption scenario. While the
superatom retains its anti-prism motif after deposition, the deformation of the surface
can be given in terms of zr and ∆zs (as defined in chapter 3). For the lowest energy
structure, maximum zr is 0.28 Å while the maximum ∆zs is 0.24 Å. These are found
for the B atom directly below the Fe atom of the cluster.

117



Figure 5.7: Some high energy isomers of FeCa8 deposited over BN-sheet obtained
using vdW-DF2.

Now we look at the magnetic and electronic properties of the FeCa8 on h-BN. In
the lowest energy adsorbed structure, the magnetic moment turns out to be 4 µB. Thus
the magnetic moment of the isolated FeCa8 cluster is retained entirely after deposition.
To understand the electronic structure of the combined cluster-substrate system, we
analyze its DOS as shown in Fig. 5.8. Most of the occupied cluster states lie within
the band gap region of the BN-sheet and have little mixing with the BN states. This
is in clear contrast to the FaCa8/alumina system in which the localized states had con-
tributions both from the cluster and the surface atoms close to it. This lack of mixing
preserves the MO's on the cluster nearly exactly, which we have also confirmed from
the partial charge density (Fig. C.2). In particular, the four 2D states in the majority
spin channel responsible for the magnetic moment in the isolated cluster appear right at
the Fermi energy in the supported cluster. This preserves the moment of 4 µB. Indeed,
most of the moment is localized on the cluster as seen in the spin density isosurface
plot shown in Fig. 5.9. From this it is clear that a h-BN sheet is an ideal support for a
magnetic superatom such that its structural and magnetic properties remain unaffected.

Some of the higher energy structures also preserve the magnetic moment of the
isolated cluster. For example, the structure shown in Fig. 5.7(a) has a magnetic moment
of 4 µB. Its structural motif is very similar to the gas phase cluster which preserves
the MO's of the cluster. The structure in Fig. 5.7(b) on the other hand, which has only
one Ca atom close to the substrate, loses part of its moment after deposition, and has
a moment of 2 µB. This is because there is substantial distortion of the superatom
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Figure 5.8: Total density of states, and atom projected partial density of states of h-BN
supported FeCa8.

geometry in this structure. As has been discussed by Chauhan et al., [6] the particular
anti-prism structure with an oblate distortion is crucial in obtaining a moment of 4 µB.

In Fig. 5.7(a), the Ca-Ca bond-lengths after deposition are very similar to the gas
phase structure. Thus, there is only a minor modification in its structure after deposi-
tion. This retains its gas phase electronic states and magnetic moment. To illustrate
this point further, we show a scatter plot of Ea vs magnetic moment of FaCa8 on h-BN
in Fig. 5.10. In addition to the three structures discussed so far (Fig. 5.6, 5.7), an ad-
ditional structure is also shown in which the superatom completely loses its moment.
The superatom undergoes the maximum distortion in this structure leading to complete
loss of moment.

5.4.4 Graphene substrate

Next we study adsorption of FeCa8 on a graphene substrate. The calculated C-C bond
length in a graphene sheet is 1.43 Å within vdW-DF2, which is same as the intralayer
lattice parameter of graphite discussed in Chapter 3. We also found two Dirac cones
in the electronic structure at theK andK ′ points of the BZ, as expected.
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Figure 5.9: Spin density isosurface of FeCa8 deposited over h-BN using vdW-DF2
(plotted at isovalue 115 a.u.)

We took various random orientations of FeCa8 over a (7 × 7) graphene sheet and
relaxed them to their nearest local minima. Just as on h-BN, the FeCa8 cluster retained
its square antiprism motif in all the structures. The lowest energy is obtained for a
structure in which four Ca atoms stay close to the graphene-sheet (Fig. 5.6(c,d)), two
being above hollow sites, and two above top sites. In the lowest energy structure the
minimum distance between the Ca and the C atoms is 2.66 Å, which is larger than
the sum of their covalent radii, indicating a weak cluster-substrate interaction. The
maximum Zr and ∆Zs are found to be 0.10 Å and 0.12 Å respectively. It is quite
intriguing that in spite of a closer cluster-substrate distance on graphene, FeCa8 causes
a larger deformation in h-BN sheet. We believe this has to do with the stiffness of
the flexural phonon modes in these two materials. The flexural modes (acoustic modes
with out-of-plane vibrations) exist at low energies. It has been shown [203] that flexural
modes are significantly softer in BN (310 cm−1 atK-point) than those in graphene (527
cm−1 at K-point). This indicates that BN has greater tendency to form out of plane
ripples than graphene.

Graphene is an interesting substrate because it has been shown that magnetic mo-
ments on a graphene sheet are coupled through RKKY interactions mediated by the π
electrons [204--206]. However, unlike a usual two dimensional metal, the RKKY in-
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Figure 5.10: Scatter plot of adsorption energy and magnetic moment for various struc-
tures of FeCa8 on h-BN. The two structures with moment 4 µB are the lowest energy
one and the one shown in Fig. 5.7(a). The one with a moment of 2 µB is the one in
Fig. 5.7(b). The structure having no magnetic moment is a still higher energy one with
large distortion of the anti-prism cage.

teraction on graphene has a 1/R3 asymptotic behavior [204] due to its suppressed DOS
at the Fermi energy. It has also been shown that the the interaction is oscillatory but is
always anti-ferromagnetic for moments located on two different sublattices [205]. For
moments located on the same sublattice, the oscillatory interaction remains ferromag-
netic at all distances. If themoments are located at the hollow sites [205], the interaction
is anti-ferromagnetic, and goes down monotonically with distance as 1/R3. It has also
been argued that the RKKY interaction on graphene can be very long ranged, extending
up to 50 Å [207]. This poses a challenge for first principles calculations. In order to
study adsorption of an isolated superatom the graphene sheet has to be≳ 50 Å in each
direction. This is computationally very expensive. Therefore we study adsorption of
a FeCa8 cluster on graphene sheets of increasing lateral extent. It is understood from
the above observations that there will be magnetic exchange interaction between the
FeCa8 cluster in the simulation supercell and its periodic images in the lateral direc-
tions. Our goal is to extract an estimate of the distance dependence of the exchange
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Figure 5.11: Difference in the adsorption energies (circle) of FeCa8 having mag-
netic moment of 4 µB (fixed-moment) and no magnetic moment (non-magnetic) on
a graphene sheet represented by supercells of various sizes; and the moment (square)
obtained through self-consistent calculations (M).

interaction, and not necessarily to study properties of an isolated FeCa8 on graphene.
Usually such estimates are made from a difference in the energies of the ferromagnetic
and antiferromagnetic alignments of two fixed moments [205, 207]. However, with a
single unit of FeCa8 in the supercell that is not possible. Having two units of FeCa8 is
also not meaningful because of the long-range nature of the interaction.

We calculated energies of a FeCa8 cluster on a graphene sheet both in the nonmag-
netic state, and with the moment fixed to that of the isolated superatom, i.e., 4 µB.
A difference in the two energies gives an estimate of the magnitude of the magnetic
interaction. We plot the difference between the adsorption energies of FeCa8 in the
nonmagnetic state and with a fixed moment of 4 µB with varying cell size in Fig. 5.11.
The cell size is presented in units of lattice constant (a0 = 2.476Å) and is the same along
the two perpendicular in-plane directions. In addition we also show the moments ob-
tained through self-consistent calculations to produce the lowest energy. It is clear that
the energy difference, and hence the exchange interaction strength, has an oscillatory
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behavior with distance. It is worth noting that the strength of the exchange interaction
(direct plus RKKY) is ∼ 102 meV as seen in Fig. 5.11. We also made an estimate of
the magnetic dipole-dipole interaction. For two spins Si and Sj located at distance rij ,
the magnetic dipole-dipole interaction V (rij,Si,Sj) can be given as

V (rij, Si, Sj) =

(
g2µ2

B

a30

)(
a0
rij

)3

[−3(Si · êij)(Sj · êij) + (Si · Sj)], (5.1)

where where a0 is the Bohr radius (0.529177 Å), êij is the unit vector along the rij

and g is Landé g-factor and (g2µ2
B/a

3
0) = 0.725 eV [208]. For a superatom having 4

unpaired electrons, |Ŝ| = 2. On 4 × 4 graphene supercell, (a distance of ∼ 9.9 Åthe
distance between a superatom and its periodic image) V (rij,Si,Sj) can be calculated
as ∼ 10−4 meV, which is six orders of magnitude smaller than the strength of the
exchange interactions. Dipole-dipole interaction goes down monotonically as 1/R3.
Therefore, its contribution to inter-superatom interactions at still greater separations
will be insignificant.

At cell sizes of 6, 9 and 12, the nonmagnetic state is favored over the magnetic state
by large energies. And indeed at these sizes the self-consistent moments turn out to be
nearly zero. At cell sizes 7, 8, 10 and 11, the energy difference indicates the magnetic
state to bemore favorable. The self-consistent magnetic moment in fact has high values
at these sizes. Thus we establish a graphene mediated distance dependent oscillatory
exchange interaction between FeCa8 superatoms. To establish that this interaction is
not present on a h-BN substrate, we calculated adsorption of FeCa8 on h-BN sheets
of increasing size (beyond 7 × 7). As mentioned above, on a 7 × 7 h-BN sheet, a
FeCa8 cluster has an adsorption energy of 0.82 eV, while on a 8 × 8 sheet, FeCa8
has an Ea = 0.86 eV. If we compare the Ea per atom, it is only 2 meV higher for
the 8 × 8 unit cell, which is negligible. For both unit cells, magnetic moment of the
system was equal to the gas phase magnetic moment of the FeCa8 i.e., 4 µB. Hence, no
size-dependence of adsorption energy or magnetic moment was found in this large-gap
insulating material.

Thus individual FeCa8 superatoms retain their structures both on h-BN and graphene.
On h-BN they also retain their magnetic moments in the low energy configurations. On
the other hand magnetic moments on graphene interact through long range RKKY in-
teractions and due to the periodic boundary conditions it was difficult to calculate the
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Figure 5.12: Dimer of FeCa8 deposited over h-BN sheet using vdW-DF2

moment of an isolated FeCa8 cluster.

5.4.5 Two FeCa8 units on h-BN and graphene

Having established that h-BN is an ideal support with weak enough cluster-support
interaction to preserve the structure and magnetic properties of a FeCa8 unit, we now
address the question whether two units of FeCa8 form a stable dimer on it and what
magnetic states this may have. When a large number of clusters land on the substrate
in LECBD experiments, their relative orientations will also be random. The magnetic
interaction between two cluster units will in general depend on their relative location
and orientation. It is virtually impossible to do a thorough study of all such structures
on the substrate within a first-principles approach. Instead, we take a simplified view
which will be relevant when the cluster flux and coverage are low. We consider a
situation in which two cluster units have already landed on the substrate in their lowest
energy structures, and then approach each other. While this greatly reduces the number
of possible structures one has to consider, the clusters can still approach each other
along arbitrary directions on the plane of the substrate. It will still be computationally
prohibitive to consider all such possibilities. To make things even simpler, we consider
two situations: (1) when two triangular faces of two clusters are connected directly i.e.,
each atom of one triangular face is connected to only one atom of the other triangular
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face (Fig. C.3(a)), and (2) when one of the triangular faces is twisted relative to the
other and one atom of each triangular face is connected to two atoms of the other face
(Fig. C.3(b)). These results should, therefore, be taken in the spirit that they give an
indication of whether stable assemblies of FeCa8 clusters are possible on h-BN rather
than a quantitative information about possible low energy structures of such assemblies.

First we deposit the FeCa8 clusters close to each other in both orientations (dis-
cussed above) so that the nearest Ca-Ca distance between them is 3 Å. Fig. 5.12 shows
the relaxed structure of such a dimer. In both the orientations, the FeCa8 units re-
tain their individual identities. This structure in Fig. 5.12 has an adsorption energy of
3.72 eV. Adsorption energy of a single unit in h-BN is 0.82 eV as mentioned earlier.
Thus the binding energy between the two units of FeCa8 is 2.03 eV, which is slightly
smaller than the binding energy of two units of FeCa8 in gas phase which is 2.12 eV. In-
cidentally, this structure is not the lowest energy structure for the dimer in gas phase. In
gas phase, the dimer of FeCa8 has a moment of 8 µB [6]. On h-BN sheet, the magnetic
moment of a dimer turned out to be 2 µB which is located at both Fe atoms. Although
this is much smaller than the possible maximum of 8 µB for parallel alignment of spins
on the two cluster units, the same structure in the gas phase also has a moment of 2 µB.
Thus, there is no additional reduction in moment due to the substrate. Therefore, h-BN
turns out to be an ideal support that preserves magnetic moments of individual super-
atoms and their assemblies. Our attempts to study anti-parallel alignment of moments
on the two superatom units in this structure were not successful as at the end of the
self-consistent calculations, the dimer converged to the same spin state as above with
a moment of 2 µB.

We then wanted to understand two other aspects of assemblies of FaCa8 super-
atoms on h-BN: (i) the distance dependence of interaction between two FeCa8 units:
what is the threshold distance below which they feel each other presence? (ii) What
is the strength of exchange interaction between two superatom units? When we put
two units far apart so that the nearest Ca-Ca distance between them is 8.5 Å, the clus-
ters stay in their respective positions (Fig. C.4). For this calculation we use a 14× 14

supercell (37.15 Å × 37.15 Å) of h-BN. The total moment turns out to be 8 µB, sum
of the moments on individual clusters. The adsorption energy is found to be 1.93 eV,
only slightly larger than the sum of adsorption energies of the individual clusters. All
these show that the two clusters do not feel each other's presence at this distance and
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indicate that interactions between two superatoms on BN are not long ranged. On the
other hand, when two clusters are placed such that the nearest Ca-Ca distance between
them is 5 Å, they approach each other and finally form a dimer as in Fig. 5.12 with
the same magnetic moment of 2 µB. In this structure, two superatoms interact fer-
romagnetically. The anti-ferromagnetic alignment of superatoms was not stabilized.
Clusters start interacting with each other between 5−8 Å, indicating that the magnetic
interaction between two FeCa8 units on h-BN is direct exchange.

We also calculated the cluster densities on the surface by assuming a circle of a
given radius around a cluster . Using this assumption, we can determine the number
of clusters per unit area. Hence for the average inter-cluster distances of 5 Å and
8.5 Å correspond to cluster densities of 12.73 × 1013 and 4.97 × 1013 per cm2 re-
spectively. Therefore, our results suggest that up to an areal density of 4.97 × 1013

per cm2, the clusters behave as isolated units on a h-BN substrate, but somewhere be-
tween 4.97× 1013 per cm2 and 12.73× 1013 per cm2, they self-assemble to form new
structures.

In order to estimate the strength of exchange interactions, we expressed the total
spin exchange energy in terms of spin Heisenberg Hamiltonian.

H = E0 − J Si · Sj,

where J is the exchange interaction parameter between the two superatoms. For anti-
ferromagnetic interaction J < 0 and for ferromagnetic interaction J > 0. The constant
E0 contains all spin-independent interactions. Strength of exchange interactions can be
estimated by calculating the energy difference between the ferromagnetic and antifer-
romagnetic orientations of the spin moments. At a distance of 8.5 Å the value of J
turned out to be only ∼ 0.75 meV with the AFM arrangement being marginally lower
in energy. At small distances, as stated earlier, we could not stabilize the antiferromag-
netic alignment of the two superatoms. Hence we could not calculate the strength of
the exchange interaction when superatoms are at a distance of 5 Å.

We attempted to study two FeCa8 units on a graphene sheet. In this case, two
superatom units in the simulation cell have a direct exchange, and also have RRKY
interaction with each other, and their periodic images. All these complex magnetic
interactions give rise to many possible magnetic states close in energy. In fact, for a
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Figure 5.13: Lowest energy structure of FeCa8 supported over h-BN sheet (a) and
Graphene (b) using LSDA method. First column- top view; second column- side view

dimer, we failed to locate the ground state spin moment as spin states with moments
0, 2, and 4 µB are essentially degenerate. For a non-magnetic configuration, dimer has
an Ea = 0.13 eV, for magnetic state with 2 µB moment and for the configuration with
magnetic moment of 4 µB, Ea = 0.14 eV.

5.5 LSDA results

As in chapter 3 that the L(S)DA tends to over-bind systems, while GGA usually tend
to underestimate binding. This behavior is particularly acute in systems where van der
Waals interactions play amajor role. In case of graphene-metal interface, GGApredicts
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Figure 5.14: DOS of FeCa8 deposited over BN-sheet using LSDA

no binding at all [21, 169, 170], which is contrary to experiments [209]. Therefore most
theoretical work on graphene-metal interfaces [210] or surface and molecular adsorp-
tion [168, 196, 197] relies on the L(S)DA. As mentioned above, a number of studies
on metal-graphite or metal-graphene systems used the LSDA for the simulation. For
a comparison with our vdW-DF2 calculations, we also studied the adsorbed of FeCa8
over graphene and h-BN sheet using LSDA.We found that the adsorption andmagnetic
moment of FeCa8 on graphene or h-BN is modified when studied using LSDA.

Let us first discuss FeCa8 adsorption over h-BN. We have optimized various ori-
entations of FeCa8 over different adsorption sites of a h-BN sheet using LSDA. The
lowest energy structure is obtained for an orientation where three Ca atoms are close to
the substrate, shown in Fig. 5.13(a). In this structure, h-BN is significantly damaged by
superatom deposition. One of its B atoms, which is directly below the cluster, is pulled
up by 0.68 Å from the hexagonal plane. The three nearest N atoms (below the cluster)
are displaced by an average of 0.29 Å from their initial positions. The maximum ∆Zs
for this case is 0.723 Å. The cluster is slightly deformed from its antiprism structure,
but the overall endohedral structure is preserved. Unlike oxide and metal surfaces, Fe
atom is not exposed to the surface. The minimum distance between Ca and BN-sheet
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Figure 5.15: DOS of FeCa8 deposited over graphene using LSDA

atoms is found to be 2.58 Å, which is much smaller than the corresponding vdW-DF2
case. This structure has an adsorption energy Ea = 1.49 eV. All these facts clearly in-
dicate that LSDA predicts a strong interaction between FeCa8 cluster and h-BN than
the vdW-DF2 method.

In Fig. 5.14, similar to the vdW-DF2 case, the discrete cluster states lie within the
band gap of h-BN. As interaction between cluster and h-BN is quite strong, a set of
discrete states appear which are localized on the cluster atom and the nearby substrate
atoms. However, these states appear in equal numbers in both the spin channels and
leave the system with no magnetic moment.

Similar behavior is found for the adsorption of FeCa8 over graphene when studied
with LSDA. In the lowest energy structure (Fig. 5.13(b)), four Ca atoms are close to
the hollow and bridge sites of graphene. This structure has an adsorption energy Ea =
3.43 eV. The maximum relaxation Zr and maximum ∆Zs are found to be 0.18 Å and
0.22Å respectively. Againwe find few discrete states appearing due to cluster-substrate
interaction (Fig. 5.15). LSDA gives a large cluster-substrate binding, which modifies
the electronic states of the cluster and leads to the loss of its moment.
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5.6 Conclusions

We have addressed the important question of finding the right support for assemblies
of magnetic superatoms which can be of immense importance in spintronics and other
applications. It turns out that alumina substrate, that is routinely used for supporting
metal clusters for catalytic reactions, are not the ideal ones for this purpose. A calcium
substrate also turns out to be interacting strongly with a FeCa8 superatom so that the
structure and magnetic moment of the superatom is destroyed. On the other hand, h-
BN and graphene, because of their weak interactions with metal atoms and clusters,
preserve the structure of the superatom in the low energy structures. In these struc-
tures, magnetic moment of the isolated superatom is also preserved. Moreover, in a
particular structure, a dimer of FeCa8 superatoms on h-BN has the same moment as in
the gas phase. This suggests that assemblies of FeCa8 superatoms on h-BN will posses
finite magnetic moments necessary for applications. We also estimated that FeCa8
superatoms will remain isolated on h-BN below a coverage of 4.97 × 1013 per cm2.
Between 4.97× 1013 and 12.73× 1013 per cm2 they will start forming self assemblies.
This information will be useful for experimentalists. Magnetic moment of FeCa8 su-
peratoms on graphene is complicated by long range, oscillatory RKKY interactions in
addition to direct exchange. The exact magnetic structure realized in a particular as-
sembly will depend on the exact positions of all the superatoms on the substrate. In
our limited explorations we found that states with very different magnetic moments are
close in energy. This may lead to magnetic frustrations and complex magnetic orders,
which can be a separate topic of study. We believe that these results will motivate the
experimentalists to undertake efforts to form assemblies of magnetic superatoms.
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CHAPTER6
CO oxidation on Al2O3 supported

AgnAum model catalysts

6.1 Introduction

Bulk gold is considered as a poor catalyst in heterogeneous catalysis, as it is not a re-
active metal. However as one goes to the small size scale, it is found to be strongly
catalytically active in several important reactions. The first breakthrough in gold chem-
istry came through the discovery by Haruta et al., [22]. They found that when small
gold particles (of diameter ⩽ 5 nm) are deposited on various oxide surfaces such as
TiO2, SiO2, Al2O3, and CeO2, they show surprisingly high activities and/or selectiv-
ities for CO oxidation, direct propylene epoxidation using H2 and O2, and water gas
shift reaction. They proposed that the gold-metal oxide interface acts as an activat-
ing site for one of the reactants of the above reactions e.g., O2, H2O etc. In another
study, Valden et al., [190] found that nanometer-sized Au islands on TiO2 with two
layers of gold are most effective catalysts for CO oxidation. They demonstrated that
the pronounced structure sensitivity for CO oxidation on Au/TiO2 originates from the
quantum size effects associated with the thickness of the supported clusters.

The studies by Sanchez et al., [211] also supported these facts. They deposited Aun
(n ⩽ 20) clusters on defect-poor and defect-richMgO (100) surfaces using soft-landing
technique and demonstrated size dependent catalytic activity for low-temperature CO-
oxidation. They found that Au8 is the smallest size to catalyze the reaction. The accom-
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panying theoretical calculations revealed that the charging of the cluster via (partial)
electron transfer from the oxide support as well as the presence of oxygen-vacancy
(F-center) in the substrate play an essential role in the activation of nanosize gold cata-
lysts. Thus electronic interaction with the oxide support plays an important role in the
oxidation reactions.

Several experimental as well as theoretical studies have also been performed on
reactivity of gas phase Aun clusters. It has been found that Au clusters can easily
adsorb CO molecules. Wallace et al., [212] found that adsorption of CO on small gold
Au−n (n = 4− 19) clusters is highly size-dependent. They reported that cluster anions
can adsorb as many as six CO molecules at the saturation. Zhai et al., [213] studied the
adsorption of CO molecules on small gold clusters Aun(CO)−m (n = 2− 5;m = 0− 7)
using photoelectron spectroscopy. They observed a strong chemisorption of the first
few COmolecules. The adsorption of the first few COmolecules resulted in significant
redshifts in the photoelectron spectra, which indicates electron-donating nature of the
CO molecule. Further CO adsorption only slightly perturbed the electronic structure
which indicates a relatively weak physisorption. The DFT results reported by Yuan
et al., [214] for CO adsorption on Au−n (n = 2− 7) agree well with these experimental
findings. Another theoretical calculation by Wu et al., [215] on CO adsorption on
small cationic, neutral, and anionic Aun (n = 1− 6) clusters reveals that atop one-fold
coordinated Au site is most favorable for CO adsorption irrespective of the charge state
of the cluster. In addition, they found that the adsorption energies of CO on the cationic
clusters are generally greater than those on the neutral and anionic complexes, and
decrease with size of the cluster. In neutral and anionic Au clusters, adsorption energies
of CO show small odd-even oscillations. In combined experimental and theoretical
studies, Popolan et al., [216] also reported that positively charged Au clusters have
strong binding with the COmolecule, which prevents the coadsorption of other ligands
e.g., O2, H2O. Usually, CO molecule binds to the Au clusters via charge donation from
the sσ∗ orbitals of CO to the LUMO of the Au cluster and a π back donation from the
Au cluster d orbitals in to the pπ∗ orbitals of CO. Hence CO binds more strongly to a
positively charged Au clusters [217].

Several studies were also performed for the adsorption of O2 on gas phase Au clus-
ters. Cox et al., [218] found that reactivity of O2 towards gold clusters depends not
only on the cluster size but also on the cluster charge state. Small gold clusters anions
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were found to have a pronounced odd-even variation in their reactivity towards oxygen
molecule. Several other experimental investigations also reported a marked odd-even
oscillation in the reactivity of O2 molecule towards the Au−n (n ⩽ 20) [219--221]. The
even sized cluster anions can adsorb onemolecule of O2 per cluster, while the odd-sized
cluster anions show extremely small or zero reactivity. Since O2 exhibits high electron
affinity, it is likely to accept appreciable electron density from Au clusters. Salisbury
et al., [220] explained that binding between O2 and Au involves electron donation from
anionic Au clusters to the π∗ molecular orbitals of O2 . An even-numbered cluster an-
ion can easily donate one electron, forming a closed shell configuration. For odd-sized
cluster anions which already have closed shell configurations, a charge transfer to O2 is
not energetically favorable. The theoretical studies also supported these experimental
findings. In a DFT simulation, Mills et al., [222] investigated the interaction of O2 with
neutral and anionic Aun (n = 2− 5) clusters and found that O2 binds more strongly to
the clusters with odd number of electrons than to those with an even number of elec-
trons. The large charge transfer from Au to O2 gives larger O-O bond-length. They
also suggested that larger the charge transfer, easier will be the dissociation of the O-O
bond.

In summary, all these studies indicate that CO adsorption is more feasible on the
positively charged clusters, while O2 activation is only possible on the negatively
charged gas phase Au clusters. However for CO-oxidation clusters should coadsorb
both the reactants. Therefore, to promote the oxidation of CO, the clusters should also
adsorb and activate the oxygen molecules. The catalyst should coadsorb both CO and
O2 molecules near to each other. An alternative way to improve the catalytic activity
of gold clusters towards CO-oxidation is to change the cluster capability to adsorb and
activate oxygen molecules. This can be done by adding a second metal to the gold cat-
alyst that has a larger affinity towards oxygen molecules than gold, for example silver
metal. Silver is less electronegative (1.94) in comparison to gold (2.54). Hence sliver
clusters can easily donate its charge to O2, which activate the O-O bond length [223].
These ideas have recently been examined in an experimental study byWang et al. [224]
They studied the CO-oxidation on the nanometer-sized Au-Ag nanoparticles supported
over mesoporous aluminosilicates and demonstrated the synergistic effect of combin-
ing Au and Ag. Ag was found to activate O2 and Au was found to adsorb CO. The best
performing Au-Ag catalyst was the one with a Au/Ag ratio of 3 : 1.
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There are some theoretical initiatives in this direction. DFT calculations for the CO-
oxidation on a Au25Ag30 alloy nanoparticle showed that the electron transfer from Ag
atoms to the antibonding orbital of the O2 molecule weakens the O−O bonding, which
promotes oxygen activation [225]. On the same catalyst, CO molecule can coadsorbed
atop the Au site. Therefore, in the Au-Ag catalysts, if silver and gold atoms are in their
neighborhood, the silver atoms will activate the oxygen molecules to react with the
coadsorbed CO molecules on the gold atoms, and produce CO2 . In another theoretical
study Koutecký et al., [226] found that due to electronegativity difference, there is a
charge transfer from Ag to Au atoms in the bimetallic clusters. This charge transfer
promotes the formation of negatively charged gold subunits which are expected to be
reactive. This is similar to that of gold clusters supported on metal oxide surfaces. In
case of supported Au clusters, oxide supports promote the activation of O2 molecule
on Au clusters as there is a partial charge transfer from cluster to surface which leave
the supported clusters as partially negatively charged.

Most of the theoretical studies on bimetallic clusters have been performed in gas
phase [26, 27, 216, 226]. The effect of oxide support for the CO-oxidation on the
bimetallic clusters is still unknown. We believe that the oxide support will further
increase the ionic character between the Au and Ag atoms and enhance the catalytic
activity of these clusters. The alumina support donates charge to the pure Au clus-
ters [227], while it receives an electronic charge from the pure Ag clusters [228]. The
supported bimetallic Ag-Au clusters will definitely give rise to some interesting phe-
nomena, which will strongly depend on the composition of the clusters. In addition,
size dependence of the Ag-Au cluster will also affect the performance of the catalyst
towards CO-oxidation. In this chapter, wewill try to find the answers to these questions
for the AgnAum (n+m = 2− 4) clusters supported over the Al2O3 surface.

The rest of the chapter is organized as follows. In section 6.2 we present the theo-
retical modeling used for our calculations. Later, in various sections of this chapter, we
present the ground state structure of gas phase and alumina supported AgnAum clusters
and adsorption of O2 and CO molecules over gas phase and supported AgnAum. In the
last section 6.5, we summarize our findings and draw our conclusions.
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6.2 Computational method

The spin-polarized DFT calculations are performed using PAW [120, 121] method,
as implemented in VASP [151]. The wave functions are expressed in a plane wave
basis set with an energy cutoff of 400 eV. The exchange-correlation functional has
been approximated at the GGA level. The simulation of the gas phase AgnAum (n +

m = 2− 4) clusters are performed in a supercell of size 15× 15× 15 Å3 and the BZ
integrations are performed at the Γ-point only. The binding energy of the gas phase
clusters has been calculated as

Eb = nET (Ag) +mET (Aum)− ET (AgnAum), (6.0)

where ET (Ag) and ET (Au) are the total energy of the isolated Ag and Au atoms re-
spectively, ET (AgnAum) is the total energy of the gas phase AgnAum cluster.

The α-Al2O3(0001) surface is modeled by a (3× 3) supercell cell with nine atomic
layers in a repeated slab geometry. Only top five atomic layers are allowed to relax
during the structure optimization, while the bottom four layers are held fixed in their
bulk terminated positions. The lattice parameters for the hexagonal unit cell for bulk
Al2O3 are found to be a = b = 4.81Å and c = 13.1Å, which are in agreement with the
experimental values [199]. A Monkhorst-Pack set of 3× 3× 1 of k-points are used for
the BZ integration. A vacuum of 20 Å is considered to avoid the interaction between
the periodic images. Corrections are also included to avoid any spurious interaction
between periodic images of the slab due to long-range dipole-dipole interactions [195].

For the deposition of AgnAum (n + m = 2 − 4) clusters on alumina surface, we
have considered several initial structures near different adsorption sites (Al1, O2, Al3,
Al4 and O5) using random rotation technique and optimized them to the nearest local
minima. The relative stability of the adsorbed structures for a given cluster size is
measured by their adsorption energies Ea as defined in chapter 3.3.

We also studied the adsorption as well as the coadsorption of O2 and COmolecules
on the gas phase and supported AgnAum clusters. This will give us an idea about
the best suitable candidate for the CO-oxidation reaction. The coadsorption energy is
defined as

Ec
a = ET (CO) + ET (O2) + ET (surface)− ET (AgnAumO2CO/surface).
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We also performed the CINEB calculations to determine the energy barriers in the CO-
oxidation reaction. The calculations are preformed using 5-8 images between two end
points, which are connected with the springs of force constant -5.0 eV/Å2. Since we
have a large number of atoms in the simulation box, the barrier calculations are rather
difficult to converge. We have not been able to converge all of them, unfortunately.

6.3 Gas phase structure of AgnAum clusters

Since we are interested in studying the chemical reactivity of bimetallic clusters, it is
important to determine their structures and energetics in the gas phase. We performed
a thorough search for AgnAum (n +m = 2 − 4) clusters starting from the good ini-
tial guesses and optimized them to the nearest local minima. The initial guesses were
generated by taking all possible configurations for a given cluster size. We are mainly
interested in the lowest energy structures, which are shown in Fig. 6.1. The high en-
ergy isomers are not discussed. An AgAu dimer has a binding energy of 2.16 eV with
a bond length of 2.55 Å. This bond length is 0.028 Å smaller than the Ag-Ag dimer
and 0.024 Å larger than Au-Au dimer. Similarly the binding energy of AgAu cluster
is intermediate the binding energy of Ag2 (1.74 eV) and Au2 (2.28 eV) dimers. In
this lowest energy structure, an Ag atom transfers a charge of 0.22 e to Au atom. The
three atom clusters AgAu2 and Ag2Au have isosceles triangle structures as shown in
Fig.: 6.1(b,c). For AgAu2 cluster, both Ag-Au bond lengths are equal (2.65 Å) and
Au-Au bond is larger (2.75 Å). Similarly in the case of Ag2Au cluster, the Ag-Au bond
lengths are equal (2.63 Å), and the Ag-Ag bond length is larger (2.55 Å). The AgAu2
and Ag2Au clusters have binding energies 3.56 and 3.23 eV respectively, which are
intermediate to the binding energy of homoatomic Ag3 (2.54 eV) and Au3 (3.45 eV)
clusters. In case of AgAu2 cluster, Ag atom transfers a charge of 0.36 e to the Au atoms,
while in case of Ag2Au clusters, total charge transfer from the Ag atoms to Au atom is
0.32 e. The four atom clusters, AgAu3, Ag2Au2, and Ag3Au have rhombus geometries
in their ground states as shown in Fig. 6.1(d,e,f), with binding energies 6.95, 6.10, and
5.37 eV respectively. All of these agree with the results of Zhao et al., [229] whichwere
obtained using the triple-zeta Slater-type orbital basis set. In case of AgAu3, Ag atom
transfers a charge of 0.39 e to the Au atoms, for Ag2Au2 clusters the Ag atoms transfer
a charge of 0.63 e to the Au atoms, and in case of Ag3Au, there is a charge transfer of
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Figure 6.1: The ground state structures of gas phase AgnAum clusters. The golden
colored circles represent Au atoms, while green colored circles represent Ag atoms.

0.37 e from the Ag atoms to Au atom. Thus in all these clusters the Ag atoms always
transfer an electronic charge to the Au atoms, which create a partial ionic character in
the metallic bonding of the cluster.

The electronic structure of these clusters indicates that increasing silver content
increases the energy gap between the outermost s and d orbitals in the energy spectrum
of these clusters. A schematic diagram for different composition of Ag and Au for
size 2 is shown in Fig. 6.2. For Au2 there is no gap between s and d states, while for
Ag2 there is gap of 1.56 eV. For a mixed cluster AgAu, the gap between s and d is
intermediate to the Ag2, and Au2 case. It has a s-d gap of 0.41 eV. Similar trend is
followed by the clusters of size 3 (Fig. 6.3). An Au3 cluster has a s-d gap of 1.6 eV,
while Ag3 cluster has a s-d gap of 2.58 eV. An increase in the silver content in the
cluster increases the s-d gap. An AgAu2 cluster has a gap of 1.74 eV, while for Ag2Au
it is 2.07 eV. Similar behavior has also been seen for size 4 clusters. The schematic
diagram for size 4 is shown in Fig. D.1 in the Appendix.

6.3.1 Adsorption and coadsorption of O2 and CO molecules

After optimizing the geometries of free AunAgm (n +m = 2 − 4) clusters, we have
investigated the adsorption behavior of O2 and CO molecules on these clusters. For all
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Figure 6.2: A schematic diagram for MO's for Ag2, AgAu and Au2 (from left) clusters
respectively. The black colored lines denote the occupied MO's, while the brown col-
ored lines denote theMO's. The labels s and d correspond toMO's which have majority
contributions from the s and d states of the atoms.

these calculations, we placed O2 and/or CO at various adsorptions sites with different
orientations and optimized them to the nearest local minima.

Except for AgAu3, all even sized clusters (AgAu, Ag2Au2, and Ag3Au) have O2

adsorption energies within the range of 0.2− 0.33 eV. All the lowest energy structures
and adsorption energies for the O2 molecule are shown in Fig. 6.4. O2 molecule binds
to a two atom AgAu cluster with an adsorption energy 0.29 eV. An isolated O2 has a
bond length of 1.23Å, but after adsorption on AgAu it increases marginally by 0.03Å.
Usually bond length elongation indicates the activation of O2 molecule for the oxida-
tion reaction. In this case the minor increment in bond length suggests that the gas
phase AgAu cluster is not a good catalyst for O2 activation. Similarly, in the case of
four atom clusters Ag2Au2 and Ag3Au, the O2 molecule have adsorption energies of
0.22 eV and 0.33 eV respectively. Here the O2 bond lengths are marginally elongated
by 0.02 and 0.05 Å respectively, which again indicate low activation. In all even sized
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Figure 6.3: A schematic diagram for MO's for Ag3, Ag2Au, AgAu2 and Au3 (from left)
clusters respectively. The color scheme and labeling is same as in Fig. 6.2. The up and
down arrows represent the majority and minority spin channels.

clusters O2 molecules prefer to get adsorb atop Ag sites. An exception to this is found
for AgAu3, which does not show any binding for the O2 molecule. In all even sized
clusters, there is a lack of O2 activation due to the shell closing effect.

However, the odd sized clusters AgAu2 and Ag2Au have a strong binding with
O2 molecule. For these clusters the O2 adsorption energies are 0.92 eV and 1.17 eV
respectively. In case of AgAu2, the O2 molecule is adsorbed at the Ag-Au bridge site,
while in case of Ag2Au, it prefers to bind to the Ag-Ag bridge site. In both these cases,
the bond length of O2 molecule is elongated to 1.33 Å.

In all these clusters (except AgAu2), an O2 molecule prefers to bind to an Ag atom,
which is expected as silver is less electronegative than gold. This also explains the
highest adsorption energy obtained for Ag2Au, which is an odd cluster with higher
fraction of the Ag atoms. There is no binding between O2 and AgAu3 cluster as AgAu3
has a higher fraction of Au atoms and also has a pair of electron in its HOMO. These
results agree with the theoretical calculations by Joshi et al., [26]
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Figure 6.4: Adsorption of O2 molecule on gas phase AgnAum clusters. The red circles
denote O atom. Rest of the color scheme is same as in Fig. 6.1.

Then we calculated the adsorption of CO molecule on gas phase AgnAum clusters
(shown in Fig. 6.5). Except for the Ag2Au2 and Ag3Au clusters, a COmolecule always
prefers to sit atop Au sites. For the AgAu dimer, a CO molecule prefers to adsorb
atop Au site with an adsorption energy 1.04 eV. Similarly, in case of the odd sized
clusters AgAu2 and Ag2Au, the CO molecule prefers to get adsorbed atop Au sites
with the adsorption energies 1.36 eV and 1.04 eV respectively. These results are in
agreement with Popolan et al., [216] For the four atom AgAu3, Ag2Au2 and Ag3Au
clusters, the CO molecules are adsorbed with adsorption energies of 0.57, 0.81 and
0.85 eV respectively. In case of AgAu3, CO prefers to get adsorbed at the Au site,
while in case of Ag2Au2 and Ag3Au clusters, it prefers to get adsorbed atop Ag site.

As discussed above, the silver 4d orbitals are located much deeper below the out-
ermost s orbitals in comparison to gold 5d orbitals. Thus silver 4d orbitals are unfa-
vorable for a π back donation necessary for the CO bonding. As a consequence, CO
molecule does not bind to Ag2 dimer [27], while it has a finite adsorption energy for
Au2 dimer. In line with this, the CO molecule prefers to get adsorbed atop Au sites for
AgnAum clusters. In fact, the highest adsorption energy for CO molecule is obtained
for the AgAu2 cluster, which is an odd sized cluster with higher number of Au atoms.
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Figure 6.5: Adsorption of CO molecule on gas phase AgnAum clusters. The yellow
colored circles denote C atoms. Rest of the color scheme is same as in Fig. 6.4.

As discussed above in L-H mechanism coadsorption of CO and O2 molecule is
the first step towards the oxidation reaction, which is unfavorable on pure Ag or Au
clusters at low temperature. In order to understand whether coadsorption is possible on
bimetallic clusters and whether the presence of both these molecules at the same time
will change their preference for the adsorption site(s), we have calculated simultaneous
binding of the CO and O2 molecules on AgnAum clusters.

For these calculations, we attached both molecules to various sites of the cluster
simultaneously, and optimized these structures to the nearest local minima. The opti-
mized lowest energy structures and adsorption energies are shown in Fig. 6.6. In case
of the AgAu dimer, O2 molecule prefers to get adsorbed atop Ag site and CO prefers to
bind atop Au site. Thus the distance between CO and O2 molecule is quite large as they
are at the two ends. The structure has a coadsorption energy of 1.20 eVwhich is 0.12 eV
smaller than the sum of adsorption energies of individual O2 and CO molecule. This
indicates that the coadsorption is less favorable than individual adsorptions. Similarly,
for the three atom AgAu2 and Ag2Au clusters, coadsorption follows the same trend
of individual adsorptions. In case of AgAu2, O2 prefers to bind to the Ag-Au bridge
site, while CO prefers to sit atop Au site. The structure has a coadsorption energy of
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Figure 6.6: Coadsorption of CO and O2 molecule on gas phase AgnAum clusters.

Ec
a = 2.26 eV, which is 0.02 eV smaller than the sum of the individual adsorption

energies of O2 and CO. In case of the Ag2Au cluster, O2 molecule is adsorbed to the
bridge site of Ag-Ag bond, while CO prefers to bind atop Au site. Their coadsorption
energyEc

a = 1.91 eV, which is∼ 0.3 eV smaller than the sum of the individual adsorp-
tion energies of CO and O2 molecules. For both the three atom clusters, CO and O2

prefer to bind at two opposite sites of the clusters (Fig. 6.6(b,c)). This results in a large
distance between the molecules and makes them unsuitable for the CO-oxidation.

After adsorption of CO and O2 molecules on AgAu3 cluster, the structure of the gas
phase cluster is deformed and the Au atoms of the cluster form a linear chain. The CO
molecule prefers to sit at one of the Au atoms, while O2 prefers to get adsorbed at the
Ag site as shown in Fig. 6.6(d). The structure has a coadsorption energy 0.61 eV, which
is 0.04 eV larger than the adsorption of the single CO molecule. As discussed above,
the single O2 molecule does not have any binding with this cluster. In this structure
(Fig. 6.6(d)), the minimum distance between CO and O2 molecule is 5.79 Å, which is
quite large for the oxidation reaction to proceed.

The ground state structures for CO and O2 coadsorption on Ag2Au2 and Ag3Au
clusters are very interesting, as shown in Fig. 6.6(e,f). For the first time we found that
CO and O2 molecules prefer to sit at the same site. In case of individual adsorption,
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Figure 6.7: TheMEP for the CO-oxidation by L-Hmechanism on Ag2Au2 cluster. The
blue circles represent the energy of each image on the elastic band. The plot has been
fitted by the spline interpolation.

both molecules prefer to sit atop Ag site (discussed above), while during coadsorption
both CO and O2 molecules prefer to get adsorbed at the Au site. In this structure the
bond elongation for O2 molecule is found to be quite large (O-O bond length=1.44Å ),
which implies the activation of the O-O bond. For Ag2Au2, the coadsorption energy
for CO and O2 molecules is 1.10 eV, which is 0.07 eV larger than the sum of the in-
dividual adsorption energies. Similarly, for Ag3Au cluster the coadsorption energy is
found to be 1.28 eV, which is 0.1 eV larger than the sum of the individual adsorption
energies. From all these facts, it seems that for both these clusters the coadsorption is
more favorable than the individual adsorptions and these clusters are better candidates
for the CO-oxidation reaction. In order to confirm this, we performed CINEB calcu-
lations and calculated the energy barrier in the formation of CO2 molecule. The MEP
for CO2 formation for Ag2Au2 and Ag3Au clusters is shown in Fig. 6.7 and Fig. 6.8
respectively. We found that for both these clusters, the rate determining step of the
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Figure 6.8: The MEP for the CO-oxidation by L-H mechanism on Ag3Au cluster. The
other descriptions of figure are same as in Fig. 6.7.

reaction is the O-O bond breaking. The energy barriers in CO2 formation for Ag2Au2
and Ag3Au clusters are 1.55 and 1.44 eV respectively. Such large energy barriers im-
ply that reaction will take place at very high temperature. Hence gas phase Ag2Au2
and Ag3Au clusters are not very ideal candidate for the CO-oxidation reaction. In case
of Ag3Au, the last image on the MEP form a complex (Fig. 6.8) structure. The com-
plete CO2 dissociation is further separated by an energy barrier, which we have not
determined.

6.4 Structure of AgnAum clusters supported over alu-
mina

So far, we found that coadsorption of CO and O2 molecules is feasible on gas phase
bimetallic clusters, but the barriers in the CO-oxidation reaction are rather large. As
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Figure 6.9: The ground state structures of AgnAum clusters supported over Al2O3 sur-
face.

discussed above, oxide supports play a vital role for CO-oxidation reactions performed
with gold nano-catalysts [22]. We want to understand how the bimetallic clusters sup-
ported over oxide surface influence the CO-oxidation reaction. For this we consid-
ered an Al2O3 (0001) surface, and determined the ground state structures of supported
AgnAum clusters as shown in Fig. 6.9. First, we will describe the ground state struc-
tures of supported AgnAum clusters,

AgAu cluster: In the lowest energy structure, the AgAu cluster prefers an orien-
tation in which the Ag atom is slightly bent towards the plane of the surface as shown
in Fig. 6.9 (a). Au atom prefers to sit over the Al1 site, while Ag atom stays above the
Al4 site of the surface. After deposition, the Au-Ag bond length elongates to 2.69 Å.
This structure has an adsorption energy of 1.80 eV, which is 0.39 eV and 0.62 eV larger
than the Au2 [227] and Ag2 [228] adsorption over alumina surface respectively. In this
structure, Au atom gains a charge of 0.53 e, while Ag atom lost a charge of 0.54 e.
A charge density difference (CDD) plot for this structure is shown in the Fig. 6.10(a).
The charge gain by Au atom is much larger than the gas phase case. The CDD plot
indicate that extra charge (in comparison to gas phase) on Au atom is received from the
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Figure 6.10: The charge density difference plot for AgnAum supported over Al2O3

surface. The red colored isosurface represent the excess of electronic charge while the
blue colored isosurfaces represent the lack of electronic charge density.

alumina substrate. Similarly Ag atom has transfered some of its charge to the substrate.
The maximum distortion of the surface was found for the aluminum atom bonded to
the Au atom. It was found to be 0.59Å away from its original position. We also found
an isomer structure in which both Ag and Au atoms are attached to the same Al1 site,
but the structure is 0.97 eV higher than the ground state structure.

AgAu2 cluster: In the ground state structure of supported AgAu2 cluster, it stays
parallel to the surface with an Ag atom slightly bent towards the Al3 site of the surface
(Fig. 6.9(b)). The AgAu2 cluster is distorted in such a way that both of its Au atoms
stay atop the Al1 sites of the surface. In gas phase the Au-Au distance was 2.75 Å, but
after deposition this bond length is elongated to 2.89 Å. The structure has an adsorp-
tion energy Ea = 1.99 eV. This is similar to the adsorption of Au3 cluster on Al2O3

surface [227], with two Au atoms adsorbed over two consecutive Al1 sites with an ad-
sorption energy 2.07 eV. For AgAu2, the maximum distortion of the surface was found
for the Al1 atom, which is bonded to one of the Au atoms of the cluster. It moved by
0.51 Å away from its original position. In this structure, the Au atoms gained a charge
of 0.66 e, while Ag atom lost a charge of 0.57 e. Thus overall there is a charge transfer
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of 0.09 e from the substrate to the cluster. The charge gained by Au atoms and lost
by Ag atom in supported case is much larger than that in the gas phase. The CDD
plot for this structure (shown in Fig. 6.10(b)) indicates that the extra change is gained
(transfer) from (to) the substrate. We also found an isomer in which AgAu2 cluster is
perpendicular to the alumina surface. This structure is 0.1 eV higher than the ground
state structure.

Ag2Au cluster: The ground state structure of Ag2Au cluster is shown in Fig. 6.9(c).
In this structure, the Ag2Au cluster prefers to stay perpendicular to the surface with the
Ag-Au side nearly parallel to the surface. Again the Au atom prefers to sit over the
Al1 site, while the Ag atom (which is close to the surface) stays above the Al3 site.
This is in contrast to the structure of Ag3 cluster over alumina [228], which is parallel
to the surface with two Ag atoms atop Al1 sites and the third on the top of Al4 site.
The Ag2Au cluster has an adsorption energy Ea = 1.79 eV, which is 0.17 eV smaller
than the adsorption of Ag3 cluster over alumina [228]. The charge gain by Au atom
is 0.51 e, while the charge lost by the Ag atom is 0.54 e. There is no charge transfer
from Ag atom which is away from the surface. Again the charge gained by Au atoms
and lost by Ag atom in this case is much larger than that in the gas phase case. The
maximum distortion was found for the aluminum Al1 atom bonded to Au atom, which
moved 0.59 Å away from its original position. We also found a high energy structure
in which Ag2Au is parallel to the surface. The isomer is only 11 meV higher than the
ground state structure.

AgAu3 cluster: The AgAu3 cluster prefers to stay parallel to the surface with two
of its Au atoms above the Al1 sites. After deposition cluster undergoes a structural
deformation and three Au atoms become linear and form a Y shaped configuration as
shown in Fig. 6.9(d). In gas phase, this linear isomer is 0.92 eV higher than the ground
state structure (Fig. 6.1(d)). This is similar to the adsorption of Y shaped Au4 cluster
over alumina [227], which was more favorable compare to the rhombus structure. The
supported AgAu3 cluster has an adsorption energy Ea = 1.47 eV, which is 0.77 eV
smaller than the adsorption of Au4 cluster over alumina surface. The total charge lost
by Ag atoms is 0.55 e, while the total charge gain by Au atoms is 0.61 e. The largest
distortion was found for an Al1 atom of the surface which is bonded to one of the Au
atoms of the cluster. It moved 0.50 Å away from its initial position.
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Ag2Au2 cluster : The ground state structure of supported Ag2Au2 cluster is shown
in Fig. 6.9(e). The cluster prefers to stay parallel to the surface with the Au atoms
above Al1 sites and the Ag atoms above the 3-fold oxygen hollow sites. The structure
has an adsorption energy of 2.46 eV. After deposition, the Au atoms gain a total charge
of 1.02 e, while the charge lost by the Ag atoms is 1.0 e.

Ag3Au cluster: Ag3Au cluster prefers a parallel orientation to the surface with
the Au atom above the Al1 site. Two of its Ag atoms prefer to stay above the 3-fold
oxygen hollow sites, while the last Ag atom sits atop the Al1 site. This is similar to
the adsorption of Ag4 cluster where two Ag atoms sit atop Al1 site, while the rest two
prefer to sit above the three fold hollow sites. For Ag3Au cluster, the Ag atom above
the Al1 site gains a charge of 0.24 e, while the other Ag atoms lose a charge of 0.85 e.
Au atom gains a charge of 0.54 e. Hence overall there is a charge transfer of 0.07 e
from the cluster to the surface. The structure has an adsorption energy 2.18 eV, which
is 0.18 eV larger than the adsorption of Ag4 cluster over alumina.

Similar to the gas phase case, in all these structures we found that Au atoms have
gained electronic charge and Ag atoms have lost their electronic charge. However,
quantitatively this charge transfer is much more larger in the supported case. From the
CDD plots, it is clear that the extra charge transfer is caused by the alumina substrate.
Hence the presence of support has increased the ionic character in AgnAum clusters.

6.4.1 Absorption of O2 molecule on supported AgnAum clusters

In this section, wewill discuss adsorption ofO2molecule on alumina supportedAgnAum
clusters, and compare them with the gas phase case. In case of the supported AgAu
cluster, an O2 molecule prefers to get adsorbed at the Ag site (Fig. 6.11(a)). This struc-
ture has an adsorption energy 0.16 eV, which is smaller than O2 adsorption energy on
the gas phase AgAu cluster. Deposition of AgAu cluster over alumina surface does not
bring any advantage to the O2 activation, as O2 bond length is marginally elongated by
0.01 Å from its gas phase value.

In case of supported AgAu2 cluster, an O2 molecule has an adsorption energy of
Ea = 0.52 eV, which is 0.40 eV smaller than the O2 adsorption energy on AgAu2 in
gas phase. In this case an O2 molecule prefers to sit at Au site (Fig. 6.11(b)), which is
contrary to the adsorption of O2 on gas phase AgAu2 cluster, where O2 prefers to sit at
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Figure 6.11: Adsorption of O2 molecule on AgnAum clusters supported over Al2O3

surface.

Ag-Au bridge site. After deposition O2 bond length elongates marginally by 0.05 Å,
indicating no activation of the O-O bond.

In case of supported Ag2Au cluster, the adsorption of O2 molecule gives Ea =

1.67 eV. In its lowest energy structure one of the O atoms is bonded to the Ag atom,
while other O atom is bonded to the Al1 site of the surface as shown in Fig. 6.11(c).
The adsorption energy of O2 on the supported Ag2Au is 0.5 eV larger than the gas
phase Ag2Au. Also, the O-O length is elongated to 1.35 Å after adsorption. This is
one of the example where alumina surface plays a major role in the activation of O2

molecule. In addition, adsorption of O2 distorts the perpendicular structure of Ag2Au
cluster and it becomes parallel to the alumina surface.

For supported AgAu3, O2 has an adsorption energy Ea = 0.47 eV, while on gas
phase AgAu3, O2 did not show any binding. In the lowest energy structure, one of
the O atoms binds to the Au site, while other prefers to stay above the Al1 site of the
surface. The O2 bond length is increased to 1.32 Å. For supported Ag2Au2 cluster, the
adsorption energy of O2molecule is found to be very small,Ea = 0.04 eV. Also, we did
not find any significant change in the O-O bond length. For O2 adsorption on supported
Ag3Au cluster, alumina surface plays amajor role. One of the O atom sits at Ag atom of
the cluster, while other stays above the Al1 site of the surface. After adsorption, the O2

bond length is elongated by 0.09 Å. On the basis of the above results it is inferred that
supported Ag2Au, AgAu3 and Ag3Au clusters can be potential candidates for oxidative

149



�����
�
�����	
��� ����

�
���������� �����

�
������	���

�����
�
���������������

�
���������� �����

�
����������

���
�

���
�

����

�������
�

����

Figure 6.12: Adsorption of CO molecule on AgnAum clusters supported over Al2O3

surface.

catalysis.

6.4.2 Adsorption of CO molecule on supported AgnAum clusters

In this section, wewill study adsorption of COmolecule over alumina supportedAgnAum
clusters and compare them to the gas phase case. In case of supported AgAu cluster, a
CO molecule prefers to sit at Ag site (Fig. 6.12(a)), which is contrary to the gas phase
case where CO prefers to sit atop Au site. The structure has Ea = 0.72 eV, which is
0.32 eV smaller than the CO adsorption on the gas phase AgAu. For supported AgAu2
cluster, a CO molecule prefers to sit atop Au site near to surface (Fig. 6.12(b)). The
structure has an adsorption energy Ea = 0.83 eV, which is 0.53 eV smaller the Ea of
CO on the gas phase AgAu2. CO adsorption deforms the structure of the supported
AgAu2 cluster, as one of the Au atoms (which is bonded to CO) moves away from the
alumina surface and relaxes to a structure shown in Fig. 6.12(b). In case of supported
Ag2Au cluster, CO molecule prefers to get adsorbed at the Au site near to the surface
with an Ea = 0.67 eV (Fig. 6.12(c)). This is 0.37 eV smaller than the adsorption on
gas phase Ag2Au. Unlike the O2 adsorption, supported Ag2Au cluster did not lose its
perpendicular structure after CO deposition.

For supported AgAu3 cluster, CO adsorption significantly distorts the structure of
the supported bimetallic cluster and three of its Au atoms become linear on the surface
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Figure 6.13: Coadsorption of CO and O2 molecule on AgnAum clusters supported over
Al2O3 surface.

(Fig. 6.12(d)). A similar behavior was seen in case of gas phase AgAu3 cluster. Also,
this is the only case where adsorption energy of CO molecule is larger than that on the
gas phase cluster. Here, the adsorption energy is 1.05 eV, which is 0.48 eV larger than
the gas phase adsorption. For the supported Ag2Au2 cluster, COmolecule prefers to sit
on an Ag site (Fig. 6.12(e)) with an adsorption energy Ea = 0.55 eV. This is 0.26 eV
smaller than the gas phase case. Similarly, in the case of Ag3Au cluster, a COmolecule
prefers to sit on Ag site (shown in Fig. 6.12(f)), which has also been seen in the gas
phase adsorption. The CO adsorption energy is found to be Ea = 0.55 eV, which is
0.30 eV smaller than the gas phase adsorption energy.

6.4.3 Coadsorption ofCOandO2molecule over supportedAgnAum
clusters

In this section we will discuss coadsorption of CO and O2 molecules on alumina sup-
ported AgnAum clusters and examine whether oxide support changes the preference for
various adsorption sites in comparison to the gas phase case. As discussed above, in
case of individual adsorption on the supportedAgAu cluster, both CO andO2molecules
prefer the Ag site. In coadsorption, CO molecule is adsorbed at the Ag site, while O2

molecule occupies the Al1 site of the surface (Fig. 6.13(a)). This is very different than
the gas phase case, where both CO andO2 occupy two ends of the gas phase AgAu clus-
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ter (Fig. 6.6(a)). This is a good indication that now CO and O2 molecules are closer
in comparison to the gas phase case. However the distance between them is still quite
large (3.85 Å) and not suitable for the reaction to proceed. In addition, O2 bond length
is only elongated by 0.04 Å, which suggests a low activation of the O-O bond. The
coadsorption energy for CO and O2 molecule is 0.99 eV, which is 0.11 eV larger than
the sum of individual adsorption energies of CO and O2 molecules on supported AgAu
cluster. This suggest that coadsorption is more favorable.

In case of gas phase AgAu2 cluster, both CO and O2 prefer to sit at two corners of
the cluster (Fig. 6.6(b)). However, on supported AgAu2 cluster, CO prefers to sit at one
of the Au atoms and O2 prefers to sit on the alumina surface (Al1 site) near to cluster
(Fig. 6.13(b)). The structure is very interesting as O2 bond is elongated to 1.33 Å.
Both molecules are adsorbed such that the distance between CO and O2 molecule is
reasonably small (2.06 Å). The structure has an adsorption energy of 2.28 eV, which is
0.93 eV larger than the sum of individual Ea of CO and O2 molecules. This indicates
that coadsorption is more favorable than the individual adsorption.

Similarly, for supported Ag2Au cluster, both CO and O2 prefer to sit next to each
other (Fig. 6.13(c)). A CO molecule prefers to sit atop Au site, while an O2 molecule
prefers to sit on the surface Al1 site (the Au-O distance is 2.37 Å). The structure has a
coadsorption energyEa = 1.27 eV, which is 1.07 eV smaller than the sum of individual
energies of CO and O2 molecules. This suggests that the coadsorption is less favorable
than the individual adsorption. After adsorption, the O2 bond length is elongated by
0.11 Å. The CO and O2 molecules are 3 Å apart in the optimized structure, which
seems to be promising for the oxidation reaction. In case of supported AgAu3 cluster,
the coadsorption energy is found to be 1.77 eV, which is 0.25 eV larger than the sum of
the individual adsorption. This indicates that the coadsorption is more favorable. After
adsorption the bond length of O2 has elongated by 0.15 Å. The CO and O2 molecules
prefer to sit at two Au atoms of the cluster and the distance between these two is 5.22Å.
Due to the large CO· · ·O2 distance, the structure is not very promising for the CO-
oxidation reaction.

For supported Ag2Au2 cluster, CO and O2 molecules prefer to sit at two corners of
the cluster, which is not beneficial for the CO-oxidation reaction. The structure has a
coadsorption energy ofEa = 0.60 eV, which is comparable to the sum of the individual
CO and O2 adsorption energies. For the Ag3Au cluster, the CO molecule prefers to sit
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atop Au site and the O2 molecule prefer to sit near the Al1 site of the surface. The
structure has a coadsorption energy of Ea = 0.78 eV, which is 0.38 eV smaller than
the sum of individual adsorption. This indicates that the coadsorption is not favorable
in this case. In addition, distance between CO and O2 is 3.88 Å. Hence the alumina
supported Ag3Au cluster is not suitable for the CO-oxidation.

6.5 Conclusions

We found that only AgAu2 cluster supported over alumina is a suitable candidate for
the coadsorption of the CO and O2 molecules and reaction can proceed through the L-H
mechanism. Also, in the case of coadsorption on supported AgAu3, the O2 bond length
is quite large 1.38 Å. This was not found in case of single O2 adsorption. However the
coadsorbed CO is quite far from the activated O2 molecule and clearly L-H mechanism
is not possible. Since O2 bond is already activated, the presence of second COmolecule
may change the scenario. In the presence of second CO, the reaction can proceed
through E-R mechanism.

In case of a single O2 adsorption on supported Ag2Au cluster (Fig: 6.11(c)), there is
significant activation of the O2 molecule (bond length 1.35 Å). However coadsorption
is not favorable for this clusters and hence L-H mechanism is not favorable. Other
possible pathway for the reaction is E-R mechanism, where the gas phase COmolecule
can react with adsorbed O2 molecule. These are some of plans of our future project.

All these results indicate that there is no odd-even behavior in the reactivity of sup-
ported clusters. Each bimetallic cluster behaves in a different manner. Definitely, sup-
ported bimetallic clusters have more advantages than the gas-phase cluster. Firstly, the
presence of the substrate increases the ionicity between Ag and Au atoms in the cluster.
Secondly, the substrate actively participate in the oxidation reaction and increases the
surface area of the catalyst. However, to have a complete picture, we need to calcu-
late the energy barriers in CO-oxidation on the supported clusters, which require large
computational resources and significant computational time. These are some of the
aspects which we will look in near future.
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CHAPTER7
Future prospects

7.1 Introduction

In this thesis, we have studied the structural and electronic properties of various sub-
strate supported clusters. We found that Agn clusters have weak binding with graphite
and their bonding is mainly dominated by the van der Waals forces. We have also
shown that amagnetic superatomFeCa8 can retain its structure over h-BN and graphene
as they interact through the van derWaals forces. Furthermore, we studied the catalytic
properties of alumina supported AgnAum (n + m = 2 − 4) clusters. In this chapter,
we present some possible future direction which can be of importance to enhance our
understanding of these particular systems and substrate supported clusters in general.

7.2 High energy deposition of silver clusters on a clean
graphite surface

So far we have focused on the low energy deposition regime, where the gas phase
properties of clusters are preserved after deposition and there is not much damage to
the substrate. However, at medium and high energy depositions, there will be a sub-
stantial change in the cluster properties and they will be pinned to the substrate. For
example, Carroll et al., [230] deposited size selected Ag+n (n = 50−200) clusters over
graphite surface at room temperature with impact energy in the range of 250−2500 eV.
They find that clusters are pinned to the surface when the impact energy exceeds a crit-
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Figure 7.1: Schematic view of a three-faced pleat. The faces are terminated by sharp
bends. The two outer borders of the pleat are concave and two inner borders between
the faces are convex.

ical value, which is proportional to the cluster size. This prevents the lateral diffusion
of the clusters even at room temperature. The MD simulations were performed classi-
cally by modeling the system through pair-potentials. However, in our experience, the
pair-potentials are not sufficient to capture the van der Waals interaction between Ag
clusters and graphite. Therefore, it would be of great interest to perform ab-initioMD
simulations to understand the microscopics of the system. It would be interesting to
understand the defect formation into the layers of graphite and the formation the silver
thin film over the substrate. What are the parameters which determine the critical value
of impact energy for pinning of a cluster other than the cluster size? How does this de-
pends on the temperature? It would also be interesting to determine the structure of the
deposited Ag thin films, grown through medium and high energy cluster deposition.

7.3 Silver clusters over a bent graphite substrate

In an experimental study Schmidt et al., [182] deposited Ag clusters of mean diame-
ter ∼ 3 nm on a graphite surface with point defects, steps and pleats (bents) at room
temperature. The pleats consisting of three faces exhibit two concavely curved outer
borders and two convexly curved inner borders between the three faces as shown in
Fig. 7.1. From the SEM and AFM experiments, they found that the clusters can be
trapped in the concavely curved borders of the pleats. However, clusters stay mobile
along direction of the pleats. The outer faces of the pleats are found to be almost free
of silver islands. Clusters that fall on them are soon trapped by the attractive outer
borders of the pleats. The convex bends were found to be repulsive in nature and they
hinder the diffusion of clusters towards the attractive outer borders from the top face of
the pleat. Their observations suggested that silver clusters are attracted by the concave
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bends and repelled by convex ones. However, the microscopic understanding of why
these two bends behave in this manner, was missing. Detailed theoretical calculations
are required to answer these questions.

7.4 Real space studies of FeCa8 on graphite

As discussed in chapter 5, magnetic moment of FeCa8 superatoms on graphene in-
teract through the long range oscillatory RKKY interactions, in addition to the direct
exchange. The RKKY interaction on graphene can be very long ranged, extending up
to 50 Å [207]. The simulation of an isolated FeCa8 over graphene using plane wave ba-
sis set would require periodic boundary conditions, which need 50Å× 50Å graphene
sheet in each direction. This is practically impossible with the current computational
resources. However, one can use real space implementations of DFT, which does not
require periodic boundary conditions. In this way one can study the properties of iso-
lated FeCa8 over a graphene sheet, and (FeCa8)2 dimers.

7.5 Catalytic studies of water gas shift reaction

Hydrogen is a potential solution for the present day energy needs. Presently hydrogen
supply is mainly produced via reforming of hydrocarbons (oils or natural gas). The
reformed fuel contains high concentration of CO, which degrades the performance of
the electrodes. Another purification is required which is achieved by the water gas shift
reaction.

H2O+ CO ⇌ CO2 + H2.

Usually gold or platinum are found to be good catalysts for this reaction. As discussed
in chapter 6, small positively charged gold clusters are known to strongly bind carbon
monoxide which prevents the coadsorption of many other ligands. In this reaction the
coadsorption of CO and H2O on the catalyst is the first reaction step, which is followed
by activation of the ligands and the subsequent production of the CO2 and H2. It has
been found that gas phase bimetallic AgAu clusters can coadsorb both H2O and CO
molecule [231]. We are interested in understanding the mechanism of this reaction on
the oxide (Al2O3, TiO2) supported bimetallic AgAu clusters. As discussed in chapter 6,
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the oxide support increases the polarity of the Ag and Au atoms in AgAu clusters.
We believe that this increased polarity will further enhance the catalytic reactivity of
bimetallic AgAu cluster for water gas shift reaction.
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APPENDIXA
Adsorption of small Agn clusters over

clean graphite substrate

Figure A.1: Structure, bond lengths, and energies (relative to the ground state isomers)
of gas phase Agn clusters as found in our global search methods using L(S)DA.
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Figure A.2: Structure, bond lengths, and energies (relative to the ground state isomers)
of gas phase Agn clusters in DFT-D2.
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Figure A.3: Structure, bond lengths, and energies (relative to the ground state isomers)
of gas phase Agn clusters in DFT-D2.
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APPENDIXB
Study of small Agn clusters on stepped

graphite surface
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Figure B.1: Energy barrier for the diffusion of a silver adatom along the step edge of
graphite.
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APPENDIXC
Finding the right support for deposition

and self assembly of magnetic superatoms

Figure C.1: Adsorption sites of Alumina and Calcium surface. Top panel: alumina
surface (top and side views). Lower panel: calcium surface (top and side views). Dif-
ferent layers are represented with different colors.
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Figure C.2: Partial charge density of 2D states of h-BN supported FeCa8 cluster.

Figure C.3: Considering the two FeCa8 units are in the ground state over substrate and
diffusing towards each other, we can guess two possible structures of a dimer, (a) each
atom of triangular face is connected to only one atom of the other triangular face, and
(b) one atom of each triangular face is connected to two atoms of the other triangular
face .
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Figure C.4: Dimer of FeCa8 deposited over h-BN sheet using vdW-DF2 deposited at
a distance of 8.5 Å.
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APPENDIXD
CO oxidation on Al2O3 supported

AgnAum model catalysts
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Figure D.1: A schematic diagram for the energy eigen states for Ag4, Ag3Au, Ag2Au2,
AgAu3, and Au4 (from left) clusters respectively. The color scheme and labeling is
same as in Fig. 6.2.
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