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Synopsis

This thesis explores ways in which quantum channels and correlations (of both classical

and quantum types) manifest themselves, and also studies the interplay between these two

aspects in various physical settings. Quantum channels represent all possible evolutions

of states, including measurements, allowed by quantum mechanics, while correlations are

intrinsic (nonlocal) properties of composite systems.

Given a quantum system with Hilbert spaceHS, states of this system are operatorsρ that

satisfyρ = ρ†, ρ ≥ 0, and Trρ = 1. The set of all such operators (density matrices)

constitute the (convex) state spaceΛ(HS). ObservableŝO are hermitian operators acting

onHS. Let the spectral resolution of̂O be Ô =
∑

j λ jPj. WhenÔ is measured, thej th

outcome corresponding to measurement operatorPj (projection) occurs with probability

pj = Tr(ρPj). One obtains a more general measurement scheme called POVM(positive

operator valued measurement) when the projective measurement elementsPj are replaced

by positive operatorsΠ j with
∑

j Π j = 11, and the probabilities of outcomes are obtained

in a similar manner :pj = Tr(ρΠ j).

If a system is isolated, then its dynamics is governed by the unitary Schrödinger evolution.

A unitary operatorU effects the following transformationρ → ρ
′
= U ρU†, ρ andρ

′ ∈

Λ(HS). But if the system is in interaction with its environment, then the evolutions of the

system of interest resulting from unitary evolutions of thecomposite are more general,

but nevertheless described by linear maps acting on the state space, directly rather than

throughHS.
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LetΦ be a linear map that acts on states of the system. An obvious necessary requirement

for Φ to be a valid evolution is that it takes states to states. We call a map that satisfies

this condition as apositive map, i.e.,

Φ is positive⇔ Φ(ρS) = ρ
′

S ∈ Λ(HS), i.e., Φ (Λ(HS)) ⊂ Λ(HS). (1)

It turns out that not all positive maps are physical evolutions. For positive maps to be

physical evolutions, there is a further requirement to be met.

Let us consider a composite system in which the system is appended with an arbitrary

ancilla or reservoirR. The Hilbert space of the composite system isHS ⊗ HR, a tensor

product of the individual subsystem Hilbert spaces. Let us denote the state space of this

composite system byΛ(HS ⊗HR).

It is both reasonable and necessary to require that local action ofΦ takes states of the joint

system also to states. In other words

(Φ ⊗ 11)[ρS R] = ρ
′

S R∈ Λ(HS ⊗HR),

i.e., [Φ ⊗ 11](Λ(HS ⊗HR)) ⊂ Λ(HS ⊗HR). (2)

A positive mapΦ that satisfies Eq. (2), is known as acompletely positive(CP) trace-

preserving (TP) map or aquantum channel.

It is known that every CP map can be realised in the following way. First, the systems

states are elevated to product states on a larger Hilbert space (system+ environment),

with a fixed state of the environment :ρS → ρS ⊗ ρR, ρR fixed. Then the product states

are evolved by a joint unitary evolution, and finally the environment degrees of freedom

are traced out to give the evolved system states. It turns outthat this provides a suitable

framework for the description of open quantum systems.

An intrinsic property of composite systems that is of much importance is correlations be-
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tween subsystems. One important aspect has been to segregate the classical and quantum

contents of correlations. To this end, various measures andmethods have been proposed.

Entanglement has been the most popular of these correlations owing to its inherent ad-

vantages in performing quantum computation and communication tasks [1] and has been

studied over the last few decades. But there are other correlations that are motivated from

an information-theoretic or measurement perspective, which try to capture this classical-

quantum boundary [2]. These include quantum discord, classical correlation, measure-

ment induced disturbance, quantum deficit, and geometric variants of these measures.

Of these, quantum discord and classical correlation have received enormous attention in

recent years.

Let us now consider a bipartite system with Hilbert spaceHS ⊗ HS, where the two sub-

system Hilbert spaces have been taken to be identical for simplicity. A pure bipartite

state is said to be separable if it can be written as a (tensor)product of states of the in-

dividual subsystems. Else, the pure state is said to be entangled. While, a mixed state

ρAB ∈ Λ(HS ⊗ HS) is said to separable if it can be written as a convex combination of

product states, i.e.,

ρAB =
∑

j

pj ρ
A
j ⊗ ρB

j . (3)

A state that cannot be written in this form is called an entangled state. The set of sep-

arable states form a convex subset of the bipartite state space. The qualitative detection

and quantitative estimation of entanglement have proved tobe non-trivial. To this end,

there have been many approaches that include Bell-type inequalities, entanglement wit-

nesses, entropy based measures, distance (geometry) basedmeasures, and criteria based

on positive maps that are not completely positive.

Quantum discord is a ‘beyond-entanglement’ quantum correlation, since there exist sep-

arable states which return a non-zero value of quantum discord. A recent avenue has been

to try and find advantages of these correlations, both in the theoretical and experimen-
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tal domain, in respect of information precessing tasks. Forexample, some interesting

applications of quantum discord in quantum computation, state merging, remote state

preparation, and entanglement distillation have been reported.

We may motivate the definition of quantum discord by first looking at the classical setting.

Given a probability distributionp(x, y) in two variables, the mutual informationI (x, y) is

defined as

I (x, y) = H(x) − H(x|y), (4)

whereH(·) stands for the Shannon entropyH(x) = −∑
x p(x) Log[p(x)] andH(x|y) is the

conditional entropy. Using Bayes rule we are lead to an equivalent expression for mutual

information :

I (x, y) = H(x) + H(y) − H(x, y). (5)

The second expression (5) for mutual information naturally generalises to the quantum

setting when the bipartite probability distribution is replaced by a bipartite stateρAB and

the Shannon entropyH(·) by the von Neumann entropyS(·) of quantum states, and we

have

I (ρAB) = S(ρA) + S(ρB) − S(ρAB). (6)

But the first expression (4) for classical mutual information doesnot possess a straight-

forward generalization to the quantum case. In the quantum case, the conditional entropy

is defined with respect to a measurement, where the measurement is performed on one of

the subsystems, say subsystem B. Let us consider a POVMΠB = {ΠB
j } whereΠB

j ≥ 0 and
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∑
j Π

B
j = 11. Then the conditional entropy post measurement is given by

SA =
∑

j

pj S(ρA
j ), (7)

where the probabilities and states post measurement are given by

pj = Tr (ΠB
j ρAB),

ρA
j = p−1

j TrB(ΠB
j ρAB). (8)

Let us denote bySA
min the minimum ofSA over all measurements or POVM’s. The differ-

ence between these two classically equivalent expressions(optimized over all measure-

ments) is called quantum discordD(ρAB) :

D(ρAB) = I (ρAB) −
[
S(ρA) − SA

min

]
,

= S(ρB) − S(ρAB) + SA
min. (9)

The quantityC(ρAB) = S(ρA) − SA
min is defined as theclassical correlation. Thus, the

mutual information which is supposed to capture the total correlation of a bipartite state

is broken down into quantum discord, that captures the quantum correlations, and classical

correlationC(ρAB).

It is the interplay between correlations of bipartite states and their evolution through quan-

tum channels that is the unifying theme of this thesis. We explore some aspects of this

interplay in the different chapters. There are four broad topics that are coveredin this

thesis :

• Initial bipartite correlations and induced subsystem dynamics : Does initial cor-

relation of the system-bath states provide a generalization of the folklore product

realization of CP maps?

• A geometric approach to computation of quantum discord for two-qubitX-states.
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• Robustness of nonGaussian vs Gaussian entanglement againstnoise : We demon-

strate simple examples of nonGaussian states whose entanglement survives longer

that Gaussian entanglement under noisy channels

• Is nonclassicality breaking the same thing as entanglementbreaking? The answer

is shown to be in the affirmative for bosonic Gaussian channels.

In Chapter 1, we provide a basic introduction to the concepts that are used in the thesis. In

addition to setting up the notations, this Chapter helps to render the thesis reasonably self-

contained. We describe the properties of bipartite correlations of interest to us, namely,

classical correlation, quantum discord, and entanglement.

We briefly describe the notion of quantum channels. We discuss in some detail the three

well-established representations of CP maps [3]. These are the operator-sum representa-

tion, the unitary representation, and the Choi-Jamiolkowski isomorphism between bipar-

tite states and channels. We indicate how one can go from one representation to another.

We also indicate an operational way to check as to when a positive map be can called a

CP map. We list some properties of channels and indicate when achannel is unital, dual,

extremal, entanglement breaking, bistochastic, and so on.

We then move on to a discussion of states and channels in the continuous variable setting,

in particular the Gaussian case. Here, we begin by recapitulating the properties of Gaus-

sian states. The phase space picture in terms of quasiprobability distributions is outlined

and some basic aspects of the symplectic structure is recalled. We will be mainly con-

cerned with the Wigner distribution and its associated characteristic function. Gaussian

states are completely described in terms of the variance matrices and means. For these

states, we describe the uncertainty principle, the canonical form of the variance matrix,

Simon’s criterion for detecting entanglement of two-mode Gaussian states, and a descrip-

tion of the more commonly used Gaussian states like the vacuum state, thermal state,

squeezed state, and coherent state.
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Then we proceed to a discussion of single-mode Bosonic Gaussian channels. These are

trace-preserving completely positive maps that take inputGaussian states to Gaussian

states at the output. These channels play a fundamental rolein continuous variable quan-

tum information theory. We discuss their phase space description, the CP condition, and

enumeration of their canonical forms.

In the standard classification, Bosonic Gaussian channels group themselves into five broad

classes. Namely, the attenuator, amplifier, phase conjugation, singular channels and, fi-

nally, the classical noise channels. We then briefly describe the operator-sum representa-

tion [4] for all single-mode Gaussian channels.

Of particular importance to us is the analysis of quantum-limited channels. Quantum-

limited channels are channels that saturate the CP conditionand hence do not contain

extra additive classical noise over and above the minimum demanded by the uncertainty

principle. We emphasise the fact that noisy channels can be factored as product of a pair

of noiseless or quantum-limited channels. The action in theFock basis is brought out.

The attenuator channel and the amplifier channel are of particular interest to us, and so we

bring out some of its properties including the semigroup structure of the amplifier and the

attenuator families of quantum-limited channels. The noisy versions of these channels can

be easily obtained by composition of a pair of quantum-limited channels; this is explicitly

shown for all channels and tabulated. In particular, we obtain a discrete operator-sum

representation for the classical noise channel which may becontrasted with the familiar

one in terms of a continuum of Weyl displacement operators. These representations lead

to an interesting application which is pursued in Chapter 4. This Introductory chapter

renders the passage to the main results of the thesis in subsequent chapters smooth.

In Chapter 2 we consider the dynamics of a system that is in interaction with an environ-

ment, or in other words, the dynamics of an open quantum system.

Dynamics of open quantum systems is fundamental to the studyof any realistic or prac-
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tical application of quantum systems. Hence, there has beena rapidly growing interest

in the understanding of various properties related to open quantum systems like its real-

ization, control, and the role played by the noise in such dissipative systems, both in the

theoretical and experimental domain. These studies have been motivated by applications

to quantum computing, laser cooling, quantum reservoir engineering, managing decoher-

ence, and also to other fields like chemical reactions and energy transfer in molecules.

Here we study the induced dynamics of a system viewed as part of a larger composite

system, when the system plus environment undergoes a unitary evolution. Specifically,

we explore the effect of initial system-bath correlations on complete positivity of the

reduced dynamics.

Traditional (Folklore) Scheme: In the folklore scheme, initial system statesρS are el-

evated to product states of the composite, for afixedfiducial bath stateρ fid
B , through the

assignment mapρS → ρS ⊗ ρ fid
B . These uncorrelated system-bath states are evolved under

a joint unitaryUS B(t) to US B(t) ρS ⊗ ρ fid
B US B(t)† and, finally, the bath degrees of freedom

are traced out to obtain the time-evolved states of the system of interest :

ρS → ρS(t) = TrB

[
USB(t) ρS⊗ ρ fid

B USB(t)†
]
. (10)

The resulting quantum dynamical process (QDP)ρS → ρS(t), parametrized byρ fid
B and

US B(t), is completely positive by construction.

Currently, however, the issue of system-bath initial correlations potentially affecting the

reduced dynamics of the system has been attracting considerable interest. A specific,

carefully detailed, and precise formulation of the issue ofinitial system-bath correlations

possibly influencing the reduced dynamics was presented notlong ago by Shabani and

Lidar (SL) [5].

Shabani-Lidar scheme: In sharp contrast to the folklore scheme, there is no assignment

map in the SL scheme. The distinguished bath stateρ fid
B is replaced by a collectionΩS Bof
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(possibly correlated) system-bath initial statesρS B(0). The dynamics gets defined through

ρS B(0)→ ρS B(t) = US B(t) ρS B(0)US B(t)
†, (11)

for all ρS B(0) ∈ ΩS B. With reduced system statesρS(0) andρS(t) defined through the

imaging or projection mapρS(0) = TrB ρSB(0) andρS(t) = TrB

[
USB(t) ρSB(0) USB(t)†

]
,

this unitary dynamics of the composite induces on the systemthe QDPρS(0)→ ρS(t).

Whether the SL QDP so described is well-defined and completelypositive is clearly an

issue answered solely by the nature of the collectionΩS B. It is evident that the folklore

scheme obtains as a special case of the SL scheme. This generalized formulation of QDP

allows SL to transcribe the fundamental issue to this question: What are the necessary

and sufficient conditions on the collection of initial states so thatthe induced QDP is

guaranteed to be CPfor all joint unitaries?

Motivated by the work of Rodriguez-Rosario et al. [6], SL advance the following resolu-

tion to this issue:The QDP is CP for all joint unitaries if and only if the quantum discord

vanishes for all initial system-bath states∈ ΩS B , i.e., if and only if the initial system-bath

correlations are purely classical. The SL theorem has come to be counted among the

more important recent results of quantum information theory, and it is paraded by many

authors as one of the major achievements of quantum discord.Meanwhile, the very recent

work of Brodutch et al. [7], contests the claim of SL and asserts that vanishing quantum

discord is sufficient but not necessary condition for complete positivity.

Our entire analysis in Chapter 2 rests on two, almost obvious,necessary properties of the

set of initial system-bath statesΩS B so that the resulting SL QDP would be well defined.

Property 1: No stateρS(0) can have two (or more) pre-images inΩS B.

Property 2: While every system state need not have a pre-imageactually enumeratedin

ΩS B, the set ofρS(0)’s having pre-image inΩS B should be sufficiently large, such that the

QDP can be extended by linearity to all states of the system, i.e., to the full state space of

9



the system.

Using these two requirements, we prove thatboth the SL theorem and the assertion of

Brodutch et al. are too strong to be tenable. We labour to point out that rather than

viewing this result as a negative verdict of the SL theorem, it is more constructive to view

our result as demonstrating a kind of robustness of the traditional scheme.

In Chapter 3 we undertake a comprehensive analysis of the problem of computation of

correlations in two-qubit systems, especially the so-calledX-states which have come to be

accorded a distinguished status in this regard. Our approach exploits the very geometric

nature of the problem, and clarifies some issues regarding computation of correlations in

X-states. It may be emphasised that the geometric methods used here have been the basic

tools of (classical) polarization optics for a very long time, and involve constructs like

Stokes vectors, Poincaré sphere, and Mueller matrix [8].

As noted earlier, the expressions for quantum discord and classical correlation are

D(ρAB) = S(ρB) − S(ρAB) + SA
min,

C(ρAB) = S(ρA) − SA
min. (12)

It is seen that the only term that requires an optimization isthe conditional entropy post

measurement,SA
min. Given a composite stateρAB, the other entropic quantities are imme-

diately evaluated. Central to the simplicity and comprehensiveness of our analysis is the

recognition that computation ofSA
min for two-qubitX-states is aone-parameter optimiza-

tion problem, much against the impression given by a large section of the literature.

Our analysis begins by placing in context the use of the Mueller-Stokes formalism for

estimatingSA
min. Given a two-qubit stateρAB, it can always be written as

ρAB =
1
4

3∑

a,b=0

Mabσa ⊗ σ∗b, (13)
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the associated 4× 4 matrixM being real;σ1, σ2, σ3 are the Pauli matrices andσ0 equals

the unit matrix. Writing a POVM element on the B side asK = 1
2

∑
a Saσa, the output

state of A post measurement is obtained as the action ofM on the input Stokes vectorSin

corresponding to the POVM element. This may be compactly expressed as

Sout = MSin (14)

and has a form analogous to the input-output relation in polarization optics. In view of

this analogy, we may callM the Mueller matrix associated with ˆρAB. In generalM need

not correspond to a trace-preserving map, since the conditional output states need not be

normalized. So they need to be normalised for calculating the conditional entropy. The

manifold of these normalized conditional states is an ellipsoid, a convex subset of the

Poincaré sphere, completely parametrised by the local unitarily invariant part of theM

matrix and, thereby, the local unitarily invariant part of the bipartite stateρAB. The bound-

ary of this output ellipsoid corresponds to the images of allpossible rank-one POVM’s or

light-like Sin.

While this geometric picture a two-qubit state being fully captured by its Mueller matrix—

or equivalently by this output ellipsoid—applies to every two-qubit state,X-states are dis-

tinguished by the fact that the centreC of the output ellipsoid, the originO of the Poincaré

sphere andI , the image of maximally mixed inputSin = (1,0,0,0)T are all collinear and

lie on one and the same principal axis of the ellipsoid.

One realizes that the Mueller matrix of anyX-state can, by local unitaries, be brought to a

canonical form wherein the only nonvanishing off-diagonal elements arem03 andm30, and

thusX-states form, in the canonical form, a five parameter family with m11, m22, m33, m30,

andm03 as the canonical parameters (m00 = Tr ρAB = 1 identically). With this realization

our entire analysis in Chapter 3 is geometric in flavour and content. The principle results

of the Chapter may be summarized as follows :
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• All X-states of vanishing discord are fully enumerated and contrasted with earlier

results.

• Computation of quantum discord ofX-states is proved to be an optimization prob-

lem in one real variable.

• It is shown that the optimal POVM never requires more that three elements.

• In the manifold ofX-states, the boundary between states requiring three elements

for optimal POVM and those requiring just two is fully detailed.

It may be stressed that our analysis in this Chapter is from first principles. It is compre-

hensive and geometric in nature. Our approach not only reproduces and unifies all known

results in respect ofX-states, but also brings out entirely new insights.

In Chapter 4 we explore the connection between bipartite entanglement and local action

of noisy channels in the context of continuous variable systems. Quantum entanglement in

continuous variable systems has proved to be a valuable resource in quantum information

processes like teleportation, cloning, dense coding, quantum cryptography, and quantum

computation.

These early developments in quantum information technology involving continuous vari-

able (CV) systems largely concentrated on Gaussian states and Gaussian operations, mainly

due to their experimental viability within the current optical technology. The symplectic

group of linear canonical transformations is available as ahandy and powerful tool in this

Gaussian scenario, leading to an elegant classification of permissible Gaussian processes

or channels.

However, the fact that states in the nonGaussian sector could offer advantage for several

quantum information tasks has resulted more recently in considerable interest in non-

Gaussian states, both experimental and theoretical. The use of nonGaussian resources

for teleportation, entanglement distillation, and its usein quantum networks have been
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studied. So there has been interest to explore the essentialdifferences between Gaussian

states and nonGaussian states as resources for performing quantum information tasks.

Allegra et al. [9] have studied the evolution of what they callphoton number entangled

states(PNES),

|ψ〉PNES=
∑

n

cn |n, n〉, (15)

in a noisyattenuator environment. They conjectured based on numerical evidence that,

for a given energy, Gaussian entanglement is more robust than nonGaussian ones. Earlier

Agarwal et al. [10] had shown that entanglement of the NOON state,

|ψ〉NOON =
1
√

2
(|n,0〉 + |0,n〉), (16)

is more robust than Gaussian entanglement in thequantum limitedamplifier environ-

ment. Subsequently, Nha et al. [11] showed that nonclassical features, including entan-

glement, of several nonGaussian states survive aquantum limitedamplifier environment

much longer than Gaussian entanglement. Since the conjecture of [9] refers to noisy en-

vironment, while the analysis of [10, 11] to the noiseless or quantum-limited case, the

conclusions of the latter amount to neither confirmation norrefutation of the conjecture

of [9]. In the meantime, Adesso argued [12] that the well known extremality [13] of

Gaussian states implies ‘proof and rigorous validation’ ofthe conjecture of [9].

In the work described in Chapter 4 we employ the recently developed Kraus representa-

tion of bosonic Gaussian channels [4] to study analytically the behaviour of nonGaussian

states innoisyattenuator or and amplifier environments. Both NOON states and a simple

form of PNES are considered. Our results show conclusively that the conjecture of [9] is

too strong to be maintainable, the ‘proof and rigorous validation’ of [12] notwithstanding.

An important point that emerges from this study is the fact that Gaussian entanglement

resides entirely ‘in’ the variance matrix or second moments, and hence disappears when
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environmental noise raises the variance matrix above the vacuum or quantum noise limit.

That our chosen nonGaussian states survive these environments shows that their entan-

glement resides in the higher moments, in turn demonstrating that their entanglement is

genuine nonGaussian. Indeed, the variance matrix of our PNES and NOON states for

N = 5 is six times ‘more noisy’ than that of the vacuum state.

We study inChapter 5 an interesting relationship between nonclassicality and entangle-

ment in the context of bosonic Gaussian channels. We motivate and resolve the following

issue :which Gaussian channels have the property that their output is guaranteed to be

classical independent of the input state?

We recall that the density operator ˆρ representing any state of radiation field is ‘diago-

nal’ in the coherent state ‘basis’ [ 14], and this happens because of the over-completeness

property of the coherent state basis. An important notion that arises from the diagonal

representation is theclassicality-nonclassicality divide. Since coherent states are the most

elementary of all quantum mechanical states exhibiting classical behaviour, any state that

can be written as a convex sum of these elementary classical states is deemed classical.

Any state which cannot be so written as a convex sum of coherent states is deemed non-

classical.

This classicality-nonclassicality divide leads to the following natural definition, inspired

by the notion of entanglement breaking channels : we define a channelΓ to benonclassi-

cality breakingif and only if the output state ˆρout = Γ(ρ̂in) is classicalfor everyinput state

ρ̂in, i.e., if and only if the diagonal ‘weight’ function of everyoutput state is a genuine

probability distribution.

We first derive thenonclassicality-basedcanonical forms for Gaussian channels [15].

The available classification by Holevo and collaborators isentanglement-based, and so it

is not suitable for our purpose, since the notion of nonclassicality breaking has a more

restricted invariance. A nonclassicality breaking Gaussian channelΓ preceded by any

Gaussian unitaryU(S) is nonclassicality breaking if and only ifΓ itself is nonclassicality
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Canonical form NB EB CP
I (κ 11, diag(a,b)) (a− 1)(b− 1) ≥ κ4 ab≥ (1+ κ2)2 ab≥ (1− κ2)2

II (κ σ3, diag(a,b)) (a− 1)(b− 1) ≥ κ4 ab≥ (1+ κ2)2 ab≥ (1+ κ2)2

III (diag(1,0), Y), a, b ≥ 1, a, b being ab≥ 1 ab≥ 1
eigenvalues ofY

(diag(0,0), diag(a,b)) a, b ≥ 1 ab≥ 1 ab≥ 1

Table 1: Showing the nonclassicality breaking (NB), entanglement breaking (EB) and
complete-positivity (CP) conditions for the three canonical forms.

breaking. In contradistinction, the nonclassicality breaking aspect ofΓ and that ofU(S)Γ

[Γ followed the Gaussian unitaryU(S)] are not equivalent in general. They are equivalent

if and only if S is in the intersectionS p(2n, R) ∩ S O(2n, R) of symplectic phase space

rotations, or passive elements in the quantum optical sense[16]. The canonical forms

and the corresponding necessary and sufficient conditions for nonclassicality breaking,

entanglement breaking and complete-positivity are listedin Table1.

For all three canonical forms we show that a nonclassicalitybreaking channel is neces-

sarily entanglement breaking. There are channel parameterranges wherein the channel

is entanglement breaking but not nonclassicality breaking, but the nonclassicality of the

output state is of a ‘weak’ kind in the following sense : For every entanglement breaking

channel, there exists a particular value of squeeze-parameter r0, depending only on the

channel parameters and not on the input state, so that the entanglement breaking channel

followed by unitary squeezing of extentr0 always results in a nonclassicality breaking

channel. It is in this precise sense that nonclassicality breaking channels and entangle-

ment breaking channels are essentially one and the same.

Squeezing is not the only form of nonclassicality. Our result not only says that the output

of an entanglement breaking channel could at the most have squeezing-type nonclassical-

ity, it further says that the nonclassicality ofall output states can be removed by afixed

unitary squeezing transformation.

Finally, in Chapter 6, we briefly summarise the conclusions of each of the chapters, and

explore possible avenues and prospects for future directions of study.
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Chapter 1

Introduction

1.1 States, observables, and measurements

1 Let us consider a quantum systemA with Hilbert spaceHA of dimensiondA. Pure states

|ψ〉 are equivalence classes of unit vectors (unit rays) in this Hilbert space :

|ψ〉 ∈ HA, 〈ψ|ψ〉 = 1, eiα|ψ〉 ∼ |ψ〉, 0 ≤ α < 2π. (1.1)

A mixed statêρA is a statistical ensemble of pure states :

ρ̂A =
∑

j

pj |ψ j〉〈ψ j |,
∑

j

pj = 1, pj > 0 ∀ j. (1.2)

Equivalently, one could view the state of a quantum system (1.2) as a linear operator

acting onHA that satisfies the following defining properties :

• Hermiticity : ρ̂A = ρ̂
†
A.

• Positivity : ρ̂A ≥ 0.

1This introduction Chapter has been written by generously borrowing from Prof. Simon’s lectures
delivered over the course of my doctoral work.
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• Unit trace condition : Tr[ ˆρA] = 1.

For any state ˆρA, there exists a special decomposition called thespectral decomposition.

It states that any mixed state can be written as

ρ̂A =

r∑

j=1

λ j |ψ j〉〈ψ j |, (1.3)

whereλ j are the eigenvalues (which are all positive) and|ψ j〉 are the eigenvectors that

satisfy〈ψ j |ψk〉 = δk j. Here,r ≤ dA is the rank of ˆρA. The trace condition implies that
∑

j λ j = 1.

It is clear from the properties of a quantum state that the state space or collection of

quantum states of a system form a convex set. We denote the state space of systemA by

Λ(HA). The pure states are the extreme points of this convex set and mixed states are

nonextremal.

A useful way to capture mixedness is through a quantity knownaspurity. Purity is defined

as Tr(ρ̂2
A). We see that for pure states

Tr ρ̂2
A = Tr ρ̂A = 1, (1.4)

while for mixed states

Tr ρ̂2
A < Tr ρ̂A and so Tr ˆρ2

A < 1. (1.5)

The least value of purity is assumed by the maximally mixed state, and evaluates to 1/dA.

Let us further denote byB(HA) the complex linear space of bounded linear operators on

HA. The state spaceΛ(HA) ⊂ B(HA).
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For illustration we consider the simplest quantum system, aqubit [1–3]. For a qubit

systemdA = 2 and the states of the system can be represented as

ρ̂A =
1
2

(11+ a.σ), (1.6)

wherea ∈ R3, |a| ≤ 1 andσ = (σx, σy, σz) are the Pauli matrices. The state space here

is a (solid) sphere of unit radius and is known as the Poincaréor Bloch sphere. In this

case, and only in this case, are all boundary points extremals. One can write its spectral

decomposition explicitly as

ρ̂A =
1+ |a|

2

[
1
2

(11+ â.σ)

]
+

1− |a|
2

[
1
2

(11− â.σ)

]
, (1.7)

where the eigenvalues are

1
2

(1± |a|) (1.8)

corresponding to eigenvectors

1
2

(11± â.σ), â =
a
|a| . (1.9)

It is easily seen that the eigenvectors (1.9) are rank-one orthogonal projectors that lie on

the boundary of the Bloch sphere and for a general mixed state|a| < 1. They are unique

except fora = 0 in which case all states are eigenstates.

Returning to the general case, a quantity of interest to us is thevon-Neumannentropy of

a state ˆρA and is given by

S(ρ̂A) = −Tr[ρ̂A log2(ρ̂A)]. (1.10)
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From the spectral decomposition of ˆρA (1.3), it is easily seen thatS(ρ̂A) is just theShannon

entropyof the probability distribution comprising the eigenvalues of ρ̂A, i.e., S(ρ̂A) =

−∑
j λ j log2(λ j).

Having introduced the notion of states, we next consider theimportant concept of observ-

ables of a quantum system.

Observables: Observables are physical variables of the system that are measurable. Ob-

servablesÔ of a quantum system A are defined as hermitian operators acting onHA. Let

the spectral resolution of a nondegenerate observableÔ be Ô =
∑

j λ jPj, whereλ j ’s are

the eigenvalues corresponding to the eigenvectorsPj. WhenÔ is measured in the state

ρ̂A, the j th outcome corresponding to measurement operator (one-dimensional projection)

Pj occurs with probabilitypj = Tr(ρ̂A Pj).

One obtains a more general measurement scheme called POVM (positive operator-valued

measure) when the projective measurement elementsPj are replaced by positive operators

Π j with
∑

j Π j = 11, and the probabilities of outcomes are obtained in a similar manner :

pj = Tr(ρ̂AΠ j).

1.1.1 Composite systems

We next consider the case of composite systems. A composite system is one that has

two (bipartite) or more (multipartite) subsystems . For ourpurpose, it suffices to concern

ourselves with bipartite systems.

The Hilbert space of a composite system is given by the tensorproduct of those of the

individual subsystems. In other wordsHAB = HA⊗HB. The state space of the composite

system is denoted byΛ(HA ⊗HB).
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Let {|ei〉}n1 and{| f j〉}m1 be respective ONB in Hilbert spaces of subsystemsA andB. Then

the collection ofmnvectors{|ei〉 ⊗ | f j〉} forms a basis inHAB. A product operatorA⊗ B,

with the matrix elements ofA given as

A =



a11 a12 · · · a1n

a21 a22 · · · a2n

...

an1 an2 · · · ann



, (1.11)

can be written as

A⊗ B =



a11B a12B · · · a1nB

a21B a22B · · · a2nB
...

an1B an2B · · · annB



. (1.12)

A generic density operator of the composite system can be written as

ρAB =



A11 A12 · · · A1n

A21 A22 · · · A2n

...

An1 An2 · · · Ann



. (1.13)

Here each matrix block ((Ai j )) is am× m matrix. The density matrix of subsystemA is

obtained through performingpartial traceon subsystemB, i.e.,

ρ̂A = TrB (ρ̂AB)

=
∑

j

〈 f B
j |ρ̂AB| f B

j 〉, (1.14)

where| f B
j 〉, j = 1,2, · · · ,m is any ONB inHB. In terms of the matrix entries in Eq. (1.13)
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we have

ρA =



Tr A11 Tr A12 · · · Tr A1n

Tr A21 Tr A22 · · · Tr A2n

...

Tr An1 Tr An2 · · · Tr Ann



. (1.15)

If instead the partial trace was performed over subsystemA we have

ρB =
∑

i

Aii . (1.16)

Another useful operation is thepartial transposeoperation. Performing the partial trans-

pose on subsystemB on matrixρAB in Eq. (1.13), we have

ρTB
AB =



AT
11 AT

12 · · · AT
1n

AT
21 AT

22 · · · AT
2n

...

AT
n1 AT

n2 · · · AT
nn



. (1.17)

We see that the transpose operation was performed on each of the sub-blocks of the

composite state. If the transpose operation was performed on subsystemA we have by

Eq. (1.13)

ρTA
AB =



A11 A21 · · · An1

A12 A22 · · · An2

...

A1n A2n · · · Ann



. (1.18)

Having introduced the notion of composite systems, we briefly discuss the connection
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between POVM’s, projective measurements and composite systems.

POVM : We have seen earlier that a POVM is a measurement scheme where the mea-

surement elementsΠ = {Π j} are positive operators rather than projections. We now give

a simple example in which a POVM results from a projective measurement on a larger

system.

Consider a state ˆρAB of composite system of the form

ρ̂AB = ρ̂A ⊗ |ψB〉〈ψB|. (1.19)

Let P = {P i
AB} be a collection of (one-dimensional) projection operatorson the compos-

ite systemAB which is complete :
∑

i Pi
AB = 11. The probability of the result of theith

measurement is given by

pi = Tr(ρ̂AB P i
AB)

= Tr(ρ̂A ⊗ |ψB〉〈ψB|P i
AB)

= TrA(ρ̂A 〈ψB|P i
AB |ψB〉). (1.20)

If we defineΠA
i = 〈ψB|P i

AB |ψB〉, we can write the above equation in a more suggestive

form

pi = TrA (ΠA
i ρ̂A). (1.21)

The operators{ΠA
i } are all positive and sum to identity onHA. Hence the setΠ = {ΠA

i }

constitutes a POVM. We thus see how a POVM results from the projective measurement

on a larger system.

The following theorem guarantees that there always exists aphysical mechanism by which

one can realise any given POVM [4].

37



Theorem 1 (Neumark) : One can extend the Hilbert spaceH on which the POVM ele-

ments{Π j} act, in such a way that there exists in the extended spaceK , a set of orthogonal

projectors{Pj} with
∑

j Pj = 11K , and such thatΠ j is the result of projecting Pj fromK to

H .

Having collected some basic ideas relating to bipartite states, we next consider an impor-

tant aspect of these bipartite states that we are interestedin, which is correlation between

the subsystems.

1.2 Correlations

Correlations are intrinsic (nonlocal) properties of composite systems. Of the various

quantifiers of correlations, we first consider entanglement. A bipartite pure state|ψ〉 ∈

HA ⊗HB is not entangled if and only if it is of the product form

|ψ〉 = |u〉 ⊗ |v〉. (1.22)

A useful representation of pure bipartite states is theSchmidt representation[1]. The

Schmidt form makes use of thesingular value decompositiontheorem [5] :

Theorem 2 An arbitrary complex m× n matrix A of rank k can be written in the form

A = VDW†, where Vm×m and Wn×n are unitary, and D diagonal (with k entries which are

positive and the rest zero). The non-zero diagonal entries of D are the square roots of the

eigenvalues of AA† ∼ A†A.

Let us write down a general pure state of systemABas

|ψ〉 =
∑

i j

ci j |i〉 ⊗ | j〉, (1.23)
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whereci j is a general complex (coefficient) matrix, where{|i〉} and{| j〉} are the computa-

tional basis of systemsA andB respectively. By applying suitable local unitaries, one can

diagonalize any coefficient matrix ((ci j )) to bring it to a diagonal form as guaranteed by

the singular value decomposition. We then have

|ψ〉 =
r∑

j=1

λ j |eA
j 〉 ⊗ | f B

j 〉, (1.24)

where {ej} and { f j} are orthonormal inHA, HB respectively, and the coefficients {λ j}

are positive and
∑

j λ
2
j = 1, as follows from the normalization condition. The number of

terms in the above decomposition is called theSchmidt rankand can utmost take the value

r = min(dA,dB). Further, if the Schmidt rankr is one, then the pure state is a product state

and therefore separable. Ifr > 1, then the state|ψ〉 is entangled.

A closely related and useful concept ispurification. Purification is an association of a

generic mixed state of a systemA with a pure entangled state of a suitable composite

systemAR. To this end, let ˆρA =
∑r

j=1 λ j |ψ j〉〈ψ j | be the spectral decomposition of a

mixed state ˆρA. Let us append this systemA with a systemR with Hilbert spaceHR of

dimension equal to the rankr of ρ̂A. Let {|e〉 jR}r1 be an ONB for systemR. Then starting

from a pure state written as

|ψ〉AR =
∑

j

√
λ j |ψ j〉R⊗ |ej〉R, (1.25)

one obtains ˆρA = TrR[|ψ〉〈ψ|AR], and |ψ〉AR is called a purification of ˆρA. In other words, it

is seen that one recovers ˆρA by taking partial trace on subsystemRof the pure state|ψ〉AR.

The purification|ψ〉AR has a local unitary freedom in systemR in the following sense. Any

other choice of an ONB of system R also returns the same state ˆρA under partial trace [1].

Having considered separable and entangled pure states, a natural question would be to

quantifythe amount of entanglement in a pure state. A simple measure for the quantifi-
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cation of entanglement of bipartite pure states [6] is given by the entropy of the reduced

state, i.e.

E(|ψ〉AB) = S(ρ̂A), (1.26)

whereρ̂A = TrB(|ψ〉AB〈ψ|) is obtained by partial trace over subsystemB. We see that for

product pure states, the reduced state is a pure state and hence has zero entanglement. We

note in passing that the entanglement measure in Eq. (1.26) is symmetric with respect to

the two subsystems in the following sense. One could have taken partial trace of system

A instead of B in Eq. (1.26). SinceS(ρ̂A) = S(ρ̂B), as can be easily seen from the Schmidt

decomposition, the amount of entanglement is the same in either procedure.

We now wish to consider mixed states of the bipartite systemAB. A separable mixed

state is one which can be written as [7]

ρ̂AB =
∑

j

pj ρ̂
j

A ⊗ ρ̂
j

B, (1.27)

i.e., the bipartite density matrix can be written as a convexcombination of product density

matrices. If such a decomposition does not exist, then the state is said to be entangled.

1.2.1 Entanglement detection

The problem of studying entanglement for mixed states [8] turns out to be a non-trivial

one. There have been many approaches to detect and quantify the entanglement [9,10].

We now briefly review a few of the measures used often in the literature, and a few of

these provide an operational method to detect entanglement[11].
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Partial transpose test: Given a bipartite state ˆρAB whose matrix elements are written as

ρ̂AB =
∑

ρ jk;mn | j〉〈m| ⊗ |k〉〈n|, (1.28)

the partial transpose with respect to subsystemB leads to

ρ̂TB
AB =

∑
ρ jk;mn | j〉〈m| ⊗ |n〉〈k|, (1.29)

and that on subsystemA gives

ρ̂TA
AB =

∑
ρ jk;mn |m〉〈 j| ⊗ |k〉〈n|. (1.30)

For 2× 2 and 2× 3 systems the lack of positivity of the state resulting from partial trans-

pose provides a necessary and sufficient test to detect entanglement [12,13]. If, say, ρ̂TB
AB

is positive, then the state is separable; else it is entangled. The test however fails for

higher dimensional systems as positivity under partial transpose (PPT) is not a sufficient

condition for separability. In higher dimensions, if a state fails the partial transpose test,

then it is entangled. But PPT is not a sufficient condition for separability, and there exist

entangled states which are PPT [14,15].

Positive maps: A positive mapΓ is a linear map on the space of bounded linear operators

on a given Hilbert space which takes positive operators to positive operators. i.e.,

Γ : B(HS)→ B(HS), Γ(A) = A
′ ≥ 0 ∀ A ≥ 0. (1.31)

It is immediately seen that the one-sided action of a positive map on a separable state

takes it to a density operator. The necessary and sufficient condition for a state ˆρAB to be

separable is that [11⊗ Γ](ρ̂AB) ≥ 0 for all positive mapsΓ [13]. It turns out that there is

a very important subset of positive maps known as completelypositive maps. The notion
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of completely positive maps will be discussed in a later Section. For detecting entangle-

ment, it is positive maps that are not completely positive that are useful. The transpose

map (used in the partial transpose test) considered above isan example of a positive map

that is not completely positive.

Entanglement witness: A self-adjoint bipartite operatorW which has at least one neg-

ative eigenvalue and has nonnegative expectation on product states is called an entan-

glement witness [13, 16]. A state ρ̂AB belongs to the set of separable states if it has a

nonnegative mean value for allW, i.e.

Tr (W ρ̂AB) ≥ 0 ∀ W, (1.32)

whereW is an entanglement witness. For every entangled state ˆρAB, there exist an entan-

glement witnessW such that Tr (W ρ̂AB)) < 0. We then say that the entanglement of ˆρAB

is witnessed byW.

Reduction criterion : Consider the following map that is known as the reduction map:

Γ(ρ̂A) =
(11Tr(ρ̂A) − ρ̂A)

dA − 1
. (1.33)

The reduction separability criterion [17,18] states that a necessary condition for a state to

be separable is that it satisfies

[11⊗ ΓB][ ρ̂AB] ≥ 0

=⇒ ρ̂A ⊗ 11− ρ̂AB ≥ 0. (1.34)

The reduction criterion is weaker than the partial transpose test [17].
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Range criterion : The range criterion [19] states that if a state ˆρAB is separable then there

exists a set of product vectors{|ψA
i 〉 ⊗ |φB

i 〉} such that it spans the range of ˆρAB and the set

{|ψA
i 〉⊗ |(φB

i )∗〉} spans that of ˆρTB
AB, where the complex conjugation is done in the same basis

in which the partial transpose operation is performed.

Unextendable product basis: An unextendable product basis (UPB) [20] is a setSu of

orthonormal product vectors such that there is no product vector that is orthogonal to all

of them. Let us denote byS⊥u the subspace that is orthogonal to the subspace spanned by

vectors inSu. Therefore, any vector inS⊥u is entangled. By the range criterion, we have

that any mixed state with support on this orthogonal spaceS⊥u is entangled. Using this

concept of UPB, one can construct entangled states that are PPT.

1-Entropic type : There is an entropic way to quantify the statement that ‘an entangled

state gives more information about the total system than about the subsystems’. Indeed

it was shown that the entropy of a subsystem can be greater that the entropy of the total

system only when the state is entangled [21,22]. In other words, for a separable state

S(ρ̂A) ≤ S(ρ̂AB), andS(ρ̂B) ≤ S(ρ̂AB). (1.35)

Majorization criterion : A vectorx is said to be majorized byy [23], denoted byx ≺ y,

both of dimensiond, if

k∑

j=1

xj ≤
k∑

j=1

yj , for k = 1, · · · ,d − 1;

d∑

j=1

xj =

d∑

j=1

yj , (1.36)

it being assumed that the components are arranged in decreasing order. The majorization
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criterion states that if a state ˆρAB is separable [24], then

λAB ≺ λA andλAB ≺ λB, (1.37)

whereλ(·) is the vector of eigenvalues of ˆρ(·) written in decreasing order. Therefore, we

say that for a separable state the eigenvalues of the bipartite state is majorized by the ones

of either reduced state.

Realignment criterion : The realignment mapR is defined as

[R(ρAB)] i j ;kl = [ρAB] ik; jl . (1.38)

The realignment criterion [25] states that if a state ˆρAB is separable, then||R(ρ̂AB)||1 ≤ 1.

Bell-type : A Bell-type [26] inequality is one which tries to capture entanglement through

probabilities of outcomes of suitably chosen observables.An example of one such in-

equality in the two-qubit setting is the CHSH inequality [27] :

|Tr(ÔCHS H ρ̂AB)| ≤ 2,

ÔCHS H = A1 ⊗ (B1 + B2) + A2 ⊗ (B1 − B2). (1.39)

Here,A1 andA2 are respectivelya1.σ anda2.σ, a1, a2 ∈ R3. One similarly constructs

operatorsB1, B2 with respect to two directionsb1, b2. Any state ˆρAB that violates this

inequality is an entangled state.
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1.2.2 Entanglement quantification

In the previous Section we summarized a few ways to detect entanglement. We now

briefly describe some measures of entanglement. We first begin by listing reasonable

properties that any entanglement measureE would be expected to satisfy [28–31].

• E(ρ̂AB) = 0 for ρ̂AB separable.

• E is invariant under local unitary transformations:

E(UA ⊗ UB ρ̂AB U†A ⊗ U†B) = E(ρ̂AB). (1.40)

• E is non-increasing under local operations and classical communications (LOCC):

E(Γ(ρ̂AB)) ≤ E(ρ̂AB), for Γ ∈ LOCC. (1.41)

• E returns the value of von-Neumann entropy of the reduced states when evaluated

on pure bipartite states, i.e.,

E(|ψAB〉) = S(TrB(|ψ〉AB〈ψ|)). (1.42)

• E is subadditive over a general product of bipartite entangled states, i.e.,

E(ρ̂AB⊗ ρ̂A′B′ ) ≤ E(ρ̂AB) + E(ρ̂A′B′ ). (1.43)

• Normalization: E(ρ̂max) = Log2d for a maximally entangled state ˆρmax.

There are in addition some technical requirements that are also considered :

• E is a convex function on the state space.
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• E is continuous on the state space [32].

It is known that the measures to be considered below do not necessarily satisfy all the

above mentioned properties, but are nevertheless used depending on the context.

Entanglement of formation : The expression for entanglement of formation is given

by [8]

EF(ρ̂AB) = min
{p j ,|ψ j〉}

∑

j

pj S(TrB(|ψ j〉AB〈ψ j |)), (1.44)

where ρ̂AB =
∑

j pj |ψ j〉〈ψ j | is a pure state ensemble, and the optimization is over all

possible convex pure state decompositions of the original bipartite mixed state ˆρAB.

This optimization has been solved analytically for very fewexamples. These include

two-qubit states [33,34], symmetric Gaussian states [35], general Gaussian states [36],

Gaussian entanglement of formation [37], werner states and O-O states [38], isotropic

states [39], some highly symmetric states [40], flower states [41], examples in 16× 16

systems [42]; special classes of states using the Koashi-Winter relation in two-qubit

states [43] and tripartite Gaussian states [44]; special examples using the Matsumoto-

Shimono-Winter relation [45].

Entanglement cost: The entanglement cost [46–48] is defined as the asymptotic or reg-

ularized version of entanglement of formation [49]. In other words,

EC(ρ̂AB) = lim
n→∞

EF(ρ̂⊗n
AB)

n
. (1.45)

The entanglement cost has been evaluated for 3× 3 anti-symmetric states [50], lower

bounds for d-dimensional anti-symmetric states were obtained in [51], certain antisym-

metric states with a non-identical bipartite separation [52], examples of highly symmetric
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states [40], and flower states [41].

Distillable entanglement: The distillable entanglement [53–56] is a measure of how

much entanglement can be extracted from an entangled state ˆρAB [57,58] in an asymptotic

setting, i.e.,

ED(ρ̂AB) = sup
{
r : lim

n→∞

(
inf
Γ
||Γ(ρ̂⊗n) − Φ+2rn ||1

)
= 0

}
, (1.46)

whereΓ is an LOCC operation, andΦ+2x stands for (Φ+)⊗x
2 , Φ+2 being a Bell state. Here,

||A||1 stands for
∑

j λ j, whereλ j ’s are the singular values ofA. Further, it is known that

ED(ρ̂AB) ≤ EF(ρ̂AB) ≤ EC(ρ̂AB), i.e., distillable entanglement is a lower bound for entan-

glement of formation [10].

Relative entropy of entanglement: The relative entropy [59–61] is just the ‘distance’

of a given state ˆρAB to the closest separable state, i.e.

ER(ρ̂AB) = inf
σ∈S

S(ρ̂AB||σ̂), (1.47)

whereσ̂ is an element of the set of separable statesS and

S(â||b̂) = Tr[â (Logâ− Logb̂)], (1.48)

is known as the relative entropy between states ˆa, b̂.

Squashed entanglement: The expression for squashed entanglement of ˆρAB is given

by [62]

Esq(ρ̂AB) = inf
ρ̂ABE

1
2

I (A : B|E), (1.49)
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whereI (A : B|E) = SAE+SBE−SE −SABE, SX denotes the entropy of the state of system

X and the infimum is taken over all density matrices ˆρABE such that ˆρAB = TrE(ρ̂ABE). Esq

enjoys many interesting properties like additivity over tensor products and superadditiv-

ity in general.Esq is a lower bound of entanglement of formation and an upper bound on

distillable entanglement [62].

Logarithmic negativity : Logarithmic negativity is a straight-forward computablemea-

sure of entanglement [63] often used in the literature. It is defined as the logarithm of the

sum of moduli of the eigenvalues of the partial transpose of agiven bipartite state. The

expression for logarithmic negativity is given by

EN(ρ̂AB) = Log2

[
||ρ̂TrB

AB ||1
]
. (1.50)

1.2.3 Quantum discord, classical correlation and mutual information

We now move on to a different set of correlations that are motivated more directly from

a measurement perspective and capture a different sort of classical-quantum boundary

as opposed to the separable-entangled boundary. Among these measurement-based cor-

relations, the ones of primary interest to us are three closely related quantities namely

classical correlation, quantum discord and mutual information.

We may motivate the definition of quantum discord by first looking at the classical setting

[64]. Given a probability distributionp(x, y) in two variables, the mutual information

I (x, y) is defined as

I (x, y) = H(x) − H(x|y), (1.51)
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whereH(·) stands for the Shannon entropy

H(x) = −
∑

x

p(x) Log[p(x)] (1.52)

and H(x|y) is the conditional entropy. Using Bayes rule we are lead to anequivalent

expression for mutual information :

I (x, y) = H(x) + H(y) − H(x, y). (1.53)

This second expression in (1.53) for mutual information naturally generalises to the quan-

tum setting when the bipartite probability distribution isreplaced by a bipartite state ˆρAB

and the Shannon entropyH(·) by the von Neumann entropyS(·) of quantum states, and

we have

I (ρ̂AB) = S(ρ̂A) + S(ρ̂B) − S(ρ̂AB). (1.54)

But the first expression (1.51) for classical mutual information doesnotpossess a straight-

forward generalization to the quantum case. In the quantum case, the conditional entropy

is defined with respect to a measurement, where the measurement is performed on one of

the subsystems, say subsystem B. Let us consider a POVMΠB = {ΠB
j } whereΠB

j ≥ 0 and
∑

j Π
B
j = 11. Then the (average) conditional entropy post measurement is given by

SA =
∑

j

pj S(ρ̂A
j ), (1.55)

where the probabilities and states post measurement are given by

pj = TrAB (ΠB
j ρ̂AB),

ρ̂A
j = p−1

j TrB(ΠB
j ρ̂AB). (1.56)
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Let us denote bySA
min the minimum ofSA over all measurements or POVM’s, i.e.,

SA
min = min

Π

∑

j

pj S(ρ̂A
j ). (1.57)

The difference between these two classically equivalent expressions (optimized over all

measurements) is called quantum discordD(ρ̂AB) and is given by the expression :

D(ρ̂AB) = I (ρ̂AB) −
[
S(ρ̂A) − SA

min

]
,

= S(ρ̂B) − S(ρ̂AB) + SA
min. (1.58)

The quantity in the square brackets above is defined as the classical correlation and is

denoted by

C(ρ̂AB) = S(ρ̂A) − SA
min. (1.59)

It is useful to keep in mind an alternate expression for mutual information which is given

by

I (ρ̂AB) = S(ρ̂AB||ρ̂A ⊗ ρ̂B), (1.60)

whereS(·||·) is the relative entropy. We see that the mutual informationis defined as the

relative entropy between the given bipartite state and the (tensor) product of its reduc-

tions. Thus, the mutual information which is supposed to capture the total correlation of

a bipartite state is broken down into quantum discordD(ρ̂AB), that captures the quantum

correlations, and classical correlationC(ρ̂AB) :

I (ρ̂AB) = D(ρ̂AB) +C(ρ̂AB) (1.61)

There are many properties that are satisfied by quantum discord and classical correlations
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and we list some of them below [65] :

• Quantum discord and classical correlation are dependent onthe subsystem on which

the measurement is performed. Hence, they are not symmetricunder exchange of

the subsystems in general.

• Both classical correlation and quantum discord are non-negative quantities.

• D(ρ̂AB), C(ρ̂AB), andI (ρ̂AB) are invariant under local unitary transformations. This

turns out to be useful for the computation of these quantities.

• C(ρ̂AB) = 0 only for a product state.

• C(ρ̂AB) = EF(ρ̂AB) for any pure bipartite state ˆρAB = |ψ〉〈ψ|.

• D(ρ̂AB) = EF(ρ̂AB) for any pure bipartite state ˆρAB = |ψ〉〈ψ|. In other words, both

classical correlation and quantum discord reduce to the entanglement on pure bi-

partite states.

• A state has vanishing quantum discord when

D(ρ̂AB) = 0 or I (ρ̂AB) = C(ρ̂AB). (1.62)

Further, any one-way zero discord state can be written as

ρ̂AB =
∑

i

pi |i〉〈i| ⊗ ρ̂i
b, (1.63)

where{pj}’s form a probability distribution and{|i〉} is an orthonormal basis in the

subsystem where the measurement was performed. In other words, a one-way zero

discord state is invariant under some von-Neumann measurement on the subsystem.

Such states are also known as classical-quantum states.
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As a simple example, we compute all the three correlations for a two-qubit Bell-state

|ψ+〉 = (|00〉 + |11〉)/
√

2. (1.64)

For this pure state we haveI (|ψ〉) = 2Log22 = 2 bits. WhileC(|ψ〉) = D(|ψ〉) = E(|ψ〉) = 1

bit, illustratingI (|ψ〉) = C(|ψ〉) + D(|ψ〉).

1.3 Positive maps and completely positive maps

Having briefly considered correlations, we now turn to another aspect of central impor-

tance to this thesis which is channels. We wish to know what are all the allowed physical

evolutions of a given quantum system. If a system is isolated, then its dynamics is gov-

erned by the unitary Schrödinger evolution. A unitary evolution U effects the following

transformation

ρ̂A→ ρ̂
′

A = U ρ̂A U†, ρ̂A andρ̂
′

A ∈ Λ(HA). (1.65)

But if the system is in interaction with its environment, thenthe evolutions of the system

of interest resulting from unitary evolutions of the composite are more general, but nev-

ertheless described by linear maps acting on the state spaceΛ(HA) directly rather than

through its action onHA.

LetΦ be a linear map that acts on states of the system, i.e.,Φ : Λ(HA)→ Λ(HA). Writing

this transformation in terms of the matrix elements, we have(dropping the system label

A) :

ρ→ ρ
′

: Φi j ;kℓ ρkℓ = ρ
′

i j . (1.66)

An obvious necessary requirement forΦ to be a valid evolution is that it takes states to
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states. So we require that the action ofΦ preserve hermiticity, trace and positivity of the

states. For the hermiticity of the output states we have that

ρ
′

i j = (ρ
′

ji )
∗,

i.e., Φi j ;ℓk = Φ
∗
ji ;kℓ. (1.67)

The trace preserving condition manifests as

∑

i

Φii ;kℓ = δkℓ. (1.68)

Finally, the positivity condition can be written as

v∗i ρ
′

i j vj ≥ 0 ∀ |v〉. (1.69)

This property can be checked by assuming thatρ = |u〉〈u|, a pure state as input. We have

v∗i Φi j ;kℓ ρkℓ vj ≥ 0, for every|u〉,

i.e., v∗i Φi j ;kℓ uku
∗
ℓ vj ≥ 0, for every|u〉, |v〉. (1.70)

It is instructive to write the matrix elements ofΦ in terms of a new matrix we denotẽΦ,

Φ̃i j ;kℓ = Φik; jℓ. (1.71)

The hermiticity preserving condition in Eq. (1.67) now reads

Φ̃iℓ; jk = Φ̃
∗
jk;iℓ (1.72)

In other words, for the mapΦ to be hermiticity preserving, we have thatΦ̃ to be a hermi-
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tian matrix :

Φ̃ = Φ̃†. (1.73)

The trace condition in Eq. (1.68) reads

∑

i

Φ̃ik;iℓ = δkℓ. (1.74)

Finally, the positivity condition of Eq. (1.70) is then

v∗i Φ̃ik; jℓ uku
∗
ℓ vj ≥ 0,

⇒ 〈ψ|Φ̃|ψ〉 ≥ 0, ∀ |ψ〉 = |u〉 ⊗ |v〉. (1.75)

We note that the positivity condition states thatΦ̃ is positive over allproductvectors.

To summarize, we call a map that satisfies all the above conditions as apositive map, i.e.,

Φ is positive⇔ Φ(ρS) = ρ
′

S ∈ Λ(HS),

i.e.,Φ (Λ(HS)) ⊂ Λ(HS). (1.76)

It turns out that not all positive maps are physical evolutions. For positive maps to be

physical evolutions, there is a further requirement to be met.

Let us consider a composite system which consists of the original system appended with

an arbitrary ancilla or reservoirR. The Hilbert space of the composite system isHS⊗HR,

a tensor product of the individual subsystem Hilbert spaces. Let us denote the state space

of this composite system byΛ(HS ⊗HR).

To motivate the difference between positive and completely positive maps, we now give

an example of a map that is positive but nevertheless nonpositive under local action, the
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transpose map. The density operator for the Bell-state|ψ+〉 in Eq. (1.64) is

|ψ+〉〈ψ+| = 1
2



1 0 0 1

0 0 0 0

0 0 0 0

1 0 0 1



. (1.77)

If we now apply the transpose map locally on the B system, by Eq. (1.17), we get

(|ψ+〉〈ψ+|)TB =
1
2



1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1



. (1.78)

We see that the above operator has negative eigenvalues. Therefore, the local action of

the transpose map does not give a positive operator of the larger system, even though

transpose map by itself is a positive map.

It is both reasonable and necessary to require that local action ofΦ takes states of the joint

system also to states forΦ to be a physical evolution. In other words

(Φ ⊗ 11)[ρS R] = ρ
′

S R∈ Λ(HS ⊗HR),

i.e., [Φ ⊗ 11](Λ(HS ⊗HR)) ⊂ Λ(HS ⊗HR). (1.79)

A positive mapΦ that satisfies Eq. (1.79), is known as acompletely positive(CP) trace-

preserving (TP) map or aquantum channel.

An important class of positive maps from entanglement perspective is the so calledde-

composablemaps [13]. A positive mapΦ is said to be decomposable if

Φ = Φ1 + Φ2 ◦ T, (1.80)
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whereΦ1 andΦ2 are both completely positive maps andT is the transpose map. One

application of the decomposability notion is that positivemaps that are decomposable are

‘weaker’ than the transpose map in the detection of entanglement. In other words, one

would like to look for maps that are not decomposable to detect entangled states which

are PPT [66].

We have seen above that a completely positive map is positiveunder local action on

the system, appended with a systemR of any dimension. It turns out that there is an

operational criterion that captures this aspect.

Consider a composite system whose Hilbert space is given byHS ⊗HS, whereHS is the

system Hilbert space. We denote the maximally entangled state of the composite system

by :

|ψ〉max =
1
√

d

d∑

i=1

|ii 〉. (1.81)

Let us denoted |ψ〉〈ψ|max by σ̂, which is explicitly written down as

σ̂ =

d∑

i, j=1

|i〉〈 j| ⊗ |i〉〈 j|. (1.82)

We then have the following theorem regarding completely positive maps [67] :

Theorem 3 (Choi) A positive mapΦ is completely positive if and only if[Φ⊗11](σ̂) ≥ 0.

The matrixDΦ = [Φ⊗ 11](σ̂) is known as the dynamical matrix [68]. We now discuss the

properties and representation of CP maps in some detail in thefollowing Section.
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1.4 Representations of CP maps

There are three well-known representations of completely positive maps. These are the

unitary (Stinespring) dilation [69], the operator sum representation (OSR) [68,70], and

the Choi-Jamiolkowski isomohpishm (CJI) [67,71].

1.4.1 Unitary representation

It is known that every CP map can be realised in the following way. Let us consider a

composite system constructed from the system plus an environmentR with Hilbert space

HR. First, the systems states are elevated to product states onthe larger Hilbert space

(system+ environment), with a fixed state of the environment :

ρ̂S → ρ̂S ⊗ |ψ〉R〈ψ|, |ψR〉 fixed. (1.83)

Then the product states are evolved by a joint unitary evolution US R:

ρ̂S ⊗ |ψ〉R〈ψ| → US R(ρ̂S ⊗ |ψ〉R〈ψ|) U†S R. (1.84)

Finally, the environment degrees of freedom are traced out to give the evolved system

states :

Φ(ρ̂S) = ρ̂
′

S = TrR

[
US R(ρ̂S ⊗ |ψ〉R〈ψ|) U†S R

]
. (1.85)

We see that the mapΦ : ρ̂S → ρ̂
′

S is completely specified by the triplet (HR, US R, |ψ〉R).

A schematic diagram for the unitary representation is shownin Fig.1.1. It is immediately

clear that this representation is not unique as can be seen from the following example.

Performing a unitary transformation on systemR and appropriately changing the fixed
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USR

ΡS

|0\X0| Tr

FH Ρ
S
L

Figure 1.1: Showing the unitary realization of any quantum channel. The initial state
is appended with a fixed environment state denoted|0〉〈0| and the composite is evolved
through a joint unitaryUS R. Then the environment degrees are ignored to obtain the
evolved system state.

pure state of the environment, we obtain the same CP mapΦ. In other words

US R→ US R(11S ⊗ UR), |ψR〉 → U†R|ψR〉, (1.86)

will result in the same map. The mapΦ is trace-preserving by construction. The unitary

representation can also be written in the following form :

Φ(ρ̂S) = TrR (VS Rρ̂S V†S R), (1.87)

whereVS R = US R|ψ〉R is an isometry fromHS → HS ⊗ HR. We recall that an isometry

V : HA → HA ⊗ HB is a linear operator such thatV†V = 11A, which is satisfied byVS R

defined in Eq. (1.87).
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1.4.2 Operator sum representation

An alternative and equivalent representation of a quantum channel is known as the oper-

ator sum representation (OSR). Every channelΦ can be expressed as

Φ(HS) =
∑

k

Ak ρ̂S A†k, (1.88)

where the operatorsAk are called Kraus operators. The trace-preserving condition reads

∑

k

A†kAK = 11. (1.89)

Let us now consider a new set of Kraus operators given byÃk = Vk jAj. Let us impose the

trace-preserving condition

∑

k

Ã†kÃK = 11,

i.e.,
∑

k

∑

i j

A†i V∗kiVk j Aj = 11. (1.90)

In other words, we require

∑

k

V∗kiVk j = δi j ,

⇒ V†V = 11, (1.91)

i.e.,V is required to be an isometry by the trace preserving condition in Eq. (1.89).

Let us denote bỹΦ the channel corresponding to the new set of Kraus operators{Ãk}. The
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operator sum representation is then given by

Φ̃(ρ̂S) =
∑

k

Ãk ρ̂S A†k

=
∑

k

∑

i j

Vk jAj ρ̂S A†i V
∗
ki

=
∑

i j

∑

k

Vk jV
∗
ki Aj ρ̂S A†i

=
∑

i j

δi j Aj ρ̂S A†i

=
∑

j

Aj ρ̂S A†j . (1.92)

We see that̃Φ = Φ, i.e., there is a isometry freedom in the definition of the operator sum

representation. In other words, if two sets of Kraus operators are related by an isometry,

then the corresponding channelsΦ, Φ̃ defined through OSR, will represent one and the

same map.

1.4.3 Choi-Jamiolkowski representation

The third representation is the Choi-Jamiolkowski state corresponding to a given CP map

Φ. Consider the composite systemAB whose Hilbert space is given byHS ⊗ HS. We

will make use of the maximally entangled pure state given in Eq. (1.81). The Choi-

Jamiolkowski state is obtained from the one-sided action ofthe CP mapΦ. We have

ΓΦ = (Φ ⊗ 11)
σ̂

d
. (1.93)

The stateΓΦ associated withΦ gives a complete description of the CP map.

Φ is trace-preserving only if TrA(ΓΦ) = 11/d. We note that the dynamical matrixDΦ is

related to the Choi-Jamiolkowski state by :DΦ = dΓΦ. The CJ-representation turns out

to be useful in obtaining the operator sum representation ofΦ, as will be detailed in the
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next Section.

1.4.4 Connecting the three representations

We will now briefly describe how the three representations are interconnected, and how

one can go from one representation to the another.

Unitary → OSR:

Let E = {|ej
R〉} be an orthonormal basis for systemR. We first begin with the unitary

representation and perform the trace in basisE. We have

Φ(ρ̂S) = TrR

[
US R (ρ̂S ⊗ |ψ〉R〈ψ|) U†S R

]
,

=
∑

j

〈ej
R|

[
US R (ρ̂S ⊗ |ψ〉R〈ψ|) U†S R

]
|ej

R〉

=
∑

j

(〈ej
R|US R|ψ〉R) ρ̂S (R〈ψ|U†S R|e

j
R〉) (1.94)

Let us now define operatorsAk : HS → HS where

Ak = 〈ek
R|US R|ψR〉. (1.95)

Then the expression forΦ(ρ̂S) in Eq. (1.94) reduces to

Φ(ρ̂S) =
∑

j

Ak ρ̂S A†k, (1.96)
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which is the operator sum representation. To check the tracecondition we evaluate

∑

j

A†j Aj =
∑

j

〈ψR|U†S R|e
j
R〉〈e

j
R|US R|ψR〉

= 〈ψR|U†S R


∑

j

|ej
R〉〈e

j
R|
 US R|ψR〉

= 〈ψR|U†S RUS R|ψR〉

= 〈ψR|11S ⊗ 11R|ψR〉

= 11S, (1.97)

as expected. Had we instead chosen some other complete basisto evaluate the partial

trace in the unitary representation, we would have obtainedanother operator sum repre-

sentation for the same mapΦ, connected to the original one by an isometry as seen earlier

in Eq. (1.92).

OSR→ Unitary :

We will describe how to obtain the unitary representation starting from the operator sum

representation. Let us begin with

Φ(ρ̂S) =
r∑

k=1

Ak ρ̂S A†k, (1.98)

wherer denotes the number of Kraus operators in the operators sum representation. Let

us consider a composite system with Hilbert spaceHR⊗HS, with systemRof dimension

r. Let us arrange the operatorsAk in a suggestive form to obtain a bipartite operator
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V : HS → HR⊗HS defined as

V =
∑

k

|k〉 ⊗ Ak

=



A1

A2

...

Ar



, (1.99)

and{|k〉}r1 is an ONB for systemR. It is immediate thatV is an isometry as can be seen

from the fact that

V†V =
r∑

j,k

〈 j|k〉 A†j Ak

=
∑

j

A†j Akδ jk

= 11S. (1.100)

We note thatV is adr×d matrix. We already see that the operator sum representationcan

be written as

Φ(ρ̂S) = TrRV ρ̂S V†

= TrR


∑

k

|k〉 ⊗ Ak

 ρ̂S


∑

j

〈 j| ⊗ A†j



=
∑

jk

TrR(|k〉〈 j|) ⊗ Ak ρ̂S A†j

=
∑

jk

Ak ρ̂S A†j δ jk

=

r∑

k

Ak ρ̂S A†k. (1.101)

The isometryV which isdr×d matrix can be appropriately completed to a unitarydr×dr

matrix. For convenience, we can make the choiceUS R|1〉R = V, where|1〉R is the first
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vector of the computational basis in systemR. Then one recovers operatorV as given in

Eq. (1.99). In this way, we obtain the unitary representation of the CP map.

CJ→ Φ :

The action ofΦ on a state ˆρS can be written down from the dynamical matrixDΦ associ-

ated withΦ. We have

Φ(ρ̂) = TrR (DΦ ρ̂
T). (1.102)

This expression can be verified in a straight-forward manner:

TrR (DΦ [11⊗ ρ̂T ]) =
∑

i j

[Φ ⊗ 11R]TrR (|i〉〈 j| ⊗ |i〉〈 j| ρ̂T)

=
∑

i j

(
Φ[|i〉〈 j|] 〈 j|ρ̂T |i〉

)
,

=
∑

i j

(
Φ[|i〉〈 j|] ρi j

)

= Φ(ρ̂). (1.103)

CJ→ OSR:

Here we outline a simple procedure to obtain the operator sumrepresentation from the

CJ state or dynamical matrix. Let us first write down a decomposition of the dynamical

matrixDΦ into pure states, the spectral resolution being a special choice with orthonormal

vectors :

DΦ =
∑

j

|ψ j〉〈ψ j |. (1.104)
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Note that the vectors{|ψ j〉} are not normalized. Let us write down the vectors{|ψ j〉} as

|ψ j〉 =
∑

mn

cj
mn |m〉 ⊗ |n〉, (1.105)

wherecj
mn is the coefficient matrix for every vector|ψ j〉. To each of these vectors we

associate an operator̃K j using the Jamiolkowski isomorphism [71] which is defined as

K̃ j =
∑

mn

cj
mn |m〉〈n|. (1.106)

In other words, we flip the second ket of the vector to a bra to obtain the associated

operator. We see that the isomorphism associates a vector|v〉 ∈ HA ⊗ HA to a linear

operatorV : B(HA)→ B(HA).

Let Φ̃ be the map whose Kraus operators are theK̃ j ’s. Consider the one-sided action of

the CP map̃Φ :

D
Φ̃
= [Φ̃ ⊗ 11](σ̂) =

∑

i j

[Φ̃ ⊗ 11][|i〉〈 j| ⊗ |i〉〈 j|]

=
∑

i j

∑

k

K̃k |i〉〈 j| (K̃k)† ⊗ |i〉〈 j|

=
∑

i j

∑

k

∑

m

ck
mi |m〉〈n| (ck

n j)
∗ ⊗ |i〉〈 j|

=
∑

k


∑

mi

ck
mi|mi〉




∑

n j

(ck
n j)
∗〈n j|



=
∑

k

|ψk〉〈ψk| = Dφ, (1.107)

proving the assertion. By Eq. (1.107), the association from the vector to the operator is

made transparent by the following identity :

∑

i j

[
K̃k ⊗ 11

]
(|i〉〈 j| ⊗ |i〉〈 j|)

[
(K̃k)† ⊗ 11

]
= |ψk〉〈ψk|, (1.108)

65



F

Unitary

CJ stateOSR

Isom orphism

Dilat ion
FÄI

Figure 1.2: Showing a schematic diagram for the various waysin which the three repre-
sentations of CPTP maps, namely, the unitary representation, the operator sum represen-
tation and the Choi-Jamiolkowski representation are related.

A schematic diagram with the connections between the various representations is shown

in Fig.1.2. A few remarks are in order with respect to obtaining the operator sum repre-

sentation from the CJ state. Note that we first began with the dynamical matrix for which

the trace is not unity, and in fact Tr(ΓΦ) = dA. This facilitated the obtaining of the Kraus

operators directly. That the resulting CP map is trace-preserving is a consequence of the

fact that TrAΓΦ = 11/d, i.e., TrADφ = 11.

We see that the rank of the CJ stateΓΦ or dynamical matrixDΦ corresponding to a channel

Φ gives the minimum number of Kraus operators in the operator sum representation. We

will call the operator sum representation of a channelminimalwhen the number of Kraus

operators is the minimum number possible. Let us denote the rank ofΓΦ asr. So we have

that

r ≤ d2. (1.109)
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In other words, the maximum number of Kraus operators in the minimal representation is

d2. One way to obtain this minimal representation is to consider the spectral decomposi-

tion of theΓΦ. We have seen earlier that any isometry on the set of operators also gives

rise to equivalent operator sum representations. These areprecisely the various rank-one

decompositions ofΓΦ. Finally, we see that the unitary representation requires an ancilla

systemRof dimensionr ≤ d2 to realize any channel acting on a system with Hilbert space

dimensiond.

1.4.5 Properties of CP maps

We now provide a useful guide to the various properties of CPTPmaps in a suitable rep-

resentation.

Dual : Given a channelΦ with Kraus operators{Ak}, thedualΦ
′
is defined as the CP map

that has an operator sum representation with Kraus operators {Ãk = A†k}, i.e.,

Φ
′
(ρ̂S) =

∑

k

Ãk ρ̂S Ã†k. (1.110)

SinceΦ is trace-preserving, it implies that

∑

k

A†kAk =
∑

k

ÃkÃ
†
k = 11. (1.111)

Unital : A unital CP map is one that takes the identity operator to itself, i.e.,

Φ(11)= 11. (1.112)

From the operator sum representation ofΦ, we have the following condition on the Kraus
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operators :

∑

k

Ak A†k = 11. (1.113)

Therefore, the dual of a quantum channel is a unital CP map as can be seen by Eq. (1.110).

An alternative way to see this fact is by considering the Choi-Jamiolkoski stateΓΦ. We

have that a CP mapΦ is unital if and only if

TrB (ΓΦ) =
11
dA
, TrB (DΦ) = 11. (1.114)

Bistochastic: A channelΦ that is also unital is called a bistochastic map. So the condi-

tions in terms of the Kraus operators are given by :

∑

k

A†kAk = 11,

and
∑

k

AkA
†
k = 11. (1.115)

Alternately, a channelΦ is bistochastic if and only if

TrA (ΓΦ) =
11
d
, and TrB (ΓΦ) =

11
d
. (1.116)

Random unitary : A random unitary channel [72] is a channel which is a convex combi-

nation of unitary channels. In other words, the operator sumrepresentation of a random

unitary channel can be given in the form :

Φ(ρ̂S) =
∑

k

pk Uk ρ̂S U†k . (1.117)

By definition, a random unitary channel is bistochastic. But not every bistochastic channel
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is random unitary. Examples of channels which are bistochastic but not random unitary

were provided in the finite-dimensional setting in [73–75] and for continuous variable

systems in [76].

Extremal : The set of quantum channels acting on a given Hilbert space forms a convex

set, i.e.,

Φ = p1Φ1 + (1− p1)Φ2, (1.118)

is also a CPTP map whenΦ1, Φ2 are channels. An extremal channel is one that cannot

be written as a convex combination of other quantum channels. A simple example of an

extremal map is a unitary channel, i.e.,

Φ(ρ̂S) = U ρ̂S U†. (1.119)

By definition, a random unitary channel is not extremal. A theorem by Choi [67] gives a

way to check if a channel is extremal or not.

Theorem 4 (Choi) A CPTP mapΦ with minimal operator sum representationΦ(ρ̂S) =
∑

k Ak ρ̂S A†K is extremal if and only if the operators{Ak j = A†kAj} are linearly independent.

If the number of Kraus operators isr, then the number of operators{Ak j} is r2. Since we

require linear independence of{Ak j} for an extremal channel, we haver2 ≤ d2. In other

words, the operator sum representation of an extremal channel can have utmostd Kraus

operators in the minimal representation.

Entanglement-breaking: A channelΦ : Λ(HS) → Λ(HS) is said to be entanglement-

breaking [77] if its one-sided action takes every bipartite state ˆρS R ∈ Λ(HS ⊗ HR) to a

separable state for an arbitrary systemR. Much like the CP condition, there is an opera-
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tional way to check whether a channelΦ is entanglement-breaking or not. We have the

following theorem [77] :

Theorem 5 (Horodecki-Shor-Ruskai) A channel is entanglement-breaking iff

ΓΦ =
1
d

[Φ ⊗ 11] (σ̂). (1.120)

is separable. Further, every entanglement-breaking channel has an operator sum repre-

sentation in which every Kraus operator is rank-one.

That there exists an operator sum representation having rank-one elements for every

entanglement-breaking channel is a consequence of the factthat every separable state

has a decomposition in terms of products of projectors.

Having assembled the basic notions of correlations and channels of interest to us, we next

consider some preliminaries regarding continuous variable systems.

1.5 Single mode of radiation

Let us consider as our quantum system a single-mode of a radiation field (a harmonic os-

cillator) [78]. The Hilbert space is the space of all (complex) square integrable functions

ψ over one real variable, the configuration space, and is denoted byL2(R) :

ψ ∈ L2(R)←→
∫

dx|ψ(x)|2 < ∞. (1.121)

The creation and annihilation operators, denoted by ˆa, â† of the quantum system satisfy

the standard bosonic commutation relation :

[â, â†] = 1. (1.122)
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In terms of the hermitian position and momentum variables, these ladder operators have

the expression

â =
q̂+ i p̂
√

2
, â† =

q̂− i p̂
√

2
, (1.123)

and the equivalent commutation relation reads

[q̂, p̂] = i, (1.124)

where we have set~ = 1. Let us arrange the operators ˆq, p̂ as a column vector :

ξ̂ =


q̂

p̂

 . (1.125)

Then the commutation relations, using Eq. (1.124), can be compactly written as

[ξ̂i , ξ̂ j] = i βi j , (1.126)

where

β =


0 1

−1 0

 . (1.127)

Consider a linear transformation on ˆq and p̂ specified by a 2× 2 real matrixS :

ξ̂ → ξ̂
′
= Sξ̂. (1.128)

Since the new variables also need to satisfy the canonical commutation relations of (1.126),

we have that

S βST = β. (1.129)
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In other words,S is an element of the symplectic groupS p(2,R).

An important aspect to note is that these linear transformations are induced by unitary

evolutions generated by Hamiltonians that are quadratic inthe mode operators [78]. In

other words anyĤ =
∑

i j hi j ξ̂i ξ̂ j, ((hi j )) being real symmetric, the corresponding unitary

transformationÛ = e−iĤ induces

Û† ξ̂ Û = S(h) ξ̂, S(h) ∈ S p(2,R). (1.130)

Passive transformations:

A subset of transformations of particular interest to us arethe what are known as passive

transformations [78]. Passive transformations are those symplectic transformations that

are phase-space rotations as well. We only consider the single-mode case for simplicity.

We denote the collection of passive transformations on single-mode systems byK(1). We

have

K(1) = {S|S ∈ S p(2,R) ∩ S O(2,R)} . (1.131)

It turns out thatK(1) = S O(2,R) is isomorphic toU(1). All the above properties suitably

generalise to the multi-mode case. Passive transformations conserve photon number and

play an important role in the definition of squeezing [78].

1.6 Phase space distributions

The study of phase space distributions can be motivated fromthe possibility of using these

functions as a ‘weight’ functions in an integral representation of a given operator [79,80].

Before we describe the notion of phase space distributions, we now briefly discuss an

important class of operators known as the Weyl displacementoperators.
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For each complex numberα ∈ C, there is an associated operatorD(α), which is defined

as

D(α) = exp[αâ† − α∗â]. (1.132)

The operators{D(α)} are known as the displacement operators. From the definitionwe

see thatD(α) is unitary andD†(α) = D(−α) = D(α)−1. The operatorsD(α) are called

displacement operators for the following reason :

D(α)† âD(α) = â+ α

D(α)† â†D(α) = â† + α∗ (1.133)

The composition of two displacement operators with independent arguments gives :

D(α)D(β) = exp

[
1
2

(αβ∗ − α∗β)

]
D(α + β). (1.134)

We finally mention the orthogonality property :

Tr [D(α)D−1(β)] = πδ(2)(α − β). (1.135)

It may be ‘visually’ seen from the definition (1.132) thatD(α) is simply the ‘quantized’

version of the plane wave exp[αz∗ − α∗z] over the classicalq − p phase-space, with

z = (q + ip)/
√

2. It should thus come as no surprise that the collection{D(α), α ∈ C}

satisfy a completeness relation corresponding to the completeness of the plane waves

(Fourier integral theorem). Consequently, the displacement operatorsD(α) form a basis

for expansion of generic operators acting onH = L2(R) [79].

The displacement operators can be expressed in various waysto correspond to various

ordering schemes. Ordering refers to the order in which the ladder operators are written

in the polynomial expansion of the displacement operators.Two particular choices of
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ordering are the normal ordering and the anti-normal ordering. The normal ordering of

the displacement operatorD(α) is given by the expression

D(α) = exp[−|α|2/2] exp[αâ†] exp[−α∗â], (1.136)

and the anti-normal ordering by

D(α) = exp[|α|2/2] exp[−α∗â] exp[αâ†]. (1.137)

The expression in (1.132) corresponds to Weyl or symmetric ordering. The s-ordered

displacement operator,s ∈ [−1,1], denoted byD(α; s) is defined as

D(α; s) = exp[s|α|2/2]D(α). (1.138)

So normal ordering corresponds tos = 1, anti-normal ordering tos = −1, and the sym-

metric or Weyl ordering corresponds to the cases= 0. Thes-ordered monomial{(â†)nâm}s

is defined as

D(α; s) =
∞∑

n,m=0

{(â†)nâm}s
αn(−α∗)m

n!m!
, (1.139)

or equivalently we have

{(â†)nâm}s =
∂n+mD(α; s)
∂αn∂(−α∗)m

∣∣∣∣∣
α=0

. (1.140)

The s-ordered displacement operators facilitate the definitionof the s-ordered charac-

teristic function. Thes-ordered characteristic function associated with a given density

operator ˆρ is defined as

χs(ρ̂, α) = Tr[D(α; s) ρ̂]. (1.141)
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From the completeness of the displacement operators, we have the following representa-

tion or inverse relation for any operator ˆρ [79]:

ρ̂ =

∫
d2α

π
χs(ρ̂, α)D−1(α; s). (1.142)

Thes-ordered quasiprobability associated with a state ˆρ is defined as the two-dimensional

Fourier transform of the correspondings-ordered characteristic function. We have

Ws(ρ̂, ξ) =
∫

d2α

π
eξα

∗−ξ∗α χs(ρ̂, α). (1.143)

We now briefly detail three frequently used quasiprobabilities from among the one-parameter

family of quasiprobabilities, namely, the Wigner, theQ and theφ distributions [80].

Wigner function :

The Wigner functionW0(ρ̂,α) associated with a given state ˆρ results as the symmetric-

ordered (s= 0) quasiprobability :

W(ρ̂, α) ≡W0(ρ̂,α) =
∫

d2ξ

π
eαξ

∗−ξα∗ χ0(ρ̂, ξ). (1.144)

The Wigner function (and indeed every s-ordered quasiprobability) is real and normalized

in accordance with the hermiticity and trace condition of a density operator ˆρ :

W(ρ̂, α) =W(ρ̂, α)∗,
∫

d2α

π
W(ρ̂, α) = 1. (1.145)

The Wigner representation is particularly useful for evaluating expectation values of op-

erators written in the symmetric ordered form :

Tr [ρ̂ {(â†)nâm}0] =
∫

d2α

π
W(ρ̂, α) (α∗)nαm. (1.146)
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We see that the symmetric-ordered operators are just replaced by the c-number equivalents

and the density operator is replaced by the associated Wigner function.

A useful property of the Wigner function is the ease with which symplectic transforma-

tions reflect in the Wigner description. We had seen earlier that unitary transformations

generated by Hamiltonians quadratic in mode operators, lead to a symplectic transforma-

tion of the mode operators. We have in the Wigner picture :

ρ̂ → ρ̂
′
= U(S) ρ̂U(S)†

⇐⇒ ξ̂ → ξ̂
′
= Sξ̂

⇐⇒W(ρ̂, ξ)→W(ρ̂
′
, ξ) =W(ρ̂,S−1ξ)

⇐⇒ χ(ρ̂, ξ)→ χ(ρ̂
′
, ξ) = χ(ρ̂,S−1ξ)

⇐⇒ V → V
′
= S V ST , (1.147)

where in the last line of Eq. (1.147), V stands for the variance matrix associated with ˆρ.

We will consider the notion of variance matrix in the next Section. We will repeatedly

appeal to the above transformations in phase space as well asthe corresponding transfor-

mations at the level of the variance matrix in the following Sections.

Husimi function :

The HusimiQ-function is the anti-normal ordered quasiprobability andis defined as

Q(ρ̂, α) ≡W−1(ρ̂, α) =
∫

d2ξ

π
eαξ

∗−ξα∗ χ−1(ρ̂, ξ). (1.148)

It can be shown that theQ-function can alternately be written as [80] :

Q(ρ̂, α) = 〈α|ρ̂|α〉. (1.149)

We see that theQ-function is always pointwise positive irrespective of thestate ˆρ and its
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numerical value is bounded from above by 1, i.e.,Q(ρ̂, α) ≤ 1. Further,Q is normalised :

∫
d2α

π
Q(ρ̂, α) = 1. (1.150)

We see that theQ-function is a probability distribution over the complex plane. We men-

tion in passing that though everyQ-function is a probability distribution, the converse

however is not true. TheQ-function facilitates the computation of the ensemble averages

of anti-normally ordered operators analogous to how the Wigner function was useful for

computing ensemble averages of symmetric-ordered operators.

Diagonal ‘weight’ function :

The third important quasiprobability we shall be interested in is the normal-ordered distri-

bution corresponding tos = 1. The quasiprobability corresponding tos = 1 is called the

Sudarshan-Glauber diagonal weight function denoted byφ [81,82]. The diagonal weight

φ(ρ̂, α) associated with a density matrix ˆρ is defined as

φ(ρ̂, α) ≡W1(ρ̂, α) =
∫

d2ξ

π
eαξ

∗−ξα∗ χ1(ρ̂, ξ). (1.151)

Every density matrix ˆρ can be expressed in the ‘diagonal’ form in the (over-complete)

coherent state basis as

ρ̂ =

∫
d2α

π
φ(α)|α〉〈α|. (1.152)

We note that coherent states form a complete non-orthogonalset. From the trace condition

of ρ̂, we have that

∫
d2α

π
φ(α) = 1. (1.153)

Unlike theQ-function and the Wigner function which are well-behaved onthe complex
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plane, the diagonal weight function can be highly singular.Finally, we note that the

diagonal functionφ helps to easily evaluate the ensemble averages of normally-ordered

operators which is of much interest from an experimental perspective [83].

1.7 Gaussian states

We now begin with a brief discussion on the notion of a variance matrix associated with

a state ˆρ [78, 84, 85]. Consider the 2× 2 matrix of operatorŝξ ξ̂T . The following iden-

tity associated with this operator matrix is obtained by using the commutation and anti-

commutation relations of the mode operators :

2 (ξ̂ξ̂T)i j = 2 ξ̂i ξ̂ j

= {ξ̂i , ξ̂ j} + [ξ̂i , ξ̂ j]

= {ξ̂i , ξ̂ j} + i βi j . (1.154)

Taking the expectation value in the state ˆρ, we have

2〈ξ̂ξ̂T〉i j = Tr ({ξ̂i , ξ̂ j} ρ̂) + i βi j . (1.155)

Let us assume without loss of generality that state is one forwhich the means are zero.

We now define the variance matrixV of a given state ˆρ as

Vi j = Tr ({ξ̂i , ξ̂ j} ρ̂). (1.156)

The matrixV is real, symmetric and positive definite. These properties of the variance

matrix would also hold for a classical probability distribution. However, for the quantum

case there is an additional condition thatV has to satisfy for it to be a valid variance
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matrix. This additional constraint is the uncertainty principle [78] :

V + i β ≥ 0. (1.157)

It is known that every variance matrix can be diagonalised bya symplectic transformation

[78,86]. For the single mode case, by choosing a suitable symplectic transformationS,

the variance matrix can be diagonalised, i.e.,

V → Vcan= S V ST

=


κ 0

0 κ

 , (1.158)

whereκ is called the symplectic eigenvalue ofV. In this canonical form, the uncertainty

principle of Eq. (1.157) reads

κ ≥ 1. (1.159)

We now describe a particularly important class of states known as Gaussian states [78,85,

87,88]. We assume that the state has zero first moments [this can be achieved by a rigid

phase space translation that is effected by the action of a suitable (unitary) displacement

operator]. A Gaussian state is one whose Wigner function is aGaussian function :

W(ρ̂, α) =
1

2
√

DetV
exp[−1

2
αT V−1α], (1.160)

where the complex numberα = x + iy can also be viewed as the vector (x, y)T . Equiva-

lently, Gaussian states are states whose corresponding (symmetric-ordered) characteristic

function is a Gaussian function. In other words we have

χ(ρ̂, ξ) = exp[−1
2
ξTβVβTξ], (1.161)
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whereV is the variance matrix associated with the state ˆρ. We wish to emphasis that

a Gaussian state is completely specified by its first (means) and second moments (vari-

ances).

Simple examples of pure Gaussian states include the vacuum state or the ground state of

the harmonic oscillator|0〉, coherent states|α〉 = D(α)|0〉, squeezed stateS(η)|0〉, which

is obtained by the action of the squeeze transformationS(η) on the vacuum state. The

thermal state is an example of a mixed Gaussian state.

From the canonical form of the variance matrix in Eq. (1.158), we infer that by applying

a suitable symplectic transformation, the variance matrixof any pure Gaussian state can

be brought to the identity matrix, while any mixed Gaussian state can be brought to the

form κ112×2, whereκ > 1 is the symplectic eigenvalue.

1.7.1 Two-mode systems

The Hilbert space of the two-mode system isL2(R) ⊗ L2(R) = L2(R2) and consists of

vectors that are square integrable over a two-plane. As in the single mode case, we arrange

the quadrature operators ˆq1, p̂1, andq̂2, p̂2 associated with the modes as a column vector

ξ̂ = (q̂1, p̂1, q̂2, p̂2)
T . (1.162)

Then the canonical commutation relations read

[ξ̂i , ξ̂ j] = iΩi j ,

where, Ω = β ⊕ β. (1.163)

The mode operators ˆa1, â2 are defined for each mode in the standard way.

A Gaussian state of a two-mode system (with zero mean) is completely described by a
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4× 4 variance matrix which satisfies the uncertainty relation :

V + iΩ ≥ 0. (1.164)

Of importance to us is the detection of entanglement of two-mode Gaussian states. It

turns out that there is necessary and sufficient criteria for detecting entanglement of two-

mode Gaussian states [89]. For this we require the use of the transpose mapΛ. The

transpose map transcribes on the Wigner function faithfully into a mirror reflection of the

underlying phase space. In other words, we have :

ξ̂ → ξ̂
′
= Λξ̂ = (q̂, −p̂). (1.165)

We now state the following necessary and sufficient condition for detecting entanglement

of two-mode Gaussian states [89].

Theorem 6 (Simon) A two-mode Gaussian state with variance matrix V is separable if

and only if the local application of the transpose map by one and only one of the parties

leads to a valid variance matrix. The state is entangled otherwise.

The mirror reflection corresponding to partial transposeΛ̃, with the transpose performed

on the second mode, can be written asΛ̃ = diag(1,1,1,−1). The separability criterion

can then be written as the additional requirement

V + i Ω̃ ≥ 0, where Ω̃ = Λ̃Ω Λ̃, (1.166)

over and above the uncertainty principle (1.164).
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1.8 Gaussian channels

Having outlined the basic and fundamental properties of Gaussian states, we now consider

the notion of Gaussian channels. Before we begin with the description of Gaussian chan-

nels, we wish to motivate the notion of Gaussian channels from the analogous classical

setting.

It is well known in classical probability theory that a Gaussian probability distribution

denoted by

PG(ξ) =
1

√
(2π)nDetV

e−
1
2ξ

TV−1ξ (1.167)

remains Gaussian under all affine transformations of the formξ → Aξ + b and con-

volutions with Gaussian distributions. The affine transformationξ → Aξ, induces the

following transformation on the characteristic function,i.e.,

χG(x)→ χG(Bx), B = (A−1)T . (1.168)

So we see that the translation by the vectorb reflects as a linear phase factor in the char-

acteristic function, and the homogeneous transformationA reflects as a corresponding

homogeneous transformationB = (A−1)T onχG(x). There are no restrictions onA andb

for a Gaussian probability to be taken to a Gaussian probability under such a transforma-

tion.

The analogue of Gaussian probability distributions in quantum mechanics are Gaussian

Wigner distributions. It is true that a Gaussian Wigner function is taken to a Gaussian

probability under all affine transformations. But to remain a valid Wigner distribution,

additional constraints have to be satisfied in the form of theuncertainty principle in

Eq. (1.157) which we detail below.

The action of any Gaussian channel on system A may be realizedthrough the action of a
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Gaussianity preserving unitary on a suitably enlarged system :

ρA→ ρ
′

A = TrB

[
UAB (ρA ⊗ ρB) U†AB

]
. (1.169)

HereρB is a Gaussian state of the ancilla B, andUAB is a linear canonical transformation

on the enlarged composite system consisting of the system ofinterest A and the ancilla B.

That all Gaussian channels can indeed be realized in this manner has been shown by the

work of Holevo and coauthors [90–94].

For arbitrary input state with symmetric-ordered characteristic functionχW(ξ; ρ), we have

resulting from (1.169)

χin(ξ; ρ)→ χout(ξ; ρ) = χ(Xξ; ρ) exp

[
−ξ

TYξ
2

]
, (1.170)

whereX andY are real matrices, andY being positive definite. The pair (X,Y) are com-

pletely specified by the unitary representation (1.169).

So the action of a Gaussian channel thus manifests simply as alinear transformation on

the variance matrixV. Under the action of a Gaussian channel described by (X,Y) [90] :

V → V′ = XTVX+ Y. (1.171)

Suppose we are instead given a general (X,Y) which effect the transformation in (1.171).

For V
′
to be a valid variance matrix for arbitrary input, (X,Y) have to satisfy a constraint

that is a consequence of the uncertainty principle, which wedetail below.

Let us consider the one-sided action of a Gaussian map described by (X,Y) on a two-mode

squeezed vacuum state with squeeze parameterr. The two-mode squeezed vacuum state

83



is represented in the Fock basis as

|ψr〉 = sechr
∞∑

k=0

(tanhr)k|k, k〉, (1.172)

and its variance matrix is given by

Vout(r) =



c2r 0 s2r 0

0 c2r 0 −s2r

s2r 0 c2r 0

0 −s2r 0 c2r



, (1.173)

wherec2r = cosh 2r, s2r = sinh 2r.

The result of this one-sided action by the map (X,Y) is a two-mode mixed Gaussian state

specified by variance matrix

Vout(r) =


c2r(XTX) + Y s2r(XTσ3)

s2r(σ3X) c2r(112)

 , (1.174)

σ3 being the standard Pauli matrix. It is clear thatVout(r) should obey the mandatory

uncertainty principle

Vout(r) + iΩ ≥ 0, (1.175)

for all values of squeezing. In fact, this requirement in terms of the uncertainty principle

is both a necessary and sufficient condition on (X,Y) to correspond to a Gaussian channel,

and it may be restated in the form [91,95]

Y+ iΩ ≥ i XT ΩX. (1.176)
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1.8.1 Canonical forms for quantum-limited and noisy channels

Given a Gaussian channelΓ we can construct, ‘quite cheaply’, an entire family of Gaus-

sian channels by simply preceding and followingΓ with unitary (symplectic) Gaussian

channelsU(S1),U(S2) corresponding respectively to symplectic matricesS1, S2. There-

fore in classifying Gaussian channels it is sufficient to classify these orbits or double

cosets and, further, we may identify each orbit with the ‘simplest’ looking representative

element of that orbit (the canonical form). Since

U(S1)ΓU(S2) : χ(ξ)→ χ(S2 X S1 ξ) exp[−1
2
ξT ST

1 Y S1 ξ], (1.177)

the task actually reduces to enumeration of the orbits of (X,Y) under the transformation

(X,Y)→ (X
′
,Y

′
) = (S2 X S1, ST

1 Y S1).

We wish to make one important remark regarding Gaussian channels. The injection of

an arbitrary amount of classical (Gaussian) noise into the state is obviously a Gaussian

channel :χ(ξ)→ χ(ξ) exp[−a |ξ|2/2], a > 0. It is called the classical noise channel. Now,

given a Gaussian channel we may follow it up with a classical noise channel to obtain

another Gaussian channel. A Gaussian channel will be said tobe quantum-limitedif it

cannot be realized as another Gaussian channel followed by aclassical noise channel.

Conversely, the most general Gaussian channel is a quantum-limited Gaussian channel

followed by a classical noise channel, and it follows that quantum-limited channels are

the primary objects which need to be classified into orbits.

In other words, for a givenX, the minimalY, sayY0, that saturates the inequality in (1.176)

represents the threshold Gaussian noise that needs to be added toχ(Xξ) to make atone-

ment for the failure ofX to be a symplectic matrix, and thus rendering the map completely

positive; if X happens to be a symplectic matrix, then the corresponding minimal Y0 = 0.

And Y , 0 wheneverX is not a symplectic matrix.

In the single-mode case where (X,Y) are 2×2 matrices,S1,S2 ∈ S p(2,R) can be so chosen
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Quantum-limited X Y0 Noisy Channel
Channel (X,Y0) Y = Y0 + a11
D(κ; 0) −κσ3 (1+ κ2)11 κ > 0 D(κ; a)
C1(κ; 0) κ11 (1− κ2)11 0≤ κ < 1 C1(κ; a)
C2(κ; 0) κ11 (κ2 − 1)11 κ > 1 C2(κ; a)
A1(0) 0 11 A1(a)
A2(0) (11+ σ3)/2 11 A2(a)
B2(0) 11 0 B2(a)
B1(0) 11 0 B1(a)

Table 1.1: Showing the quantum-limited bosonic Gaussian channels. The noisy versions
of these channels are obtained by replacingY0 by Y = Y0 + a11 and soY > Y0.

that X
′

equals a multiple of identity, a multiple ofσ3, or (11+ σ3)/2 while Y
′

equals a

multiple of identity or (11+ σ3)/2. Thus the canonical form of a Gaussian channelX,Y

is fully determined by the rank and determinant of (X,Y), and classification ofquantum-

limited bosonic Gaussian channels[91,92] is shown in Table1.1

By following the above listed quantum-limited channels by injection of classical noise of

magnitudea we get respectivelyD(κ; a), C1(κ; a), C2(κ; a),A1(a),A2(a), andB2(a); the

last caseB1(a) is special in that it is obtained fromB1(0) by injection of noise intojust

one quadrature: χ(ξ)→ χ(ξ) exp[−aξT(11+ σ3)ξ/4].

It is clear in the case ofD(κ; 0) thatX = −κσ3 corresponds to (scaled) phase conjugation

or matrix transposition of the density operator. And the phase conjugation is the most

famous among positive maps which are not CP [12,13,89]; it is the injection of additional

classical noise of magnitude (not less than) 1+ κ2, represented byY0, that mends it into a

CP map. It may be noted that the quantum-limited end of both theB1 andB2 families is

the trivial identity channel.

The reason for the special emphasis on quantum-limited channels in our enumeration of

the Holevo classification is this : every noisy Gaussian channel [exceptB1(a)] can be

realized, as we shall see later, as the composite of a pair of quantum-limited channels.

This fact will be exploited to study an application in Chapter4.
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Channel Kraus operators OSR

D(κ; 0) Tℓ(κ) =
∑ℓ

n=0(
√

1+ κ2)−(n+1)(
√

1+ κ−2)−(ℓ−n)
√
ℓCn|ℓ − n〉〈n| ∑∞

ℓ=0 Tℓ(κ) (·) Tℓ(κ)†

C1(κ; 0) Bℓ(κ) =
∑∞

m=0

√
m+ℓCℓ (

√
1− κ2)ℓ κm|m〉〈m+ ℓ| ∑∞

ℓ=0 Bℓ(κ) (·) Bℓ(κ)†

C2(κ; 0) Aℓ(κ) = κ−1 ∑∞
m=0

√
m+ℓCℓ

(√
1− κ−2

)ℓ
(κ−1)m|m+ ℓ〉〈m| ∑∞

ℓ=0 Aℓ(κ) (·) Aℓ(κ)†

A1(0) Bk = |0〉〈k|
∑

k Bk (·) B†k
A2(0) Vq = |q/

√
2) 〈q|

∫
dq Vq (·) V†q

B2(a) Dα = (πa)−1/2 exp[−|α|2/2a]D(α)
∫

d2αDα (·) D†α
B1(a) Zq ≡ (πa)−1/4 exp[−q2/2a]D(q/

√
2)

∫
dq Zq (·) Z†q

Table 1.2: Showing the OSR of the quantum-limited bosonic Gaussian channels and the
classical noise channels.

1.8.2 Operator sum representation

We now briefly touch upon the operator sum representation of single-mode bosonic Gaus-

sian channels [76]. The operator sum representation was obtained by considering the

unitary representation of Gaussian channels. The system isfirst appended with a fixed

Gaussian environment state (vacuum state for example), then the joint system is evolved

through a two-mode Gaussian unitary transformation, and finally the environment mode

is traced out in a suitable basis (Fock states for example) toobtain the resulting Kraus

operators.

The Kraus operators thus constructed in [76] for all the quantum-limited channels and the

classical noise channels is presented in Table1.2. We see that in this representation, the

beamsplitter, amplifier and phase conjugation channels have a discrete index Kraus repre-

sentation whereas the classical noise channels and the singular channels have a continuous

index Kraus representation.

Of particular interest to us is the action of the beamsplitter and amplifier channels on

the Fock basis. We first consider the quantum-limited beamsplitter channel. We wish

to consider the action of the channel on the operator basis consisting of the Fock opera-

tors {|m〉〈n|}. From Table1.1, we see that the action of the quantum-limited beamsplitter
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channel on a general operator|m〉〈n| is given by :

|m〉〈n| →
∞∑

ℓ=0

Bℓ(κ)|m〉〈n|B†ℓ(κ)

=

min{m,n}∑

ℓ=0

√
mCℓ

nCℓ (1− κ2)
ℓ
κm+n−2ℓ|m− ℓ〉〈n− ℓ|. (1.178)

We see that the resulting operator is of finite rank. Further,for an input Fock state|n〉〈n|,

the output consists of all Fock state projectors up to the valuen.

A similar analysis of the action of the quantum-limited amplifier channel on the operator

|m〉〈n| leads to :

|m〉〈n| →
∞∑

ℓ=0

Aℓ(κ)|m〉〈n|A†ℓ(κ)

= κ−2κ−(n+m)
∞∑

ℓ=0

√
n+ℓCℓ

m+ℓCℓ (1− κ−2)ℓ |m+ ℓ〉〈n+ ℓ|. (1.179)

In contrast to the quantum-limited beamsplitter case, we see that the output operator is of

infinite rank.

1.8.3 Semigroup property

It is clear from Table1.1 (action in phase space) that successive actions of two quantum-

limited beamsplitter channels with parameter valuesκ1, κ2 is a quantum-limited beam-

splitter channel whose parameterκ equals the productκ1κ2 of the individual channel pa-

rameters :

C1(κ1) : χW(ξ)→ χ ′W(ξ) = χW(κ1 ξ) exp [−(1− κ2
1)|ξ|2/2],

C1(κ2) : χ ′W(ξ)→ χ ′′W(ξ) = χ ′W(κ2 ξ) exp [−(1− κ2
2)|ξ|2/2]

= χW(κ1κ2 ξ) exp [−(1− κ2
1κ

2
2)|ξ|2/2]. (1.180)
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It is instructive to see how this semigroup property emergesin the Kraus representation.

Let {Bℓ1(κ1)} and{Bℓ2(κ2)} be the Kraus operators of the two channels. The product of two

Kraus operatorsBℓ1(κ1), Bℓ2(κ2), one from each set, is

Bℓ1(κ1)Bℓ2(κ2) =
∞∑

m=0

√
ℓ1+ℓ2Cℓ1

(√
1− κ2

1

)ℓ1 (√
1− κ2

2

)ℓ2

×
√

m+ℓ1+ℓ2Cℓ1+ℓ2 (κ1κ2)
m κℓ1

2 |m〉〈m+ ℓ1 + ℓ2|. (1.181)

The action of the product channel on the input operator|r〉〈r + δ| is

∑

ℓ1,ℓ2

Bℓ1(κ1)Bℓ2(κ2)|r〉〈r + δ|Bℓ2(κ2)
† Bℓ1(κ1)

†

=
∑

ℓ1,ℓ2,m,n

√
ℓ1+ℓ2Cℓ1

(√
1− κ2

1

)ℓ1 (√
1− κ2

2

)ℓ2 √
m+ℓ1+ℓ2Cℓ1+ℓ2 (κ1κ2)

mκℓ1
2

×
√

ℓ1+ℓ2Cℓ1

(√
1− κ2

1

)ℓ1 (√
1− κ2

2

)ℓ2 √
n+ℓ1+ℓ2Cℓ1+ℓ2 (κ1κ2)

nκℓ1
2

× |m〉〈m+ ℓ1 + ℓ2|r〉〈r + δ|n+ ℓ1 + ℓ2〉〈n|. (1.182)

Denotingℓ1 + ℓ2 = ℓ, the expression on the RHS of Eq. (1.182) becomes

RHS =
r∑

ℓ=0

ℓ∑

ℓ1=0

∞∑

m,n=0

ℓCℓ1κ
2ℓ1
2 (1− κ2

1)
ℓ1(1− κ2

2)
(ℓ−ℓ1)

(κ1κ2)
m+n

×
√
ℓ+mCℓ

ℓ+nCℓ δr,m+ℓ δr+δ,n+ℓ |m〉〈n|. (1.183)

The sum overℓ1 is the binomial expansion of [(1− κ2
1)κ

2
2 + (1− κ2

2)]
ℓ = (1− κ2

1κ
2
2)
ℓ and, in

addition, we have the constraintsm+ ℓ = r andn + ℓ = r + δ. With this the expression

(1.183) reduces to

RHS =
r∑

ℓ=0

(1− κ2
1κ

2
2)
ℓ
√

rCℓ
r+δCℓ (κ1κ2)

2r−2ℓ+δ|r − ℓ〉〈r − ℓ + δ|. (1.184)

Comparing Eqs. (1.184) and (1.178) we find that the expression in (1.184) is precisely the

action of a quantum-limited attenuator channel with parameter κ1κ2. In other words, we
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have that

∞∑

ℓ1,ℓ2=0

Bℓ1(κ1)Bℓ2(κ2)|r〉〈r + δ|B†ℓ2
(κ2)B

†
ℓ1

(κ1) =
∞∑

ℓ=0

Bℓ(κ1κ2)|r〉〈r + δ|B†ℓ(κ1κ2). (1.185)

An identical result can be similarly obtained for the behaviour of |r + δ〉〈r |, and thus we

have proved the semigroup property

C1(κ1) ◦ C1(κ2) = C1(κ1κ2). (1.186)

We now analyze the composition of two quantum-limited amplifier channels, as in the

beamsplitter channel case. It follows from the very definition of the amplifier channel

that the composition of two quantum-limited amplifier channels with parametersκ1 and

κ2 is also a quantum-limited amplifier channel with parameterκ = κ1κ2 > 1 :

C2(κ2) ◦ C2(κ1) : χW(ξ)→ χ
′

W(ξ) = χW(κ1κ2 ξ) exp [−(κ2
1κ

2
2 − 1)|ξ|2/2]. (1.187)

That is,

C2(κ2) ◦ C2(κ1) = C2(κ1κ2) = C2(κ1) ◦ C2(κ2). (1.188)

It will be instructive to examine how this fact emerges from the structure of the Kraus

operators. Let the set{Aℓ1(κ1)} be the Kraus operators of the first amplifier and let{Aℓ2(κ2)}

be that of the second. Then the product of a pair of Kraus operators, one from each set, is

Aℓ1(κ1)Aℓ2(κ2) = (κ1κ2)
−1

√
ℓ1+ℓ2Cℓ1

∞∑

n=0

√
n+ℓ1+ℓ2Cℓ1+ℓ2

(√
1− κ−2

1

)ℓ1

×
(√

1− κ−2
2

)ℓ2

(κ1κ2)
−nκ−ℓ2

1 |n+ ℓ1 + ℓ2〉〈n|. (1.189)

Thus, under the successive action of these two amplifier channels the operator| j〉〈 j + δ|
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goes to

∑

ℓ1,ℓ2

Aℓ1(κ1)Aℓ2(κ2)| j〉〈 j + δ|Aℓ2(κ2)
†Aℓ1(κ1)

†

= (κ1κ2)
−2

∑

ℓ1,ℓ2

∞∑

n=0

∞∑

m=0

ℓ1+ℓ2Cℓ1

(
1− κ−2

1

)ℓ1
(
1− κ−2

2

)ℓ2
(κ1κ2)

−(n+m)κ−2ℓ2
1

×
√

n+ℓ1+ℓ2Cℓ1+ℓ2
m+ℓ1+ℓ2Cℓ1+ℓ2|n+ ℓ1 + ℓ2〉〈n| j〉〈 j + δ|m〉〈m+ ℓ1 + ℓ2|. (1.190)

Denotingℓ1 + ℓ2 = ℓ, the RHS of the expression in Eq. (1.190) reduces to

(κ1κ2)
−2

∞∑

ℓ=0

ℓ∑

ℓ1=0

∞∑

n=0

∞∑

m=0

ℓCℓ1 (1− κ−2
1 )ℓ1 (κ−2

1 (1− κ−2
2 ))(ℓ−ℓ1) (κ1κ2)

−(n+m)

×
√

n+ℓCℓ
m+ℓCℓ δm, j+δ δn, j |n+ ℓ〉〈n+ δ + ℓ|. (1.191)

As in the beamsplitter case, the summation over the indexℓ1 is a binomial expansion, and

the expression in Eq. (1.191) reduces to

(κ1κ2)
−2

∞∑

ℓ=0

(1− κ−2
1 κ
−2
2 )ℓ (κ1κ2)

−( j+ j+δ)
√

j+ℓCℓ
j+ℓ+δCℓ | j + ℓ〉〈 j + ℓ + δ|. (1.192)

Comparing Eqs. (1.192) and (1.179), we see that the latter is the Kraus representation for

a single quantum-limited amplifier channel. That is,

∑

ℓ1,ℓ2

Aℓ1(κ1)Aℓ2(κ2)| j〉〈 j + δ|Aℓ2(κ2)
†Aℓ1(κ1)

† =
∑

ℓ

Aℓ(κ1κ2)| j〉〈 j + δ|Aℓ(κ1κ2)
†. (1.193)

A similar behaviour holds for| j+δ〉〈 j| as well. And this is what we set out to demonstrate.

1.8.4 Noisy channels from quantum-limited ones

Our considerations so far have been in respect of quantum-limited channels. We turn our

attention now to the case of noisy channels. It turns out thatevery noisy channel, except
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B1(a) which corresponds to injection of classical noise in just one quadrature, can be

realised (in a non-unique way) as composition of two quantum-limited channels, so that

the Kraus operators are products of those of the constituentquantum-limited channels.

We have noted already in the previous subsection that the composition of two quantum-

limited attenuator (or amplifier) channels is again a quantum-limited attenuator (or ampli-

fier) channel. This special semigroup property however doesnot obtain under composi-

tion for other quantum-limited channels. In general, composition of two quantum-limited

channels results in a channel with additional classical noise. We will now consider pairs

of quantum-limited channels from Table1.1 and construct the Kraus operators of the re-

sulting noisy channel.

The compositeC2(κ2; 0) ◦ C1(κ1; 0), κ2 > 1, κ1 < 1

It is clear from the very definition of these channels throughtheir action on the charac-

teristic function that the compositeC2(κ2; 0) ◦ C1(κ1; 0) is a noisy amplifier, a classical

noise channel, or a noisy attenuator depending on the numerical value ofκ2κ1 : it equals

C1(κ2κ1; 2(κ2
2 − 1)) for κ2κ1 < 1,B2(2(κ2

2 − 1)) for κ1κ2 = 1, andC2(κ2κ1; 2κ2
2(1 − κ2

1)) for

κ2κ1 > 1, as may be readily read off from Table1.3.

The Kraus operators for the composite is given by the set{Am(κ2)Bn(κ1)} with (m,n) run-

ning independently over the range 0≤ m,n < ∞. By computing the productsAm(κ2)Bn(κ1),
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X,Y→ D(κ1; 0) C1(κ1; 0) C2(κ1; 0) A2(0)
↓

C1(κ2κ1; 2κ2
2(1+ κ

2
1)),

D(κ2; 0) for κ2κ1 < 1. D(κ2κ1; 2κ2
2(1− κ2

1) D(κ2κ1; 0) A2(2κ2
2)

C2(κ2κ1; 2(1+ κ2
2)),

for κ2κ1 > 1.
B2(2(1+ κ2

2)),
for κ2κ1 = 1.

C1(κ2κ1; 2κ2
2(κ

2
1 − 1)),

C1(κ2; 0) D(κ2κ1; 0) C1(κ2κ1; 0) for κ2κ1 < 1. A2(0)
C2(κ2κ1; 2(1− κ2

2)),
for κ2κ1 > 1.
B2(2(1− κ2

2))
for κ2κ1 = 1

C1(κ2κ1; 2(κ2
2 − 1)),

C2(κ2; 0) D(κ2κ1; 2(κ2
2 − 1)) for κ2κ1 < 1. C2(κ2κ1; 0) A2(2(κ2

2 − 1))
C2(κ2κ1; 2κ2

2(1− κ2
1)),

for κ2κ1 > 1.
B2(2(κ2

2 − 1)).
for κ2κ1 = 1.

A2(0) A2(
√
κ2

1 + 2− 1) A2(
√

2− κ2
1 − 1) A2(κ1 − 1) A2(

√
2− 1)

Table 1.3: Showing the compositionX ◦ Y of quantum-limited channelsX,Y assumed to
be in their respective canonical forms simultaneously. The composition results, in several
cases, in noisy channels thereby enabling description of noisy Gaussian channels, includ-
ing the classical noise channelB2(a), in terms ofdiscrete setsof linearly independent
Kraus operators.
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we have,

Aℓ+δ(κ2)Bℓ(κ1) =
∞∑

j=0

g1(δ)ℓ j | j + δ〉〈 j|,

Aℓ(κ2)Bℓ+δ(κ1) =
∞∑

j=0

g̃1(δ)ℓ j | j〉〈 j + δ|,

g1(δ)ℓ j = κ
−1
2 (κ−1

2 κ1)
j−ℓ

√
j+δCℓ+δ

jCℓ

×
(√

1− κ2
1

)ℓ (√
1− κ−2

2

)ℓ+δ
, for j ≥ ℓ,

= 0, for j < ℓ;

g̃1(δ)ℓ j = κ
−1
2 (κ−1

2 κ1)
j−ℓ

√
j+δCℓ+δ

jCℓ

×
(√

1− κ−2
2

)ℓ (√
1− κ2

1

)ℓ+δ
, for j ≥ ℓ,

= 0, for j < ℓ. (1.194)

The compositeC1(κ2; 0) ◦ C2(κ1; 0), κ2 < 1, κ1 > 1

Again the compositeC1(κ2; 0)◦C2(κ1; 0) is a noisy amplifier, a classical noise channel, or

a noisy attenuator depending on the numerical value ofκ2κ1 and the details may be read

off from Table1.3. The Kraus operators for the compositeC1(κ2; 0) ◦ C2(κ1; 0) are given

by {Bm(κ2)An(κ1)}, 0 ≤ m,n < ∞. We have

Bℓ+δ(κ2)Aℓ(κ1) =
∞∑

j=0

g2(δ)ℓ j | j〉〈 j + δ|,

Bℓ(κ2)Aℓ+δ(κ1) =
∞∑

j=0

g̃2(δ)ℓ j | j + δ〉〈 j|,

g2(δ)ℓ j = κ
−1
1

√
j+ℓ+δCℓ+δ

j+δ+ℓCℓ κ
−( j+δ)
1

(√
1− κ−2

1

)ℓ
κ

j
2

(√
1− κ2

2

)ℓ+δ
,

g̃2(δ)ℓ j = κ
−1
1

√
j+ℓ+δCℓ+δ

j+δ+ℓCℓ κ
− j
1

(√
1− κ−2

1

)ℓ+δ
κ

j+δ
2

(√
1− κ2

2

)ℓ
. (1.195)

94



The compositeD(κ2) ◦ D(κ1), κ2 > 0, κ1 > 0

Similar to the earlier two cases, the compositeD(κ2; 0) ◦ D(κ1; 0) is a noisy amplifier, a

classical noise channel, or a noisy attenuator depending onthe numerical value ofκ2κ1, as

in the earlier two cases, and the details can be read off from Table1.3. It may be noted,

again from Table1.3, that this case tends to be more noisy than the earlier two cases.

The Kraus operators for this composite are given by{Tm(κ2)Tn(κ1)}, 0 ≤ m,n < ∞. The

productsTm(κ2)Tn(κ1) have the form

Tℓ+δ(κ2)Tℓ(κ1) =
∞∑

j=0

g3(δ)ℓ j | j + δ〉〈 j|,

Tℓ(κ2)Tℓ+δ(κ1) =
∞∑

j=0

g̃3(δ)ℓ j | j + δ〉〈 j|,

g3(δ)ℓ j =

(√
1+ κ2

1

)−1 (√
1+ κ2

2

)−1 √
ℓC j

ℓ+δC j

[√
(1+ κ2

2)(1+ κ
−2
1 )

]−(ℓ− j)

×
[√

(1+ κ2
1)(1+ κ

−2
2 )

]− j (√
1+ κ−2

2

)−δ
, for j ≤ ℓ,

= 0, for j > ℓ,

g̃3(δ)ℓ j =

(√
1+ κ2

1

)−1 (√
1+ κ2

2

)−1 √
ℓC j

ℓ+δC j

[√
(1+ κ2

2)(1+ κ
−2
1 )

]−(ℓ− j)

×
[√

(1+ κ2
1)(1+ κ

−2
2 )

]− j (√
1+ κ2

1

)−δ
, for j ≤ ℓ,

= 0, for j > ℓ. (1.196)
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The compositeD(κ2; 0) ◦ C1(κ1; 0), κ2 > 0, κ1 < 1

Kraus operators of this composite, which always corresponds to a noisy transpose channel

(see Table1.3), are{Tm(κ2)Bn(κ1)}, 0 ≤ m,n < ∞. We have

Tm(κ2)Bn(κ1) =
∞∑

j=0

ξ j
mn|m− j〉〈n+ j|

ξ j
mn =

(√
1+ κ2

2

)−1 √
mC j

n+ jC j

(√
1+ κ2

2

)− j (√
1+ κ−2

2

)−(m− j)

× κ j
1

(√
1− κ2

1

)n

, for j ≤ m;

= 0, for j > m. (1.197)

The compositeC1(κ2; 0) ◦ D(κ1; 0), κ1 > 0, κ2 < 1

This composite channel corresponds to aquantum-limitedtranspose channel (see Table

1.3). The Kraus operators{Bm(κ2)Tn(κ1)}, 0 ≤ m,n < ∞ (which as a set should be

equivalent to{Tℓ(κ2κ1)}, 0 ≤ ℓ < ∞), are

Bm(κ2)Tn(κ1) =
n∑

j=m

ξ j
mn| j −m〉〈n− j|,

ξ j
mn =

√
jCm

nC j

(√
1− κ2

2

)m

κ
j−m
2

(√
1+ κ2

1

)−(n− j+1)

×
(√

1+ κ−2
1

)− j

, for n ≥ m;

= 0, for n < m. (1.198)

The compositeC2(κ2; 0) ◦ D(κ1; 0), κ2 > 1, κ1 > 0

This composite channel corresponds, for allκ1, κ2, to a noisy transpose channel, similar to

the case ofD(κ2; 0)◦C1(κ1; 0) considered earlier. The Kraus operators{Am(κ2)Tn(κ1)}, 0 ≤
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m,n < ∞ have the form

Am(κ2)Tn(κ1) =
n∑

j=0

ξ j
mn| j +m〉〈n− j|,

ξ j
mn = κ

−1
2

(√
1+ κ2

1

)−1 √
m+ jC j

nC j

(√
1− κ−2

2

)m

κ
− j
2

×
(√

1+ κ2
1

)−(n− j) (√
1+ κ−2

1

)− j

, for j ≤ n;

= 0, for j > n. (1.199)

The compositeD(κ2; 0) ◦ C2(κ1; 0), κ2 > 0, κ1 > 1

This composite is aquantum-limitedtranspose channel (see Table1.3), with Kraus oper-

ators{Tm(κ2)An(κ1)}, 0 ≤ m,n < ∞. The product Kraus operators are computed as

Tm(κ2)An(κ1) =
m∑

k=0

ξk
mn|m− k〉〈k− n|,

ξk
mn = (

√
1+ κ2

2)
−(k+1)(

√
1+ κ−2

2 )−(ℓ−k)
√
ℓCk

× κ−1
1

√
kCn

(√
1− κ−2

1

)n

(κ−1
1 )k−n, for k > n,

= 0, for k < n. (1.200)

Remark : We wish to make a final remark regarding the Kraus operators for the compos-

ite channels obtained as the product of the Kraus operators of the quantum-limited chan-

nels as detailed above. The Kraus operators for the composites in Eqs. (1.194), (1.195),

(1.196), (1.197), (1.199) were shown to be linearly independent in Ref. [76]. However,

the Kraus operators in (1.198) and (1.200), are linearly dependent. Nevertheless, they still

give rise to a valid operator sum representation for the corresponding composite channels.
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Channel EB region Y
C1(κ;α) α ≥ 2κ2 Y ≥ (κ2 + 1) 11
C2(κ;α) α ≥ 2 Y ≥ (κ2 + 1) 11
D(κ;α) α ≥ 0 Y ≥ (κ2 + 1) 11

A2((1+ σ2)/2;α) α ≥ 0 Y ≥ 11

Table 1.4: Showing the EB bosonic Gaussian channels.

1.9 Entanglement-breaking bosonic Gaussian channels

We now consider the important notion of entanglement-breaking bosonic Gaussian chan-

nels. We recall (1.120) that a channelΓ acting on system Sis entanglement-breaking if

the bipartite output state (Γ ⊗ 11E) (ρ̂S E) is separable for every input state ˆρS E, the ancilla

systemE being arbitrary [77].

A bosonic Gaussian channel is said to be entanglement-breaking if its one-sided action

on a two-mode state is separable for all input bipartite states. It turns out that for single-

mode bosonic Gaussian channels, the entanglement-breaking condition can be written

down compactly by resorting to Simon’s criterion [89].

A single-mode bosonic Gaussian channelΦ is said to EB if and only ifT ◦ Φ is also a

channel, whereT stands for the transpose operation. By Eq. (1.176) we have that

ΛYΛ + i β ≥ i ΛXT βXΛ

=⇒ Y− i β ≥ i XT βX, (1.201)

where, as noted in Eq. (1.165), Λ transcribes for the transpose map. We add that this

requirement is in addition to the constraint satisfied by (X,Y) for Φ to be a channel in

Eq. (1.176). Further, we note that if a given channel (X,Y) is EB, then adding additional

classical noise will also result in an EB channel.

Using the criterion provided in Eq.(1.201), we classify the EB Gaussian channels [96]

for each of the canonical forms and tabulate then in Table1.4. We see that the quantum-
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limited phase conjugation channelsD(κ; 0) and singular channelsA2(0) are already en-

tanglement breaking. Hence, these classes of channels are always entanglement breaking

irrespective of the noise. One other quantum-limited channel that is EB is theκ = 0 end

of the attenuator channelC1(κ; 0), i.e.C1(0,0). The noisy channelsC1(κ;α) andC2(κ;α)

are EB forα ≥ 2κ2 and 2 respectively. We will explore more properties of EB Gaussian

channels in Chapter 5.
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Main Results
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Chapter 2

CP maps and initial correlations

2.1 Introduction

Open quantum systems are systems that are in interaction with its environment. There-

fore, open quantum systems play a very fundamental role in the study of every realistic

or practical application of quantum systems. There has beena rapid growth in the under-

standing of various properties related to open quantum systems like its realization, control,

and the role played by the noise in such dissipative systems,both in the theoretical and

experimental domain.

Recent studies on various aspects of control of open quantum systems has appeared

[97–110]. These studies have been motivated by applications to quantum computing

[111–113], laser cooling [114, 115], quantum reservoir engineering [116, 117], manag-

ing decoherence [118–122], and also to other fields like chemical reactions and energy

transfer in molecules [123–126]. There has also been a study of experimental aspects

of environment induced decoherence in various physical scenarios including atomic sys-

tems [127–131], spin networks [132], and molecular physics [133,134].

A related recent avenue has been to exploit the dissipation into the environment. Here,
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theoretical studies of basic tasks in quantum information theory like state preparation

[135–139], distillation [140], storage [141], cooling [142], and including their experi-

mental aspects [143, 144], are performed by engineering the system-environment cou-

pling. Further, the issue of timing in such dissipative quantum information processing

was addressed in [145].

In this chapter we study the induced dynamics of the system resulting from the dynamics

of an open quantum system. In particular, we explore the roleof the initial system-bath

states, especially in respect of a possible connection to quantum discord, as brought out in

recent literature. From the various manifestations of openquantum systems listed above,

it is pertinent to understand this aspect of realization of an open quantum system.

Every physical system is in interaction with its environment, the bath, to a smaller or

larger degree of strength. Therefore, the joint unitary dynamics or unitary Schrödinger

evolutions of the system and bath induces a dissipative non-unitary dynamics for the

system [146]. We now briefly recapitulate the folklore scheme or Stinepring dilation

[69,147–150]. The Hilbert spacesHS andHB of the system and the bath are of dimen-

sionsdS, dB respectively. The (d2
S − 1)-dimensional (convex) state spaceΛS is a subset of

B(HS). We also denote the collection of initial-system bath states byΩS B⊂ B(HS⊗HB),

the convex hull ofΩS B being denotedΩS B. The definition ofΩS B will become clear in a

subsequent Section.

2.1.1 Folklore scheme

The folklore scheme (see Fig.2.1) for realizing open system dynamics is to first elevate

the system statesρS to the (tensor) productsρS ⊗ ρ fid
B , for a fixedfiducial bath stateρ fid

B .

Then these composite uncorrelated system-bath states are evolved under a joint unitary

US B(t), and finally the bath degrees of freedom are traced out to obtain the evolved states
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Figure 2.1: Showing the folklore scheme. In the folklore scheme, initial system statesρS

are elevated to product states of the composite, for afixedfiducial bath stateρ fid
B , through

the assignment mapρS → ρS ⊗ ρ fid
B . These uncorrelated system-bath states are evolved

under a joint unitaryUS B(t) to US B(t) ρS⊗ρ fid
B US B(t)† and, finally, the bath degrees of free-

dom are traced out to obtain the time-evolved statesρS(t) = TrB

[
USB(t)ρS⊗ ρ fid

B USB(t)†
]

of the system. The resulting quantum dynamical process (QDP) ρS → ρS(t), parametrized
by ρ fid

B andUS B(t), is completely positive by construction. Initial system states are identi-
fied by the blue region and the final states by the red.

ρS(t) of the system :

ρS → ρS ⊗ ρ fid
B → US B(t) (ρS ⊗ ρ fid

B ) US B(t)
†

→ ρS(t) = TrB

[
USB(t) (ρS ⊗ ρ fid

B ) USB(t)†
]
. (2.1)

The resulting quantum dynamical process (QDP)ρS → ρS(t), parametrized byρ fid
B and

US B(t), is provably completely positive (CP) [67,68,70,147,148].

Indeed ifρ fid
B = |ψB〉〈ψB|, and{|vB〉} is a complete basis for systemB, then the operator-
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sum representation for the QDP can be written as

ρS(t) =
∑

k

Ak(t) ρS A†k(t), (2.2)

whereAk(t) are the sum-operators which are given by

Ak(t) = 〈vk
B|US B(t)|ψB〉. (2.3)

If instead we have a mixed stateρ fid
B , then the operator-sum representation will just be a

convex combination of maps resulting from each pure state in, say, the spectral resolution

of ρ fid
B .

While every CP map can be thus realized with uncorrelated initial states of the compos-

ite, there has been various studies in literature that explore more general realizations of

CP maps [151–160]. Possible effects of system-bath initial correlations on the reduced

dynamics for the system has been the subject of several recent studies [161–169]. Some

of these works look at the connection between the concept of quantum discord and the

complete positivity of the reduced dynamics [161,163,168]; these are of much interest to

us.

2.1.2 SL scheme

A specific, carefully detailed, and precise formulation of the issue of initial system-bath

correlations possibly influencing the reduced dynamics waspresented not long ago by

Shabani and Lidar [163]. In this formulation (see Fig.2.2), the distinguished bath state

ρ fid
B is replaced by a collection of (possibly correlated) system-bath initial statesΩS B ∈

B(HS ⊗HB). The dynamics gets defined through a joint unitaryUS B(t) :

ρS B(0)→ ρS B(t) = US B(t) ρS B(0)US B(t)
†, ∀ ρS B(0) ∈ ΩS B. (2.4)
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Figure 2.2: Showing the SL scheme. In sharp contrast to the folklore scheme, there is
no assignment map in the SL scheme. The distinguished bath stateρ fid

B is replaced by a
collectionΩS B of (possibly correlated) system-bath initial statesρS B(0). The dynamics
gets defined throughρS B(0)→ ρS B(t) = US B(t) ρS B(0)US B(t)† for all ρS B(0) ∈ ΩS B. With
reduced system statesρS(0) andρS(t) defined through the imaging or projection map
ρS(0) = TrB ρSB(0) andρS(t) = TrB

[
USB(t) ρSB(0) USB(t)†

]
, this unitary dynamics of the

composite induces on the system the QDPρS(0)→ ρS(t). As before, initial system states
are identified by the blue region and the final states by the red.

This composite dynamics induces on the system the QDP

ρS(0)→ ρS(t), (2.5)

with ρS(0) andρS(t) defined through this natural imaging fromΩS B to the system state

spaceΛS :

ρS(0) = TrB ρSB(0), ρS(t) = TrBρSB(t). (2.6)

It is clear the folklore scheme is a particular case of the SL scheme corresponding to

ΩS B= { ρS ⊗ ρ fid
B | ρ fid

B = fixed}.
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This generalized formulation of QDP allows SL to transcribethe fundamental issue to this

question: What are the necessary and sufficient conditions on the collectionΩS B so that

the induced QDPρS(0)→ ρS(t) in Eq. (2.5) is guaranteed to be CPfor all joint unitaries

US B(t)? Motivated by the work of Rodriguez-Rosario et al. [161], and indeed highlighting

it as ‘a recent breakthrough’, SL advance the following resolution to this issue :

Theorem 7 (Shabani-Lidar) : The QDP in Eq.(2.5) is CP for all joint unitaries US B(t)

if and only if the quantum discord vanishes for allρS B ∈ ΩS B, i.e., if and only if the initial

system-bath correlations are purely classical.

Whether the Shabani-Lidar QDP so described is well-defined and completely positive is

clearly an issue answered solely by the nature of the collectionΩS B.

2.2 Properties of SLΩS B

In order that the QDP in Eq. (2.5) be well definedin the first place, the setΩS B should

necessarily satisfy the following two properties; since our entire analysis rests critically

on these properties, we begin by motivating them.

2.2.1 Property 1

No stateρS(0) can have two (or more) pre-images inΩS B. To see this fact unfold assume,

to the contrary, that

TrB ρSB(0) = TrB ρ
′

SB(0), ρSB(0) , ρ
′

SB(0),

for two statesρS B(0), ρ
′

S B(0) ∈ ΩS B. (2.7)

Clearly, the difference△ρS B(0) = ρS B(0)−ρ ′S B(0) , 0 should necessarily meet the property

TrB△ρSB(0) = 0. Let {λu}
d2

S−1
u=1 be a set of orthonormal hermitian tracelessdS × dS matrices
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so that together with the unit matrixλ0 = 11dS×dS these matrices form a hermitian basis for

B(HS), the set of alldS × dS (complex) matrices. Let{γv}
d2

B−1
v=1 , γ0 = 11dB×dB be a similar

basis forB(HB). The (dSdB)2 tensor products{λu⊗ γv} form a basis forB(HS ⊗HB), and

△ρS B(0) can be written in the form

△ρS B(0) =
d2

S−1∑

u=0

d2
B−1∑

v=0

Cuvλu ⊗ γv, Cuv real. (2.8)

Now, the property TrB △ρSB(0) = 0 is strictly equivalent to the requirement that the ex-

pansion coefficientCu0 = 0 for all u = 0, 1, · · · d2
S − 1. Since the [(dSdB)2 − 1]-parameter

unitary groupS U(dSdB) acts irreducibly on the [(dSdB)2 − 1]-dimensional subspace of

B(HS⊗HB) consisting of all tracelessdSdB-dimensional matrices [ this is the adjoint rep-

resentation ofS U(dSdB) ], there exists anUS B(t) ∈ S U(dSdB) which takes△ρS B(0) , 0

into a matrix whose expansion coefficient Cu0 , 0 for someu. That is, if the initial

△ρS B(0) , 0 then one and the same system stateρS(0) will evolve into two distinct

ρS(t) =TrB

[
USB(t)ρSB(0)USB(t)†

]
,

ρ ′S(t) =TrB

[
USB(t)ρ ′SB(0)USB(t)†

]
, (2.9)

for someUS B(t), rendering the QDP in equation (2.5) one-to-many, and hence ill-defined.

2.2.2 Property 2

While every system stateρS(0) need not have a pre-imageactually enumeratedinΩS B, the

set ofρS(0)’s having pre-image should be sufficiently large. Indeed, Rodriguez-Rosario et

al. [161] have rightly emphasised that it should be‘a large enough set of states such that

the QDP in Eq.(2.5) can be extended by linearity to all states of the system’. It is easy to

see that ifΩS B fails this property, then the very issue of CP would make no sense. For,

in carrying out verification of CP property, the QDP would be required to act, as is well

known [67], on {| j〉〈k|} for j, k = 1,2, · · · dS; i.e., on generic complexdS-dimensional
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square matrices, and not just on positive or hermitian matrices alone. Since the basic

issue on hand is to check if the QDP as a map onB(HS) is CP or not, it is essential that it

be well defined (at least by linear extension) on the entirecomplexlinear spaceB(HS).

2.3 Main Result

With the two properties ofΩS B thus motivated, we proceed to prove our main result. We

‘assume’,for the time being, that every pure state|ψ〉 of the system has a pre-image in

ΩS B. This assumption may appear, at first sight, to be a drastic one. But we show later

that it entails indeedno loss of generality.

It is evident that, for every pure state|ψ〉, the pre-image inΩS B has to necessarily assume

the (uncorrelated) product form|ψ〉〈ψ| ⊗ ρB , ρB being a state of the bath which could

possibly depend on the system state|ψ〉.

Now, let {|ψk〉}dS
k=1 be an orthonormal basis inHS and let{|φα〉}dS

α=1 be another orthonormal

basis related to the former through a complex Hadamard unitary matrix U. Recall that a

unitary U is Hadamard if|Ukα| = 1/
√

dS, independent ofk, α. For instance, the characters

of the cyclic group of orderdS written out as adS × dS matrix is Hadamard. The fact

that the{|ψk〉} basis and the{|φα〉} basis are related by a Hadamard means that|〈ψk|φα〉| is

independent of bothk andα, and hence equals 1/
√

dS uniformly. We may refer to such a

pair asrelatively unbiased bases.

Let |ψk〉〈ψk| ⊗ Ok be the pre-image of|ψk〉〈ψk| in ΩS B and |φα〉〈φα| ⊗ Õα that of |φα〉〈φα|,

k, α = 1,2, · · · ,dS. Possible dependence of the bath statesOk on |ψk〉 andÕα on |φα〉 has

not been ruled out as yet. Since the maximally mixed state of the system can be expressed

in two equivalent ways asd−1
S

∑
k |ψk〉〈ψk| = d−1

S

∑
α |φα〉〈φα|, uniquenessof its pre-image
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in ΩS B (Property 1) demands

dS∑

k=1

|ψk〉〈ψk| ⊗Ok =

dS∑

α=1

|φα〉〈φα| ⊗ Õα. (2.10)

Taking projection of both sides on|ψ j〉〈ψ j |, and using the Hadamard property|〈ψ j |φα〉|2 =

d−1
S , we have

Oj =
1
dS

dS∑

α=1

Õα, j = 1,2, · · · ,dS, (2.11)

while projection on|φβ〉〈φβ| leads to

Õβ =
1
dS

dS∑

k=1

Ok, β = 1,2, · · · ,dS. (2.12)

The 2dS constraints of Eqs. (2.11), (2.12) together imply thatOj = Õβ uniformly for all

j, β. Thus the pre-image of|ψk〉〈ψk| is |ψk〉〈ψk| ⊗ ρ fid
B and that of|φα〉〈φα| is |φα〉〈φα| ⊗ ρ fid

B ,

for all k, α, for somefixed fiducial bath stateρ fid
B . And, perhaps more importantly, the

pre-image of the maximally mixed stated−1
S 11 necessarily equalsd−1

S 11⊗ ρ fid
B as well.

Taking another pair of relatively unbiased bases{|ψ ′k〉}, {|φ
′
α〉} one similarly concludes

that the pure states|ψ ′k〉〈ψ
′

k|, |φ
′
α〉〈φ

′
α| too have pre-images|ψ ′k〉〈ψ

′

k| ⊗ ρ fid
B , |φ ′α〉〈φ

′
α| ⊗ ρ fid

B

respectively, with the same fixed fiducial bath stateρ fid
B as before. This is so, since the

maximally mixed state iscommonto both sets.

Considering in this manner enough number of pure states or projections|ψ〉〈ψ| sufficient

to span—by linearity—the entire system state spaceΛS, and henceB(HS), and using the

fact that convex sums goes to corresponding convex sums under pre-imaging, one readily

concludes thatevery elementρS B(0) ofΩS B (irrespective of whether TrB ρS B(0) is pure or

mixed)necessarilyneeds to be of the product formρS(0)⊗ ρ fid
B , for somefixedbath state

ρ fid
B . But this is exactly the folklore realization of non-unitarydissipative dynamics, to

surpass which was the primary goal of the SL scheme. We have thus proved our principal
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result:

No initial correlations—even classical ones—are permissible in the SL scheme.

That is, quantum discord is no less destructive as far as CP property of QDP is

concerned.

It is true that we have proved this result under an assumptionbut, as we show below, this

assumption entails no loss of generality at all.

As we have noted, if at all a pure stateρS(0) = |ψ〉〈ψ| has a pre-image inΩS B it would

necessarily be of the product form|ψ〉〈ψ| ⊗ ρB, for some (possibly|ψ〉-dependent) bath

stateρB. While this is self-evident and is independent of SL, it is instructive to view

it as a consequence of thenecessary condition partof SL theorem. Then our principal

conclusion above can be rephrased to say that validity of SL theorem for pure states of

the system readily leads to the folklore product-scheme as theonly solutionwithin the SL

framework. This interesting aspect comes through in an evenmore striking manner in our

proof below that our earlier ‘assumption’ is one without loss of generality.

2.3.1 Assumption entails no loss of generality

Let us focus, to begin with, on the convex hullΩS B of ΩS B rather than the full (complex)

linear span ofΩS B to which we are entitled. Let us further allow for the possibility that the

image ofΩS B under the convexity-preserving linear mapρS B(0)→ TrBρS B(0) fills not the

entire (convex) state spaceΛS—the (d2
S − 1)-dimensional generalized Bloch sphere—of

the system, but only a portion thereof, possibly a very smallpart. Even so, in order that

our QDP in equation (2.5) be well-defined, this portion wouldoccupy a non-zero volume

of the (d2
S − 1)-dimensional state space of the system (Property 2).

Let us consider one set of all mutually commuting elements ofthe system state space

ΛS. If the full state space were available under the imagingρS B(0) → TrBρS B(0) of
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Figure 2.3: Depicting, for the casedS = 3 (qutrit), the image ofΩS B under TrB(·) in the
plane spanned by the commuting (diagonal)λ-matrices (λ3, λ8).

ΩS B, then the resulting mutually commuting images would have filled the entire (dS − 1)-

simplex, the classical state space of adS-level system, this being respectively the triangle

and the tetrahedron whendS = 3,4 [170,171]. Since the full state space is not assumed

to be available, these commuting elements possibly fill onlya, perhaps very small but

nevertheless of nontrivial measure, proper convex subset of the (dS−1)-simplex, depicted

in Fig.2.3as regionR for the casedS = 3, (qutrit).

Elements of these simultaneously diagonal density matrices of the system can be ex-

pressed as convex sums of orthogonal pure states or one-dimensional projections. For

a generic element in this region, the spectrum is non-degenerate, and hence the projec-

tions are unique and commuting, being the eigenstates ofρS(0), and correspond to the

dS vertices of the (dS − 1)-simplex. In the case of qutrit, it is pictorially seen in Fig.2.3

that only the points on the three dotted lines correspond to doubly degenerate density ma-

trices and the centre alone is triply degenerate, renderingtransparent the fact that being
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nondegenerate is a generic attribute of regionR.

Now consider the pre-imageρS B(0) in ΩS B of such a generic non-degenerateρS(0) ∈ R.

Application of the SL requirement of vanishing discord (again, only the necessity part of

the SL theorem) to thisρS B(0) implies, by definition [64,172], that the pre-image has the

form

ρS B(0) =
dS∑

j=1

pj | j〉〈 j| ⊗ ρB j(0), (2.13)

where the probabilitiespj and the pure states| j〉〈 j| are uniquely determined (in view of

nondegeneracy) by the spectral resolution

ρS(0) = TrB ρS B(0) =
dS∑

j=1

pj | j〉〈 j|. (2.14)

And ρB j(0)’s are bath states, possibly dependent on| j〉〈 j| as indicated by the labelj in

ρB j(0). These considerations hold for every nondegenerate element of regionR of proba-

bilities { pj }. In view of generic nondegeneracy, the requirement (2.13) implies that each

of the dS pure states| j〉〈 j| has pre-image of the form| j〉〈 j| ⊗ ρB j(0) in the linear span

of the pre-image of R—at least as seen by the QDP (2.5). That is,ρB j(0)’s can have no

dependence on the probabilities{ pj }.

Since every pure state of the system constitutes one of the vertices of some (dS − 1)-

simplex inΛS comprising one set of all mutually commuting density operatorsρS(0), the

conclusion that a pure state effectively has in the linear span ofΩS B a pre-image, and one

necessarily of the product form,applies to every pure state, showing that the ‘assumption’

in our earlier analysis indeedentails no loss of generality.
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2.4 Conclusion

To summarize, it is clear that the dynamics described by

ρS B(0) → ρS B(t) = US B(t) ρS B(0)US B(t)†, ρS B(0) ∈ ΩS B would ‘see’ only the full (com-

plex) linear span ofΩS B, andnot so much the actual enumerationof ΩS B as such. But

as indicated by the imaging (projection) mapρS B(0)→ ρS(0) = TrB ρSB(0), the only ele-

ments of this linear span which are immediately relevant forthe QDP are those which are

hermitian, positive semidefinite, and have unit trace; these are precisely the elements of

ΩS B, the convex hull ofΩS B. Since no system state can have two or more pre-images (see

Property 1), in order to render the QDP in (2.5) well defined these relevant elements are

forced to constitute afaithful linear embedding, in B(HS ⊗ HB), of (a nontrivial convex

subset of) the system’s state space. In the SL scheme of things, this leaves us with just the

folklore embeddingρS(0) → ρS B(0) = ρS(0) ⊗ ρ fid
B . This is the primary conclusion that

emerges.

Remark on convexity :

Let us view this from a slightly different position. Since there is no conceivable manner

in which a linear mapUS B(t) acting on elements ofΩS B could be prevented from acting

on convex sums (indeed, on the linear span) of such elements,we may assume—without

loss of of generality—ΩS B to be convex and ask, consistent with the SL theorem: What

are the possible choices for the collectionΩS B to beconvex and at the same time consist

entirely of states of vanishing quantum discord. One possibility comprises elements of

the formρS B(0) = ρS(0)⊗ ρ fid
B for a fixed bath stateρ fid

B and arbitrary system stateρS(0).

This case ofΩS B = ΛS ⊗ ρfid
B is recognized to be simply the folklore case. The second

one consists of elements of the formρS B(0) =
∑

j pj | j〉〈 j| ⊗ ρB j(0), for afixed (complete)

set of orthonormal pure states{| j〉〈 j|}. This case restricted tomutually commuting density

operatorsof the system seems to be the one studied by Rodriguez-Rosario et al. [161],

but the very notion of CP itself is unlikely to make much sense in this non-quantum case
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of classical state space(of dimensiondS − 1 rather thand2
S − 1), the honorific ‘a recent

breakthrough’ notwithstanding.

The stated goal of SL was to give acomplete characterizationof possible initial correla-

tions that lead to CP maps. It is possibly in view of the (erroneous) belief that there was a

large class of permissible initial correlations out there within the SL framework, and that

that class now stands fully characterized by the SL theorem,that a large number of recent

papers tend to list complete characterization of CP maps among the principal achieve-

ments of quantum discord [173–180]. Our result implies, with no irreverence whatsoever

to quantum discord, that characterization of CP maps may not yet be rightfully paraded

as one of the principal achievements of quantum discord.

The SL theorem has influenced an enormous number of authors, and it is inevitable that

those results of these authors which make essential use of the sufficiency part of the SL

theorem need recalibration in the light of our result.

There are other, potentially much deeper, implications of our finding. Our analysis—

strictly within the SL framework—has shown that this framework brings one exactly back

to the folklore scheme itself, as if it were afixed point. This is not at all a negative result

for two reasons. First, it shows that quantum discord is no ‘cheaper’ than entanglement

as far as complete positivity of QDP is concerned. Second, and more importantly, the

fact that the folklore product-scheme survives attack under this powerful, well-defined,

and fairly general SL framework demonstrates its, perhaps unsuspected,robustness. In

view of the fact that this scheme has been at the heart of most applications of quantum

theory to real situations, virtually in every area of physical science, and even beyond, its

robustness the SL framework has helped to establish is likely to prove to be of far-reaching

significance.
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Chapter 3

Correlations for two-qubit X-states

3.1 Introduction

The study of correlations in bipartite systems has been invigorated over the last couple

of decades or so. Various measures and approaches to segregate the classical and quan-

tum contents of correlations have been explored. Entanglement has continued to be the

most popular of these correlations owing to its inherent potential advantages in perform-

ing quantum computation and communication tasks [181]. More recently, however, there

has been a rapidly growing interest in the study of correlations from a more direct mea-

surement perspective [65,182], and several measures to quantify the same have been con-

sidered. Among these measures, quantum discord and classical correlation have been at-

tracting much attention [183–188], and have lead to several interesting results [189–192].

There has also been recent studies of different aspects of correlations like their evolution

in various systems [193–196], including non-markovian environments [197–200] and its

role in spin systems [201,202]. Methods of witnessing quantum discord in the theoreti-

cal [203–213] and experimental [214–218] domain have also been explored.

In this Chapter, we undertake a comprehensive analysis of theproblem of computation

of correlations in the two-qubit system, especially the so-called X-states of two-qubit
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system [43]; this class of states has come to be accorded a distinguished status in this

regard. The problem ofX-states has already been considered in [219–225] and that of

more general two-qubit states in [226–230]. The approach which we present here exploits

the verygeometric natureof the problem, and helps to clarify and correct some issues

regarding computation of correlations inX-states in the literature, and many new insights

emerge. It may be emphasised that the geometric methods usedhere have been the basic

tools of (classical) polarization optics for a very long time, and involve constructs like

Stokes vectors, Poincaré sphere, and Mueller matrices [231–235].

In Section3.8we compare our analysis and results with those of the well known work of

Ali, Rau, and Alber [220]. We show that their famous theorem that the optimal POVM for

X-states is always a von Neumann projection either along x or along the z direction holds

numerically for the entire manifold ofX-states except for a very tiny region. Perhaps

surprisingly, however,their symmetry-based proof of that theorem seems to make an a

priori assumption equivalent to the theorem itself.

3.2 Mueller-Stokes formalism for two-qubit states

We begin with a brief indication as to why the Mueller-Stokesformalism of classical op-

tics is possibly the most appropriate one for handling quantum states post measurement.

In classical polarization optics the state of a light beam isrepresented by a 2× 2 com-

plex positive matrixΦ called thepolarization matrix [236]. The intensity of the beam is

identified with TrΦ, and so the matrix (TrΦ)−1Φ (normalized to unit trace) represents the

actualstateof polarization. The polarization matrixΦ is thus analogous to the density

matrix of a qubit, the only distinction being that the trace of the latter needs to assume

unit value. Even this one little difference is gone when one deals withconditional quan-

tum statespost measurement : the probability of obtaining a conditional state becomes

analogous to intensity= TrΦ of the classical context.
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The Mueller-Stokes formalism itself arises from the following simple fact : any 2× 2 ma-

trix Φ can be invertibly associated with a four-vectorS, called the Stokes vector, through

Φ =
1
2

3∑

k=0

Skσk, Sk = Tr(σkΦ). (3.1)

This representation is an immediate consequence of the factthat the Pauli tripletσ1, σ2, σ3

andσ0 = 11, the unit matrix, form a complete orthonormal set of (hermitian) matrices.

Clearly, hermiticity of the polarization matrixΦ is equivalentto reality of the associated

four-vectorS and TrΦ = S0. Positivity ofΦ readsS0 > 0, S2
0 − S2

1 − S2
2 − S2

3 ≥ 0

corresponding, respectively, to the pair TrΦ > 0, detΦ ≥ 0. Thus positive 2× 2 matrices

(or their Stokes vectors) are in one-to-one correspondencewith points of thepositive

branch of the solid light cone. Unit trace (intensity) restriction corresponds to the section

of this cone at unity along the ‘time’ axis,S0 = 1. The resulting three-dimensional

unit ballB3 ∈ R3 is the more familiar Bloch (Poincaré) ball, whose surface or boundary

P = S2 representing pure states (of unit intensity) is often called the Bloch (Poincaré)

sphere. The interior points correspond to mixed (partiallypolarized) states.

Optical systems which map Stokes vectorslinearly into Stokes vectors have been of par-

ticular interest in polarization optics. Such a linear system is represented by a 4× 4 real

matrix M, the Mueller matrix [231–235] :

M : Sin → Sout = MSin. (3.2)

It is evident that a (physical) Mueller matrix should necessarily map the positive solid

light cone into itself.It needs to respect an additional subtle restriction, even in classical

optics.

Remark : The Mueller-Stokes formulation of classical polarization optics traditionally

assumes plane waves. It would appear, within such a framework, one need not possibly
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place on a Mueller matrix any more demand than the requirement that it map Stokes

vectors to Stokes vectors. However, the very possibility that the input (classical) light

could have its polarization and spatial degree of freedoms intertwined in an inseparable

manner, leads to the additional requirement that the Mueller matrix acting ‘locally’ on the

polarization indices alone map such an entangled (classical) beam into a physical beam.

Interestingly, it is only recently that such a requirement has been pointed out [234,235],

leading to a full characterization of Mueller matrices in classical polarization optics.�

To see the connection between Mueller matrices and two-qubit states unfold naturally,

use a single index rather than a pair of indices to label the computational basis two-qubit

states{| jk〉} in the familiar manner : (00,01,10,11) = (0,1,2,3). Now note that a two-

qubit density operator ˆρAB can be expressed intwo distinct ways:

ρ̂AB =

3∑

j,k=0

ρ jk| j〉〈k|

=
1
4

3∑

a,b=0

Mabσa ⊗ σ∗b, (3.3)

the second expression simply arising from the fact that the sixteen hermitian matrices

{σa ⊗σ∗b} form a complete orthonormal set of 4× 4 matrices. Hermiticity of operator ˆρAB

is equivalent to reality of the matrixM = ((Mab)), but the same hermiticity is equivalent

to ρ = ((ρ jk)) being a hermitian matrix.

Remark : It is clear from the defining equation (3.3) that the numerical entries of the two

matricesρ, M thus associated with a given two-qubit state ˆρAB be related in an invert-

ible linear manner. This linear relationship has been in usein polarization optics for a

long time [231, 233, 234] and, for convenience, it is reproduced in explicit form in the

Appendix.�

Given a bipartite state ˆρAB, the reduced density operators ˆρA, ρ̂B of the subsystems are
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readily computed from the associatedM :

ρ̂A = Tr[ρ̂AB] =
1
2

3∑

a=0

Ma0σa,

ρ̂B = Tr[ρ̂AB] =
1
2

3∑

b=0

M0bσ
∗
b. (3.4)

That is, the leading column and leading row ofM are precisely the Stokes vectors of

reduced states ˆρA, ρ̂B respectively.

It is clear that a generic POVM element is of the formΠ j =
1
2

∑3
k=0 Skσ

∗
k. We shall callS

the Stokes vector of the POVM elementΠ j. Occasionally one finds it convenient to write

it in the formS = (S0,S)T with the ‘spatial’ 3-vector part highlighted. The Stokes vector

corresponding to a rank-one element has components that satisfy the relationS2
1 + S2

2 +

S2
3 = S2

0. Obviously, rank-one elements are light-like and rank-twoelements are strictly

time-like. One recalls that similar considerations apply to the density operator of a qubit

as well.

The (unnormalised) state operator post measurement (measurement elementΠ j) evaluates

to

ρA
π j
= TrB[ρ̂ABΠ j]

=
1
8

TrB




3∑

a,b=0

Mabσa ⊗ σ∗b




3∑

k=0

Skσ
∗
k





=
1
8

3∑

a,b=0

3∑

k=0

Mab SkσaTr(σ∗bσ
∗
k)

=
1
4

3∑

a=0

S
′

aσa, (3.5)

where we used Tr(σ∗bσ
∗
k) = 2δbk in the last step.

Remark : It may be noted, for clarity, that we use Stokes vectors to represent both mea-
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surement elements and states. For instance, Stokes vectorS in Eq. (3.5) stands for a

measurement elementΠ j on the B-side, whereasS
′

stands for (unnormalised) state of

subsystemA. �

The Stokes vector of the resultant state in Eq. (3.5) is thus given byS
′
a =

∑3
k=0 MakSk,

which may be written in the suggestive form

Sout = MSin. (3.6)

Comparison with (3.2) prompts one to callM the Mueller matrix associated with two-

qubit stateρ̂AB. We repeat that the conditional stateρA
π j

need not have unit trace and so

needs to be normalised when computing entropy post measurement. To this end, we write

ρA
π j
= pj ρ̂π j , where

pj =
Sout

0

2
, ρ̂π j =

1
2

(11+ (Sout
0 )−1 Sout.σ). (3.7)

It is sometimes convenient to write the Mueller matrixM associated with a given state

ρ̂AB in the block form

M =


1 ξT

λ Ω

 , λ, ξ ∈ R3.

Then the input-output relation (3.6) reads

Sout
0 = Sin

0 + ξ · Sin, Sout = Sin
0 λ + ΩSin, (3.8)

showing in particular that the probability of the conditional stateSout on the A-side de-

pends on the POVM element precisely through 1+ ξ · Sin.

Remark : The linear relationship between two-qubit density operators ρ (states) and
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Mueller matrices (single qubit maps) we have developed in this Section can be usefully

viewed as an instance of the Choi-Jamiokowski isomorphism.�

Remark : We have chosen measurement to be on the B qubit. Had we instead chosen

to compute correlations by performing measurements on subsystemA then, by similar

considerations as detailed above (3.5), we would have foundMT playing the role of the

Mueller matrixM. �

3.3 X-states and their Mueller matrices

X-states are states whose density matrixρ has non-vanishing entries only along the diago-

nal and the anti-diagonal. That is, the numerical matrixρ has the ‘shape’ ofX. A general

X-state can thus be written, to begin with, as

ρX =



ρ00 0 0 ρ03eiφ2

0 ρ11 ρ12eiφ1 0

0 ρ12e−iφ1 ρ22 0

ρ03e−iφ2 0 0 ρ33



, (3.9)

where theρi j ’s are all real nonnegative. One can get rid of the phases (of the off-diagonal

elements) by a suitable local unitary transformationUA ⊗ UB. This is not only possible,

butalso desirablebecause the quantities of interest, namely mutual information, quantum

discord and classical correlation, are all invariant underlocal unitary transformations.

Since it is unlikely to be profitable to carry around a baggageof irrelevant parameters, we

shall indeed removeφ1, φ2 by takingρX to its canonical formρcan
X . We have

ρX → ρcan
X = UA ⊗ UB ρX U†A ⊗ U†B, (3.10)
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where

ρcan
X =



ρ00 0 0 ρ03

0 ρ11 ρ12 0

0 ρ12 ρ22 0

ρ03 0 0 ρ33



;

UA = diag(e−i(2φ1+φ2)/4,eiφ2/4),

UB = diag(ei(2φ1−φ2)/4,eiφ2/4). (3.11)

Remark : We wish to clarify thatX-states thus constitute, in the canonical form, a (real)

5-parameter family (ρ00+ ρ11+ ρ22+ ρ33 = m00 = 1); it can be lifted, using local unitaries

UA, UB ∈ S U(2) which have three parameters each, to a 11-parameter subset in the 15-

parameter state space (or generalized Bloch sphere) of two-qubit states : they are all local

unitary equivalent though they may no more have a ‘shape’X.

With this canonical form, it is clear that the Mueller matrixfor the genericX-stateρcan
X

has the form

M =



1 0 0 m03

0 m11 0 0

0 0 m22 0

m30 0 0 m33



, (3.12)

where

m11 = 2(ρ03+ ρ12), m22 = 2(ρ03− ρ12),

m03 = ρ00+ ρ22− (ρ11+ ρ33),

m33 = ρ00+ ρ33− (ρ11+ ρ22),

m30 = ρ00+ ρ11− (ρ22+ ρ33), (3.13)
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as can be read off from the defining equation (3.3) or Eq. (3.92) in the Appendix. We

note that the Mueller matrix of anX-state has a ‘sub-X’ form : the only nonvanishing

off-diagonal entries arem03 andm30 (m12 = 0 = m21). In our computation later we will

sometimes need the inverse relations

ρ00 =
1
4

(m00+m03+m30+m33),

ρ11 =
1
4

(m00−m03+m30−m33),

ρ22 =
1
4

(m00+m03−m30−m33),

ρ33 =
1
4

(m00−m03−m30+m33),

ρ03 =
1
4

(m11+m22), ρ12 =
1
4

(m11−m22). (3.14)

The positivity properties ofρcan
X , namelyρ00ρ33 ≥ ρ2

03, ρ11ρ22 ≥ ρ2
12 transcribes to the

following conditions on the entries of its Mueller matrix :

(1+m33)
2 − (m30+m03)

2 ≥ (m11+m22)
2 (3.15)

(1−m33)
2 − (m30−m03)

2 ≥ (m11−m22)
2. (3.16)

Remark : As noted earlier the requirements (3.15), (3.16) on classical optical Mueller

matrix (3.12) was noted for the first time in Refs. [234,235]. These correspond to com-

plete positivity ofM considered as a positive map (map which images the solid light cone

into itself), and turns out to be equivalent to positivity ofthe corresponding two-qubit

density operator.�

By virtue of the direct-sum block structure ofX-state density matrix, one can readily write

down its (real) eigenvectors. We choose the following order

|ψ0〉 = cα|00〉 + sα|11〉, |ψ1〉 = cβ|01〉 + sβ|10〉,

|ψ2〉 = −sβ|01〉 + cβ|10〉, |ψ3〉 = −sα|00〉 + cα|11〉, (3.17)
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wherecα, sα denote respectively cosα and sinα. And (dropping the superscript ‘can’) we

have the spectral resolution

ρ̂X =

3∑

j=0

λ j |ψ j〉〈ψ j |, (3.18)

cα =

√
1+ ν1

2
, cβ =

√
1+ ν2

2
,

ν1 =
ρ00− ρ33√

4ρ2
03+ (ρ00− ρ33)2

=
m30+m03√

(m11+m22)2 + (m30+m03)2
,

ν2 =
ρ11− ρ22√

4ρ2
12+ (ρ11− ρ22)2

=
m30−m03√

(m11−m22)2 + (m30−m03)2
;

λ0 or 3 =
ρ00+ ρ33

2
±

√
(ρ00− ρ33)2 + 4ρ2

03

2

=
1+m33

4
±

√
(m11+m22)2 + (m30+m03)2

4
,

λ1 or 2 =
ρ11+ ρ22

2
±

√
(ρ11− ρ22)2 + 4ρ2

12

2

=
1−m33

4
±

√
(m11−m22)2 + (m30−m03)2

4
. (3.19)

While computation ofSA
min will have to wait for a detailed consideration of the manifold of

conditional states of ˆρAB, the other entropic quantities can be evaluated right away.Given

a qubit state specified by Stokes vector (1,S)T , it is clear that its von Neumann entropy

equals

S2(r) = −
[
1+ r

2

]
ℓog2

[
1+ r

2

]
−

[
1− r

2

]
ℓog2

[
1− r

2

]
, (3.20)

wherer is the norm of the three vectorS, or the distance ofS from the origin of the Bloch
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ball. Thus from Eq. (3.4) we have

S(ρ̂A) = S2(|m30|), S(ρ̂B) = S2(|m03|),

S(ρ̂AB) ≡ S({λ j}) =
3∑

j=0

−λ jℓog2 (λ j), (3.21)

whereλ j, j = 0,1,2,3 are the eigenvalues of the bipartite state ˆρAB given in Eq. (3.19).

The mutual information thus assumes the value

I (ρ̂AB) = S2(|m30|) + S2(|m03|) − S({λ j}). (3.22)

3.4 Correlation ellipsoid : Manifold of conditional states

We have seen that the state of subsystemA resulting from measurement of any POVM el-

ement on the B-side of ˆρAB is the Stokes vector resulting from the action of the associated

Mueller matrix on the Stokes vector of the POVM element. In the case of rank-one mea-

surement elements, the ‘input’ Stokes vectors correspond to points on the (surfaceS2 = P

of the) Bloch ball. Denoting the POVM elements asSin = (1, x, y, z)T , x2 + y2 + z2 = 1,

we ask for the collection of corresponding normalized or conditional states. By Eq. (3.6)

we have

Sout = MSin =



1+m03z

m11 x

m22 y

m30+m33 z



→



1

m11 x
1+m03z

m22 y
1+m03z

m30+m33 z
1+m03z



, (3.23)

It is clear that, forSin
0 = 1, Sout

0 , 1 wheneverm03 , 0 and the input isnot in the x-y plane

of the Poincaré sphere. It can be shown that the spherex2 + y2 + z2 = 1 at the ‘input’ is
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mapped to the ellipsoid

x2

a2
x

+
y2

a2
y

+
(z− zc)2

a2
z

= 1 (3.24)

of normalized states at the output, the parameters of the ellipsoid being fully determined

by the entries ofM :

ax =
|m11|√
1−m2

03

, ay =
|m22|√
1−m2

03

,

az =
|m33−m03m30|

1−m2
03

, zc =
m30−m03m33

1−m2
03

. (3.25)

Remark : This ellipsoid of all possible (normalized) conditional states associated with a

two-qubit state is something known as a steering ellipsoid [223,237–239]. It degenerates

into a single point if and only if the state is a product state.It captures in a geometric

manner correlations in the two-qubit state under consideration, and correlation is the ob-

ject of focus of the present work. For those reasons, we prefer to call it thecorrelation

ellipsoidassociated with the given two-qubit state. While measurement elementsΠ j are

mapped to points of the ellipsoid, measurement elementsaΠ j for all a > 0 are mapped to

one and the same point of the correlation ellipsoid. Thus, inthe general case, each point

of the ellipsoid corresponds to a ‘ray’ of measurement elements. In the degenerate case,

several rays map to the same point.�

The x-z section of the correlation ellipsoid is pictoriallydepicted in Fig.3.1. It is clear that

the geometry of the ellipsoid is determined by the four parametersax,ay,az, zc andzc could

be assumed nonnegative without loss of generality. The fifthparameterm30 specifying the

z-coordinate of the image I of the maximally mixed state on the B side is not part of this

geometry.

Having thus considered the passage from a two-qubitX-state to its correlation ellipsoid,

we may raise the converse issue of going from the correlationellipsoid to the associated
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X-state. To do this, however, we need the parameterzI = m30 as an input in addition to

the ellipsoid itself. Further, change of the signature ofm22 does not affect the ellipsoid in

any manner, but changes the states and correspondingly the signature of detM. Thus, the

signature of detM needs to be recorded as an additional binary parameter. It can be easily

seen that the nonnegativeax,ay,az, zc along withzI and sgn (detM) fully reconstruct theX-

state in its canonical form (3.12). Using local unitary freedom we can renderm11, m33 −

m03m30 andzc nonnegative so that sgn(m22) = sgn (detM); zI = m30 can assume either

signature. It turns out to be convenient to denote byΩ+ the collection of all Mueller

matrices with detM ≥ 0 and byΩ− those with detM ≤ 0. The intersection corresponds

to Mueller matrices for which detM = 0, a measure zero set. Further, in our analysis to

follow we assume, without loss of generality

ax ≥ ay. (3.26)

Remark : Every two-qubit state has associated with it a unique correlation ellipsoid of

(normalized) conditional states. An ellipsoid centered atthe origin needs six parameters

for its description : three for the sizes of the principal axes and three for the orientation

of the ellipsoid as a rigid body. For a generic state, the centre C can be shifted from the

origin to vectorial location~rc, thus accounting for three parameters, and I can be located

at~r I anywhere inside the ellipsoid, thus accounting for anotherthree. The three-parameter

localunitary transformations on the B-side, having no effect whatsoever on the geometry

of the ellipsoid, (but determines which points of the input Poincaré sphere go to which

points on the surface of the ellipsoid), accounts for the final three parameters, adding

to a total of 15. ForX-states the shift ofC from the originneeds to bealong one of

the principal directions and I isconstrained to be located on this very principal axis. In

other words,~rc and~r I become one-dimensional rather than three-dimensional variables

renderingX-states a 11-parameter subfamily of the 15-parameter statespace.Thus X-

states are distinguished by the fact that C,I, and the origin are collinear with one of the
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Figure 3.1: Showing the x-z cross-section of the correlation ellipsoid associated with a
generalX-state. The point I is the image of input state as identity,C the center of the
ellipsoid, andE the image of the equatorial plane of the input Bloch sphere.

principal axes of the ellipsoid. This geometric rendering pays no special respect to the

shapeX, but is manifestly invariant under local unitaries as against the characterization in

terms of ‘shape’X of the matrixρAB in the computation basis.The latter characterization

is not even invariant under local unitaries!�

3.5 Optimal measurement

In this Section we take up the central part of the present workwhich is to develop a

provably optimal scheme for computation of the quantum discord for anyX-state of a

two-qubit system. Our treatment isboth comprehensive and self-contained and, moreover,

it is geometric in flavour. We begin by exploiting symmetry to show, without loss of

generality, that the problem itself is one ofoptimization in just a single variable. The

analysis is entirely based on the output or correlation ellipsoid associated with a two-qubit
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state ˆρAB, and we continue to assume that measurements are carried outon the B-side.

The single-variable function under reference will be seen,on optimization, to divide the

manifold of possible correlation ellipsoids into two subfamilies. For one subfamily the

optimal measurement or POVM will be shown to be a von Neumann measurement along

either x or z,independent of the location (inside the ellipsoid) ofI, the image of the

maximally mixed input. For the other subfamily, the optimal POVM will turn out to

be either a von Neumann measurement along x or a three-element POVM, depending

on the actual location ofI in the ellipsoid. There exists noX-state for which the optimal

measurement requires a four-element POVM, neither does there exist anX-state for which

the optimal POVM is von Neumann neither along x nor z.

For the special case of the centreC of the ellipsoid coinciding with the originz = 0 of

the Poincaré sphere (zc = 0), it will be shown that the optimal measurement is always a

von Neumann measurement along x or z,irrespective of the location of zI in the ellipsoid.

While this result may look analogous to the simple case of Bell mixtures earlier treated

by Luo [219], it should be borne in mind that these centredX-states form a much larger

family than the family of Bell mixtures, for in the Luo scenario I coincides with C and

hence with the origin, but we place no such restriction of coincidence. Stated differently,

in our caseax,ay,az andzI are independent variables.

As we now turn to the analysis itself it is useful to record this : the popular result that the

optimal POVM requires no more than four elements playsa priori no particular role of

help in our analysis; it is for this reason that we shall have no occasion in our analysis to

appeal to this important theorem [240,241].

Proposition : The optimal POVM needs to comprise rank-one elements.

Proof: This fact is nearly obvious, and equally obvious is its proof. Supposeω j is a

rank-two element of an optimal POVM and ˆρA
j the associated conditional state of sub-

systemA. Write ω j as a positive sum of rank-one elementsω j1, ω j2 and let ρ̂A
j1, ρ̂

A
j2
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be the conditional states corresponding respectively toω j1, ω j2. It is then clear that

ρ̂ j = λρ̂A
j1 + (1 − λ)ρ̂A

j2, for some 0< λ < 1. Concavity of the entropy function im-

mediately impliesS(ρ̂A
j ) > λS(ρ̂A

j1) + (1 − λ)S(ρ̂A
j2), in turn implying through (1.57) that

the POVM under consideration could not have been optimal. Itis clear from the nature of

the proof that this fact applies to all Hilbert space dimensions, and not justd = 2. �

Remark : Since a rank-one POVM element|v〉〈v| is just a pointS on (the surface of) the

Bloch (Poincaré) sphereP, a four element rank-one POVM is a quadruple of pointsS(j )

onP, with associated probabilitiespj. The POVM condition
∑

j pj |vj〉〈vj | = 11 demands

that we have to solve the pair

p1 + p3 + p3 + p4 = 2,
∑

j

pj S(j ) = 0. (3.27)

Once four pointsS(j ) on P are chosen, the ‘probabilities’{pj} arenot independent. To

see this, consider the tetrahedron for whichS(j ) are the vertices. If this tetrahedron does

not contain the origin, then
∑

j pjS(j ) = 0 has no solution with nonnegative{pj}. If it

contains the origin, then there exits a solution and the solution is ‘essentially’ unique by

Caratheodory theorem.

The condition
∑

j pj = 2 comes into play in the following manner. Suppose we have a

solution to
∑

j pj S(j ) = 0. It is clear thatpj → p
′

j = apj, j = 1,2,3,4, with no change

in S(j )’s, will also be a solution for any (j-independent)a > 0. It is this freedom in

choosing the scale parametera that gets frozen by the condition
∑

j pj = 2, rendering the

association between tetrahedra and solutions of the pair (3.27) unique.

We thus arrive at a geometric understanding of the manifold of all (rank-one) four-element

POVM’s, even though we would need such POVM’s only when we go beyond X-states.

This is precisely the manifold of all tetrahedra with vertices onP, and containing the
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centre in the interior ofP. We are not considering four-element POVM’s whoseS(j ) are

coplanar with the origin ofP, because they are of no use as optimal measurements. It

is clear that three element rank-one POVM’s are similarly characterized, again by the

Caratheodory theorem, by triplets of points onP coplanar with the origin ofP, with the

requirement that the triangle generated by the triplet contains the originin the interior.

Further, it is trivially seen in this manner that 2-element rank-one POVM’s are von Neu-

mann measurements determined by pairs of antipodalS(j )’s onP, i.e., by ‘diameters’ of

P. �

The correlation ellipsoid of anX-state (as a subset of the Poincaré sphere) has aZ2 ×Z2

symmetry generated by reflections respectively about the x-z and y-z planes. We shall

now use the product of these two reflections—aπ-rotation or inversion about the z-axis—

to simplify, without loss of generality, our problem of optimization.

Proposition : All elements of the optimal POVM have to necessarily correspond to Stokes

vectors of the formS0(1, sinθ, 0, cosθ)T .

Proof: SupposeN = {ω1, ω2, · · · , ωk} is an optimal POVM of rank-one elements (we

are placing no restriction on the cardinalityk of N , but rather allow it to unfold naturally

from the analysis to follow). And let{ρ̂A
1 , ρ̂

A
2 , · · · , ρ̂A

k } be the corresponding conditional

states, these being points on the boundary of the correlation ellipsoid. Letω̃ j and ˜̂ρA
j

represent, respectively, the images ofω j, ρ̂A
j underπ-rotation about the z-axis (of the

input Poincaré sphere and of the correlation ellipsoid). Itfollows from symmetry that

Ñ = {ω̃1, ω̃2, · · · , ω̃k} too is an optimal POVM. And so is alsoN ⋃ Ñ , where we have

used the decorated symbol
⋃

rather than the set union symbol
⋃

to distinguish from

simple union of sets : ifS0(11± σ3) happens to be an elementω j of N , thenω̃ j = w j

for this element, and in that case thisω j should be ‘included’ inN⋃ Ñ not once but

twice(equivalently its ‘weight’ needs to be doubled). The same consideration holds ifN

includesω j andσ3ω j σ3.
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Our supposed to be optimal POVM thus comprises pairs of elementsω j , ω̃ j related by

inversion about the z-axis : ˜ω j = σ3ω j σ3. Let us consider the associated conditional

states ˆρA
j ,

˜̂ρA
j on the (surface of the) correlation ellipsoid. They have identical z-coordinate

zj. The section of the ellipsoid (parallel to the x-y plane) atz= zj is an ellipse, with major

axis alongx (recall that we have assumed, without loss of generalityax ≥ ay), and ρ̂A
j

and ˜̂ρA
j are on opposite ends of a line segment through the centrezj of the ellipse. Let

us assumethat this line segment is not the major axis of the ellipsez = zj. That is, we

assume ˆρA
j , ˜̂ρA

j are not in the x-z plane.

Now slide (only) this pair along the ellipse smoothly, keeping them at equal and opposite

distance from the z-axis until both reach opposite ends of the major axis of the ellipse, the

x-z plane. It is clear that during this process of sliding ˆρA
j , ˜̂ρA

j recede away from the centre

of the ellipse and hence away from the centre of the Poincaré sphere itself. As a result

S(ρ̂A
j ) decreases, thus improving the value ofSA

min in (1.57). This would have proved that

the POVMN is not optimal, unless our assumption that ˆρA
j , ˜̂ρA

j are not in the x-z plane is

false. This completes proof of the proposition.�

This preparation immediately leads to the following important result which forms the

basis for our further analysis.

Theorem 8 : The problem of computing quantum discord for X-states is a problem of

convex optimization on a plane or optimization over a singlevariable.

Proof: We have just proved that elements of the optimal POVM come, in view of the

Zz × Z2 symmetry ofX-states, in pairsS0(1, ± sinθ, 0, cosθ)T of Stokes vectorsω j , ω̃ j

with 0 ≤ θ ≤ π. The corresponding conditional states come in pairs ˆρA
j , ˜̂ρA

j = 1/2(11±

xjσ1 + zjσ3). The two states of such a pair of conditional states are at the same distance

r(zj) =
√

z2
j + a2

x − (zj − zc)2a2
x/a2

z (3.28)

from the origin of the Poincaré sphere, and hence they have the same von Neumann
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entropy

f (zj) = S2(r(zj)),

S2(r) = −
1+ r

2
ℓog2

1+ r
2
− 1− r

2
ℓog2

1− r
2

. (3.29)

Further, continuing to assume without loss of generalityax ≥ ay, our convex optimization

is not over the three-dimensional ellipsoid, but effectively aplanar problem over the x-

z elliptic section of the correlation ellipsoid, and hence the optimal POVM cannot have

more that three elements. Thus, the (Stokes vectors of the) optimal POVM elements on

the B-side necessarily have the form,

Π
(3)
θ = {2p0(θ)(1,0,0,1)T , 2p1(θ)(1,± sinθ,0,− cosθ)T},

p0(θ) =
cosθ

1+ cosθ
, p1(θ) =

1
2(1+ cosθ)

, 0 ≤ θ ≤ π/2. (3.30)

The optimization itself is thus over the single variableθ. �

Remark : It is clear thatθ = 0 andθ = π/2 correspond respectively to von Neumann

measurement along z and x, and no other von Neumann measurement gets included in

Πθ. EveryΠθ in the open interval 0< θ < π/2 corresponds to agenuinethree-element

POVM.

The symmetry considerations above do allow also three-element POVM’s of the form

Π̃
(3)
θ = {2p0(θ)(1,0,0,−1)T , 2p1(θ)(1,± sinθ,0, cosθ)T}, 0 ≤ θ ≤ π/2, (3.31)

but such POVM’s lead to local maximum rather than a minimum for SA, and hence are of

no value to us.�
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Figure 3.2: Showing the conditional states corresponding to the 3-element measurement
scheme of (3.30).

3.6 Computation ofSA
min

A schematic diagram of the 3-element POVMΠ(3)
θ of Eq. (3.30) is shown in Fig.3.2. The

Bloch vectors of the corresponding conditional states ˆρA
1 , ρ̂

A
2 , ρ̂

A
3 at the output are found

to be of the form

(0, 0, zc + az)
T , (x(z), 0, z)T , (−x(z), 0, z)T ,

x(z) =
ax

az
(a2

z − (z− zc)
2)1/2. (3.32)

For these states denoted 1,2,3 in Fig.3.2 the weights should be chosen to realize as con-

vex sum the state I (the image of the maximally mixed input) whose Bloch vector is

(0,0, zI )T . The von Neumann measurements along the z or x-axis correspond respectively

to z= zc − az or zI . Using Eqs. (3.28), (3.29), the expression forSA(z) is thus given by
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SA(z) = p1(z) f (zc + az) + p2(z) f (z),

p1(z) =
zI − z

zc + az− z
, p2(z) =

zc + az− zI

zc + az− z
. (3.33)

The minimization ofSA(z) with respect to the single variablez should giveSA
min. It may

be noted in passing that, for a given I orzI , the three-element POVM parametrized byz is

of no value in the present context forz> zI .

For clarity of presentation, we begin by considering a specific example (az, zc, zI ) =

(0.58, 0.4,0.6). The relevant interval for the variablez in this case is [zc − az, c + az] =

[−0.18,0.98], and we shall examine the situation as we varyax for fixed (az, zc, zI ). The

behaviour ofSA(z) for this example is depicted in Fig.3.3, wherein each curve in the

(z, SA(z)) plane corresponds to a chosen value ofax, and the value ofax increases as we

go down Fig.3.3. For values ofax ≤ aV
x (az, zc), for someaV

x (az, zc) to be detailed later,

SA(z) is seen to be a monotone increasing function ofz, and so its minimumSA
min obtains

at the ‘lower’ end pointz= zc − az = −0.18, hence the optimal POVM corresponds to the

vertical projection or von Neumann measurement along the z-axis. The curve marked 2

corresponds toax = aV
x (az, zc) [which equals 0.641441 for our example].

Similarly for values ofax ≥ aH
x (az, zc), SA(z) proves to be a monotone decreasing function

of z, its minimum therefore obtains at the ‘upper’ end point which is zI and notzc + az

[recall that the three-element POVM makes no sense forz> zI ]; hence the optimal POVM

corresponds to horizontal projection or von Neumann measurement along x-axis. It will

be shown later that bothaV
x (az, zc), aH

x (az, zc) do indeed depend only onaz, zc and not onzI .

Both are therefore properties of the ellipsoid : all states with one and the same ellipsoid

will share the sameaV
x (az, zc), aH

x (az, zc).

Thus, it is the regionaV
x (az, zc) < ax < aH

x (az, zc) of values ofax that needs a more careful

analysis, for it is only in this region that the optimal measurement could possibly corre-

spond to a three-element POVM. Clearly, this region in the space of correlation ellipsoids

is distinguished by the fact thatSA(z) has a minimum at some valuez = z0 in the open
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Figure 3.3: ShowingSA(z) for various values ofax labelled in increasing order. The
line markedzI denotesz = zI . A three-element POVM scheme results for values of
ax ∈ (aV

x (az, zc),aH
x (az, zc)) [the curves (2) and (4)]. For values ofax ≤ aV(az, zc) [example

of curve (1)], the von Neumann projection along the z-axis isthe optimal and for values
of ax ≥ aH(az, zc) [example of curve (5)], the von Neumann projection along the x-axis
is the optimal. The optimalz = z0 is obtained by minimizingSA(z) (marked with a dot).
SA(z) for z> zI is not meaningful and this region of the curves is shown with dashed lines.
In this example (az, zc) = (0.58,0.4,0.6). ForzI = 0.6, a three-element POVM results for
(red) curves between (2) and (3).
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interval (zc − az, zc + az). Forax = aV
x (az, zc) this minimum occurs atz0 = zc − az, moves

with increasing values ofax gradually towardszc + az, and reacheszc + az itself asax

reachesaH
x (az, zc).

Not only this qualitative behaviour, but also the exact value ofz0(az, zc,ax) is independent

of zI , as long aszc , 0. Let us evaluatez0(az, zc,ax) by looking for the zero-crossing of

the derivative functiondSA(z)/dzdepicted in Fig.3.4. We have

d SA(z)
dz

= (zc + az− zI ) G(az,ax, zc; z),

G(az,ax, zc; z) =
1

(zc + az− z)2

(
[(zc + az− z)(a2

x(z− zc)/a
2
z − z)X(z)]

−[ f (zc + az) − f (z)]) ,

X(z) =
1

2r(z)
ℓog2

[
1+ r(z)
1− r(z)

]
, (3.34)

and we need to look forz0 that solvesG(az,ax, zc; z0) = 0. The reader may note thatzI

does not enterthe functionG(az,ax, zc; z0) defined in Eq. (3.34), showing thatz0 is indeed

independent ofzI as claimed earlier :z0 is a property of the correlation ellipsoid; all states

with the same correlation ellipsoid have the same z0.

Let us focus on the two curvesaV
x (az, zc), aH

x (az, zc) introduced earlier and defined through

aV
x (az, zc) : G(az,a

V
x , zc; zc − az) = 0,

aH
x (az, zc) : G(az,a

H
x , zc; zc + az) = 0. (3.35)

The curveaV
x (az, zc) characterizes, for a given (az, zc), the value ofax for which the first

derivative ofSA(z) vanishes atz = zc − az (i.e., z0 = zc − az), so that the vertical von

Neumann projection is the optimal POVM for allax ≤ aV
x (az, zc). Similarly, the curve

aH
x (az, zc) captures the value ofax for which the first derivative ofSA(z) vanishes atz =
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Figure 3.4: ShowingdSA(z)/dz for various values ofax labelled in increasing order. A
root exits for values ofax ∈ (aV

x (az, zc),aH
x (az, zc)) [between curves (2) and (4)]. For values

of ax ≤ aV(az, zc) andax ≥ aH(az, zc), there is noz0 [examples are curves (1) and (5)].
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zc + az. Solving for the two curves in terms ofaz andzc we obtain, after some algebra,

aV
x (az, zc) =

√
f (|zc − az|) − f (zc + az)

2X(|zc − az|)
− az(zc − az),

aH
x (az, zc) =

(zc + az)
2[Y(zc + az) − X(zc + az)]

×
[
(zc − az)X(zc + az) + 2azY(zc + az) −

√
w

]
,

Y(z) =
1

[ℓn2 ](1− r(z)2)
,

w = X(zc + az)[(zc − az)
2X(zc + az) + 4azzcY(zc + az)]. (3.36)

These curves are marked (1) and (2) respectively in Fig.3.5. Two aspects are of particular

importance :

(i) aH
x (az, zc) ≥ aV

x (az, zc), the inequality saturating if and only ifzc = 0. In particular

these two curves never meet, the appearance in Fig.3.5 notwithstanding. It is to

emphasize this fact that an inset has been added to this figure. The straight line

ax = az, marked (3) in Fig.3.5, shows thataV
x (az, zc) ≥ az, the inequality saturating

if and only if zc = 0.

(ii) It is only in the rangeaV
x (az, zc) < ax < aH

x (az, zc) that we get a solutionz0

G(az,ax, zc; z0) = 0, zc − az < z0 < zc + az (3.37)

corresponding to apotentialthree-element optimal POVM forsome X-state correspond-

ing to the ellipsoid under consideration; and, clearly, theoptimal measurement for the

state willactuallycorrespond to a three-element POVM only if

zI > z0. (3.38)

If zI ≤ z0, the optimal measurement corresponds to a von Neumann projection along the
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Figure 3.5: Showing the various measurement schemes acrossa slice (theax − az plane)
of parameter space (of correlation ellipsoids) withzc = 0.4. We see that only for a tiny
wedge-shaped region markedΠ(3)

θ , the region betweenaV(az, zc) (1) andaH(az, zc) (2), one
can expect a 3-element POVM. Region above (2) corresponds to avon Neumann mea-
surement along the x-axis and the region below curve (1) corresponds to a von Neumann
measurement along the z-axis. Curves marked (4) depict the boundary of allowed values
for az,ax. The curve (3) is the lineaz = ax. The inset shows curves (1), (2) and (3) for
ax ∈ [0.2,0.21].
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Figure 3.6: Showingδ(az) for decreasing values ofzc from left to right. The first curve
corresponds tozc = 0.95 and the last curve tozc = 0.1. We see that size of the ‘wedge’-
shaped region (Fig.3.5) first increases and then decreases with increasingzc.

x-axis, and never the z-axis.

We also note that the range of values ofax for a fixed (az, zc) where the potential three-

element POVM can exist increases with increasingaz. Let us define a parameterδ as

δ(az, zc) = aH
x (az, zc) − aV

x (az, zc) which captures the extent of region bounded by curves

(1) and (2) in Fig.3.5. This object is shown in Fig.3.6. We see that the range of values

of ax for which a three-element POVM exists first increases with increasingzc and then

decreases.

An example: We now evaluate quantum discord for a one-parameter familyof states we
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construct and denote by ˆρ(a). The Mueller matrix associated with ˆρ(a) is chosen as :

M(a) =



1 0 0 y

0 a(1− y2)1/2 0 0

0 0 0.59(1− y2)1/2 0

0.5 0 0 0.58+ 0.4y



, (3.39)

wherea ∈ [0.59,0.7] andy = 0.1/0.58. The ellipsoid parameters for our class of states

is given by (ax,ay,az, zc, zI ) = (a,0.59,0.58,0.4,0.5). The class of states differ only in the

parameterax which changes as the parametera is varied in the chosen interval. Using

the optimal measurement scheme outlined above and in the earlier Section, we compute

SA
min and quantum discord. The values are displayed in Fig.3.7 in which SA

min is denoted

by curve (1) and quantum discord by curve (4). An over-estimation of quantum discord

by restricting to von Neumann measurements along x or z-axisis shown in curve (3) for

comparison with the optimal three-element POVM. The point Edenotes the change in

the measurement from z-axis projection to a three-element POVM and point F denotes a

change from the three-element POVM scheme to the x-axis von Neumann measurement.

This transition is clearly shown in Fig.3.8. We see that had one restricted to only the von

Neumann measurement along the z-axis or the x-axis, one would obtain a ‘kink’ in the

value for quantum discord. Whereas, the optimal three-element scheme returns a gradual

change in the value of quantum discord as we change the parametera. The curves (3) and

(4) will only merge for the valuezc = 0 and this aspect will be detailed in a later Section.

This behaviour of quantum discord is generic to any non-zerovalue of the centerzc of the

correlation ellipsoid.

Purification and EoF: The Koashi-Winter theorem or relation [242] shows that the clas-

sical correlation of a given bipartite state ˆρAB is related to the entanglement of formation
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Figure 3.7: ShowingSA
min [curve (1)] and quantum discord [curve (4)] for a one-

parameter family of states ˆρ(a). The ellipsoid corresponding to ˆρ(a) has parameters
(ax,ay,az, zc, zI ) = (a,0.59,0.58,0.4,0.5) wherea ∈ [0.59,0.7]. Point E denotes the
change of the optimal measurement from a von Neumann measurement along the z-axis
to a three-element POVM, while point F denotes the change of the optimal measure-
ment from a three-element POVM to a von Neumann measurement along the x-axis, with
increasing values of the parametera. The curve (3) (or (2)) denotes the over(under)-
estimation of quantum discord (orSA

min) by restricting the measurement scheme to a von
Neumann measurement along the z or x-axis. This aspect is clearly brought out in the
following Fig.3.8.
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Figure 3.8: Showing quantum discord [curve (4)] with increasing ax when there is a
transition of the measurement scheme from the von Neumann measurement along the z-
axis to the three-element scheme (E) and finally to the von Neumann measurement along
the x-axis (F). The over-estimation of quantum discord is depicted in curve (3) where the
measurement scheme is restricted to one of von Neumann measurements along the z or
x-axis. We see a gradual change in quantum discord in contrast to the sharp change in the
restricted case.

145



of the ‘complimentary’ state ˆρCA. That is,

C(ρ̂AB) = S(ρ̂A) − EF(ρ̂CA). (3.40)

Comparing with the definition ofSA
min in Eq. (1.57), we see that

SA
min(ρ̂AB) = EF(ρ̂CA). (3.41)

In other words, the Koashi-Winter relation connects the (minimum average) conditional

entropy post measurement of a bipartite state ˆρAB to the entanglement of formation of its

complimentary state ˆρCA defined through purification of ˆρAB to pure state|φC:AB〉.

The purification can be written as|φC:AB〉 =
∑3

j=0

√
λ j |ej〉 ⊗ |ψ j〉, {|ej〉} being orthonormal

vectors in the Hilbert space of subsystem C. Now, the complimentary state ˆρCA results

when subsystemB is simply discarded :

ρ̂CA = TrB[|φC:AB〉〈φC:AB|]

=

3∑

j,k=0

√
λ jλk|ej〉〈ek| ⊗ Tr[|ψ j〉〈ψk|]. (3.42)

It is easy to see that for the case of the two qubitX-states, the complimentary state be-

longs to a 2× 4 system. Now thatSA
min is determined for allX-states by our procedure,

using Eqs. (3.17), (3.18), (3.19) one can immediately write down the expressions for the

entanglement of formation for the complimentary states corresponding to the entire 11-

parameter family ofX-states states using the optimal measurement scheme outlined in

Sec.3.5. We note in passing that examples of this connection for the particular cases

of states such as rank-two two-qubit states and Bell-mixtures have been earlier studied

in [243,244].
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3.7 Invariance group beyond local unitaries

Recall that a measurement element (on the B side) need not be normalized. Thus in

constructing the correlation ellipsoid associated with a two-qubit state ˆρAB, we gave as

input to the Mueller matrix associated with ˆρAB an arbitrary four-vector in the positive

solid light cone (corresponding to an arbitrary 2×2 positive matrix), and then normalized

the output Stokes vector to obtain the image point on the correlation ellipsoid. It follows,

on the one hand, that all measurement elements which differ from one another by positive

multiplicative factors lead to the same image point on the correlation ellipsoid. On the

other hand it follows thata ρ̂AB has the same correlation ellipsoid as ˆρAB, for all a > 0. As

one consequence, it is not necessary to normalize a Mueller matrix to m00 = 1 as far as

construction of the correlation ellipsoid is concerned.

The fact that construction of the correlation ellipsoid deploys the entire positive solid light

cone of positive operators readily implies thatthe ellipsoid inherits all the symmetries of

this solid light cone. These symmetries are easily enumerated. Denoting byψ1, ψ2 the

components of a vector|ψ〉 in Bob’s Hilbert spaceHB, a nonsingular linear transformation

J :


ψ1

ψ2

→


ψ
′

1

ψ
′

2

 = J


ψ1

ψ2

 (3.43)

onHB corresponds on Stokes vectors to the transformation|detJ| L whereL is an element

of the Lorentz groupS O(3,1), and the factor|detJ| corresponds to ‘radial’ scaling of the

light cone. Following the convention of classical polarization optics, we may callJ the

Jones matrixof the (non-singular) local filtering [231,233,234]. When (detJ)−1/2J = L

is polar decomposed, the positive factor corresponds to pure boosts ofS O(3,1) while the

(local) unitary factor corresponds to the ‘spatial’ rotation subgroupS O(3) of S O(3,1)

[231,233,234]. It follows that restriction of attention to the sectionS0 = 1 confines the

invariance group fromS O(3,1) toS O(3).

147



The positive light cone is mapped onto itself also under inversion of all ‘spatial’ coor-

dinates : (S0,S) → (S0,−S). This symmetry corresponds to the Mueller matrixT =

diag(1,−1,−1,−1), which is equivalent toT0 = diag(1,1,−1,1), and hence corresponds

to the transpose map on 2× 2 matrices. In contradistinction toS O(3,1), T0 acts directly

on the operators and cannot be realized or lifted as filteringon Hilbert space vectors; in-

deed, it cannot be realized as any physical process. Even so,it remains a symmetry of the

positive light cone and hence of the correlation ellipsoid itself.

The full invariance groupG of a correlation ellipsoid thus comprises two copies of the

Lorentz group and the one-parameter semigroup of radial scaling by factora > 0 :

G = {S O(3,1), TS O(3,1) ≈ S O(3,1)T, a}. (3.44)

All Mueller matricesMM0 with M0 ∈ G and fixedM correspond to one and the same

correlation ellipsoid. In what follows we examine briefly the manner in which these

invariances could be exploited for our purpose, and we beginwith S O(3,1).

The Jones matrixJ = exp[µσ3/2] = diag(eµ/2,e−µ/2) corresponds to the Lorentz boost

M0(µ) = cµ



1 0 0 tµ

0 (cµ)−1 0 0

0 0 (cµ)−1 0

tµ 0 0 1



(3.45)

along the third spatial direction on Stokes vectors. Herecµ, tµ stand respectively for coshµ

and tanhµ. To see the effect of this boost on the correlation ellipsoid, consider a Mueller

matrix of the form (3.12) with m03 = 0 so thatm11 = ax, m33 = az, m22 = ±ay andzc = m30.
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Absorbing the scale factorcµ in Eq. (3.45) into the solid light cone, we have

MM0(µ) =



1 0 0 tµ

0 m11/cµ 0 0

0 0 m22/cµ 0

m30+m33 tµ 0 0 m33+m30 tµ



. (3.46)

With the help of (3.26) we immediately verify thatax, ay, az, and zc associated with

MM0(µ) are exactly those associated withM with no change whatsoever, consistent with

the fact that we expectM and MM0(µ) to have the same correlation ellipsoid. OnlyzI ,

the image of identity, changes fromm30 to m30 + m33 tµ : as tµ varies over the permitted

open interval (−1,1), the point I varies linearly over the open interval (zc − az, zc + az).

Thus,it is the Lorentz boost on the B side which connects states having one and the same

correlation ellipsoid, but different values of zI .

As an illustration of this connection, we go back to Fig.3.5 and consider a correlation

ellipsoid in the interior of the wedge region between curves(1) and (2) of Fig.3.5. We

recall that a point in this region is distinguished by the fact that for states corresponding

to this point the optimal POVM couldpotentiallybe a three-element POVM, but whether

a three element POVM or a horizontal projection actually turns out to be the optimal

one for a state requires the value ofzI as additional information on the state, beyond

the correlation ellipsoid. The behaviour of classical correlation, quantum discord, and

mutual information as the Lorentz boost on the B side sweepszI across the full interval

(zc − az, zc + az) is presented in Fig.3.9. We repeat that the entire Fig.3.9corresponds to

one fixed point in Fig.3.5.

Remark : Any entangled two-qubit pure state can be written as

|ψ〉AB = (11⊗ J) |ψmax〉, (3.47)
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Figure 3.9: Showing mutual information (1), quantum discord (2) and classical correlation
(3) as a function ofzI for the ellipsoid parameters (az, zc,ax) = (0.58,0.4,0.65) andz0 =

0.305919. ForzI ≤ z0, the optimal measurement is a von Neumann measurement along
the x-axis, and forzI > z0 the optimal measurement is a three-element POVM.

where the Jones matrixJ is non-singular and|ψmax〉 is a Bell state. Since the associated

S O(3,1) does not affect the correlation ellipsoid, the ellipsoid corresponding to |ψ〉AB is

the same as that of the Bell state, and thereby it is the full Bloch sphere. Hence,SA
min

trivially evaluates to zero. So we see that for all two-qubitpure statesI (ρ̂AB) = 2C(ρ̂AB) =

2D(ρ̂AB) = 2E(ρ̂AB).�

Remark : It is useful to make two minor observations before we leave the present discus-

sion of the role ofS O(3,1). First, it is obvious that a bipartite operator ˆρAB is positive if

and only if its image under any (nonsingular) local filteringJ is positive. This, combined

with the fact that the location ofzI inside the correlation ellipsoid can be freely moved

around using local filtering, implies that the location ofzI has no role to play in the char-

acterization of positivity of ˆρAB given in (3.15), (3.16). Consequently, in forcing these

positivity requirements on the correlation ellipsoid we are free to move, without loss of

generality, to the simplest case corresponding tozI = zc or m03 = 0.

150



Secondly, since determinant of anS O(3,1) matrix is positive, we see that local filtering

does not affect the signature of detM, and hence it leaves unaffected the signature of the

correlation ellipsoid itself :Ω+ andΩ− remain separately invariant underS O(3,1). �

The case of the spatial inversionT, to which we now turn our attention, will prove to be

quite different on both counts. It is clear that the effect of T0 : M → MT0 on anX-

state Mueller matrix is to transformm22 to −m22, leaving all other entries ofM invariant.

Since the only waym22 enters the correlation ellipsoid parameters in (3.25) is through

ay = |m22|, it follows that the correlation ellipsoid itself is left invariant, but its signature

gets reversed : detMT0 = −detM. This reversal of signature of the ellipsoid has important

consequences.

As explained earlier during our discussion of the role ofS O(3,1) we may assume, without

loss of generality,zI = zc or, equivalently,m03 = 0. The positivity conditions (3.15), (3.16)

then read as the following requirements on the ellipsoid parameters :

(1+ az)
2 − z2

c ≥ (ax + ay)
2, (3.48)

(1− az)
2 − z2

c ≥ (ax − ay)
2, (3.49)

in the caseM ∈ Ω+, and

(1+ az)
2 − z2

c ≥ (ax − ay)
2, (3.50)

(1− az)
2 − z2

c ≥ (ax + ay)
2, (3.51)

in the caseM ∈ Ω−. But (3.50) is manifestly weaker than (3.51) and hence is of little

consequence. The demand thatMT0 too correspond to a physical state requires

(1+ az)
2 − z2

c ≥ (ax − ay)
2, (3.52)

(1− az)
2 − z2

c ≥ (ax + ay)
2, (3.53)
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in the caseM ∈ Ω+, and

(1+ az)
2 − z2

c ≥ (ax + ay)
2, (3.54)

(1− az)
2 − z2

c ≥ (ax − ay)
2, (3.55)

in the case ofM ∈ Ω−.

Now, in the case ofM ∈ Ω+, (3.52) is weaker than (3.48) and hence is of no consequence,

but (3.53) is stronger than and subsumesboth (3.48) and (3.49). In the caseM ∈ Ω−

on the other hand both (3.54) and (3.55) are weaker than (3.51). These considerations

establish the following :

1. If M ∈ Ω−, its positivity requirement is governed by the single condition (3.51) and,

further,MT0 certainly corresponds to a physical state inΩ+.

2. If M ∈ Ω+, thenMT0 ∈ Ω− is physical if and only if the additional condition (3.53)

which is the same as (3.51) is met.

SinceT0 is the same as partial transpose on the B side, we conclude that a correlation el-

lipsoid corresponds to a separable state if and only if (3.51) is met, and it may be empha-

sised that this statement is independent of the signature ofthe ellipsoid. Stated differently,

those correlation ellipsoids inΩ+ whose signature reversed version are not present inΩ−

correspond to entangled states. In other words, the set of entangledX-states constitute

precisely theΩ− complement ofΩ+.

Finally, the necessary and sufficient condition (1− az)2 − z2
c ≥ (ax + ay)2 for separability

can be used to ask for correlation ellipsoid of maximum volume that corresponds to a

separable state, for a givenzc. In the casezc = 0, it is easily seen that the maximum

volume obtains forax = ay = az = 1/3, and evaluates to a fraction 1/27 of the volume of
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the Bloch ball. Forzc , 0, this fractional volumeV(zc) can be shown to be

V(zc) =
1
54

(2−
√

1+ 3z2
c)

2(1+
√

1+ 3z2
c), (3.56)

and corresponds to

ax = ay =
[(2 −

√
1+ 3z2

c)(1+
√

1+ 3z2
c)]

1/2

3
√

2
, az =

2−
√

1+ 3z2
c

3
. (3.57)

It is a monotone decreasing function ofzc. ThusΩ− has no ellipsoid of fractional volume

> 1/27.

Remark : It is clear that anyX-state whose ellipsoid degenerates into an elliptic disc nec-

essarily corresponds to a separable state. This sufficient separability condition may be

contrasted with the case of discord wherein the ellipsoid has to doubly degenerate into a

line segment for nullity of quantum discord to obtain

3.8 Comparison with the work of Ali, Rau, and Alber

In this Section we briefly contrast our approach and results with those of the famous work

of Ali, Rau, and Alber (ARA) [220], whose principal claim comprises two parts :

C1 : Among all von Neumann measurements, either the horizontal or the vertical projec-

tion always yields the optimal classical correlation and quantum discord.

C2 : The values thus computed remain optimal even when generalPOVM’s are consid-

ered.

As for the second claim, the main text of ARA simply declares “The Appendix shows how

we may generalize to POVM to get final compact expressions that are simple extensions
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of the more limited von Neumann measurements, therebyyielding the same valuefor the

maximum classical correlation and discord.” The Appendix itself seems not to do enough

towards validating this claim. It begins with “Instead of von Neumann projectors, con-

sider more general POVM. For instance, choose three orthogonal unit vectors mutually at

120◦,

ŝ0,1,2 = [ẑ, (−ẑ±
√

3x̂)/2], (3.58)

and corresponding projectors· · · .” [It is not immediately clear how ‘orthogonal’ is to

be reconciled with ‘mutually as 120◦’ ]. Subsequent reference to their Eq. (11) possibly

indicates that ARA have in mind two more sets of suchthree orthogonal unit vectors

mutually at120◦ related to (3.58) throughS U(2) rotations. In the absence of concrete

computation aimed at validating the claim, one is left to wonder if the second claim (C2)

of ARA is more of an assertion than deduction.

We now know, however, that the actual situation in respect ofthe second claim is much

more subtle : the optimal three-element POVM is hardly of thethree orthogonal unit

vectors mutually at120◦ type and, further, when a three-element POVM is required as the

optimal one, there seems to be no basis to anticipate that it would yield ‘the same value

for the maximum classical correlation and discord’.

Admittedly, the present work is not the first to discover thatARA is not the last word on

quantum discord ofX-states. Several authors have pointed to examples ofX-states which

fail ARA [ 221,222,225,227–229,245]. But these authors have largely been concerned

with the second claim (C2) of ARA. In contradistinction, our considerations below fo-

cuses on the first one (C1). In order that it be clearly understood as to what the ARA

claim (C1) is not, we begin with the following three statements :

S1 : If von Neumann projection proves to be the optimal POVM, then the projection is

either along the x or z direction.
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S2 : von Neumann projection along the x or z direction always proves to be the optimal

POVM.

S3 : von Neumann projection along either the x or z direction proves to be the best among

all von Neumann projections.

Our analysis has confirmed that the first statement (S1) is absolutely correct. We also

know that the second statement (S2) is correct except for a very tiny fraction of states

corresponding to the wedge-like region between curves (1) and (2) in Fig.3.5.

The first claim (C1) of ARA corresponds, however, to neither of these two but to the

third statement (S3). We begin with a counter-example to prove that this claim (S3) is

non-maintainable. The example corresponds to the ellipsoid parameters (ax,ay,az, zc) =

(0.780936,0.616528,0.77183,0.122479). These parameters, together withzI = 0.3, fully

specify the state in the canonical form, and the corresponding Mueller matrix

M =



1 0 0 0.23

0 0.76 0 0

0 0 0.6 0

0.3 0 0 0.8



. (3.59)

The parameter values verify the positivity requirements. Further, it is seen thatM ∈

Ω+ and corresponds to a nonseparable state. The x-z section of the correlation ellipsoid

corresponding to this example is depicted in Fig.3.10.

Let us denote bySA
vN(θ) the average conditional entropy post von Neumann measurement

Πθ parametrized by angleθ :

Πθ =
{
(1, sinθ,0, cosθ)T , (1,− sinθ,0,− cosθ)T

}
, 0 ≤ θ ≤ π/2. (3.60)
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Figure 3.10: Showing the x-z cross-section of the ellipsoidassociated with the Mueller
matrix in (3.59).

It is clear that the output states are at distancesr(θ), r
′
(θ) with respective conditional

probabilitiesp(θ), p
′
(θ) :

r(θ) =

√
(m11 sinθ)2 + (m30+m33 cosθ)2

1+m03 cosθ
,

r
′
(θ) =

√
(m11 sinθ)2 + (m30−m33 cosθ)2

1−m03 cosθ
,

p(θ) =
1+m03 cosθ

2
, p

′
(θ) =

1−m03 cosθ
2

. (3.61)

ThusSA
vN(θ) evaluates to

SA
vN(θ) =

1
2

[
S2(r(θ)) + S2(r

′
(θ))

+ m03 cosθ (S2(r(θ)) − S2(r
′
(θ)))

]
. (3.62)

The behaviour ofSA
vN(θ) as a function ofθ is shown in Fig.3.11, and it is manifest that

the optimal von Neumann obtainsneither atθ = 0 nor atπ/2, but atθ = 0.7792radians.
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Figure 3.11: Showing the conditional entropySA
vN(θ) resulting from von Neumann mea-

surements for the example in (3.59).

More strikingly, it is not only that neitherθ = 0 orπ/2 is the best, but both are indeed the

worst in the sense that von Neumann projection along any other direction returns a better

value!

We know from our analysis in Section3.6 that if the von Neumann measurement indeed

happens to be the optimal POVM, it can not obtain for any angleother thanθ = 0 orπ/2.

Thus, the fact that the best von Neumann for the present example corresponds to neither

angle is already a sure signature that a three-element POVM is the optimal one for the

state under consideration. Prompted by this signature, we embed the state under consid-

eration in a one-parameter family with fixed (az,ay, zc) = (0.616528,0.77183,0.122479)

andzI , andax varying over the range [0.7803,0.7816]. The results are shown in Fig.3.12.

Curve (1) and curve (2) correspond respectively to the horizontal and vertical von Neu-

mann projections, whereas curve (3) corresponds to the optimal three-element POVM.

We emphasise that curve (3) is not asymptotic to curves (1) or(2), but joins them atG

andE respectively. Our example of Eq. (3.59) embedded in this one-parameter family is

highlighted by pointsA, B, F. This example is so manufactured thatSA
vN computed by the
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Figure 3.12: Showing the entropy variation with respect to variation of ax in
[0.78032,0.781553], with (ay,az, zc) fixed at (0.616528,0.77183,0.122479). Curve (1)
depictsSA

vN for von Neumann measurement alongθ = π/2, the constant line [curve (2)] to
a von Neumann measurement alongθ = 0, and curve (3) toSA

min resulting from the three
element POVM scheme. The example in ((3.59)) corresponds toax = 0.780936. The
inset compared the various schemes of the example in (3.59). D refers to the a measure-
ment restricted only to the von Neumann projection along z orx-axis, B to the best von
Neumann projection, and F to the optimal three-element measurement.
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Scheme Elements Optimal value SA

von Neumann σx orσz equal 0.441344
von Neumann ΠvN

θ , θ ∈ [0, π/2] θopt = 0.779283 0.44132
3-element POVM Π

(3)
θ , θ ∈ [0, π/2] θopt = 1.02158 0.441172

Table 3.1: Showing a comparison of the von Neumann and the three-element POVM
schemes for the example in Eq. (3.59).

horizontal projection equals the value computed by the vertical projection, and denoted

by pointD. The pointB corresponds toSA
vN evaluated using the best von Neumann, andF

to the one computed by the (three-element) optimal POVM. It may be noted thatD andB

are numerically quite close as highlighted by the inset. A numerical comparison of these

values is conveniently presented in Table3.1.

It is seen from Fig.3.12that vertical von Neumann is the optimal POVM upto the point

E (i.e. forax ≤ 0.780478), from E all the way to G the three-element POVMΠ(3)
θ is the

optimal one, and beyond G (ax ≥ 0.781399) the horizontal von Neumann is the optimal

POVM. The continuous evolution of the parameterθ in Π(3)
θ of Eq. (3.30) as one moves

from E to G is shown in Fig.3.13. Shown also is the continuous manner in which the

probability p0(θ) in Eq. (3.30) continuously varies from 0.5 to zero asax varies over the

range from E to G.

In order to reconcile ARA’s first claim (S3 above) with our counter-example we briefly

reexamine their very analysis leading to the claim. As we shall see the decisive stage of

their argument is symmetry-based or group theoretical in tenor. It is therefore unusual that

they carry around an extra baggage of irrelevant phase parameters, not only in the main

text but also in the reformulation presented in their Appendix : the traditional first step in

symmetry-based approach is to transform the problem to its simplest form (often called

the canonical form) without loss of generality. Their analysis beings with parametrization

of von Neumann measurements as [their Eq. (11)]

Bi = VΠiV
†, i = 0,1 (3.63)
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Figure 3.13: Showing the optimalθ = θopt of Π(3)
θ [curve(1)] resulting inSA

min depicted as
curve (3) in Fig.3.12. Curve (2) shows the probability (scaled by a factor of 2) 2p0(θopt)
of the conditional state corresponding to input POVM element (1,0,0,1)T .

whereΠi = |i〉〈i| is the projector on the computation state|i〉 ∈ {|0〉, |1〉} andV ∈ S U(2).

With the representationV = t11+ i~y.~σ, t2 + y2
1 + y2

2 + y2
3 = 1 they note that three of these

four parameterst, y1, y2, y3 areindependent. Inspired by their Ref. [15] (our Ref. [219]),

ARA recastt, y1, y2, y3 into four new parametersm,n, k, ℓ and once again emphasize that

k,m,n are threeindependentparameters describing the manifold of von Neumann mea-

surements.

Remark : It is obvious that every von Neumann measurement on a qubit is fully spec-

ified by a pure state, and hence the manifold of von Neumann measurements can be no

larger thanS2, the Bloch sphere. Indeed, this manifold is even ‘smaller’ : it coincides

with the real projective spaceRP2
= S2/Z2 of diameters inS2, since a pure state and

its orthogonal partner defineone and the samevon Neumann measurement. In any case,

it is not immediately clear in what sense could this two-manifold be described by three
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‘independent’ parameters.�

Remark : We should hasten to add, for completeness, that ARA introduce subsequently,

in an unusually well citederratum [246], another identity

m2 + n2 = klm (3.64)

which they claim to be independent oft2 + y2
1 + y2

2 + y2
3 = 1, and hence expect it to

reduce the number of independent variables parametrizing the manifold of von Neumann

measurements from three to two. To understand the structureof this new identity, define

two complex numbersα = t − iy3, β = y1 + iy2. Thenk = |α|2, ℓ = |β|2, m= (Reαβ)2, and

n = (Reαβ) (Imαβ) so that the ARA identity Eq. (3.64) reads

(Reαβ)4 + (Reαβ)2 (Imαβ) = |αβ|2(Reαβ)2, (3.65)

showing that it is indeed independent ofk+ℓ = 1 as claimed by ARA. Indeed, it is simply

the Pythagorean theorem|z|2 = (Rez)2+ (Imz)2 valid for any complex numberzpuffed up

to the appearance of an eighth degree real homogeneous form.It is unlikely that such an

universalidentity, valid for any four numbers, would ever aid in reducing the number of

independent parameters. Not only ARA, but also the large number of works which cite

this erratum, seem to have missed this aspect of the ARA identity (3.64).�

Returning now to the clinching part of the ARA analysis, after setting up the expression

for the conditional entropy as a function of their independent variablesk,m,n they cor-

rectly note that it could be minimized “by setting equal to zero its partial derivatives with

respect tok,m andn.” Rather than carrying out this step, however, they prefer a short

cut in the form of a symmetry argument. They ‘observe’ that the problem has a symme-

try (this is the symmetry of inversion about the z-axis whichwe used in Section3.5 to

simplify the optimization problem), and then use theunusual symmetry argumentthat if
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a problem has a symmetry its solutionought to beinvariant under that symmetry. Ob-

viously, one knows in advance that the only von Neumann projections that are invariant

under the symmetry under consideration are the vertical or z-projection and the horizon-

tal projection, the latter meaning x or y-projection according asax > ay or ay > ax. This

version of symmetry argument is unusual, since the familiarfolklore version reads :if a

problem has a symmetry, its solution ought to be covariant (and not necessarily invari-

ant) under the symmetry. In any case, unless the ARA version of symmetry argument

be justified as arising from somespecial aspectof the problem under consideration, its

deployment would amount to assuming a priori that either z orx-projection is the best

von Neumann; but then this assumption is precisely the claimS3 ARA set out to prove as

the very central result of their work.

Remark : The ARA version of symmetry argument would remain justified if it were the

case that the problem is expected, from other considerations, to have auniquesolution.

This happens, for instance, in the case ofconvex optimization. But von Neumann mea-

surementsdo not form a convex setand hence the ARA problem of optimization over

von Neumann measurement is not one of convex optimization. Thus demanding a unique

solution in their case would again amount to an a priori assumption equivalent to the

theorem they set out to prove.

3.9 X-states with vanishing discord

Many authors have considered methods to enumerate the zero discordX-states [206,207,

209]. Our analysis below is directly based on the very definitionof vanishing discord and

hence is elementary; more importantly, it leads to anexhaustiveclassification of these

states, correcting an earlier claim. Any generic two-qubitstate of vanishing quantum
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discord can be written as [65]

ρ̂AB = UA|0〉〈0|U†A ⊗ p1ρ̂B1 + UA|1〉〈1|U†A ⊗ p2ρ̂B2, (3.66)

with p1, p2 ≥ 0, p1 + p2 = 1, the measurements being assumed performed on subsystem

A. We may write

p1ρ̂B1 =


a1 b1

b∗1 c1

 , p2ρ̂B2 =


a2 b2

b∗2 c2

 ,

UA =


α β

−β∗ α∗

 ∈ S U(2). (3.67)

Clearly, the reduced state of subsystem B isp1ρ̂B1+p2ρ̂B2, and that ofAequalsUA (p1|0〉〈0|+

p2|1〉〈1|) U†A. We now combine this nullity condition with the demand that the state under

consideration be anX-state in the canonical form (3.11). From the off-diagonal blocks of

ρ̂AB we immediately see thata1 = a2 andc1 = c2. Tr ρ̂AB = a1 + c1 + a2 + c2 = 1 implies

a1 + c1 = 1/2 = a2 + c2. Vanishing of the 01 and 23 elements of ˆρAB forces the following

constraints :

|α|2b1 + |β|2b2 = 0,

|α|2b2 + |β|2b1 = 0. (3.68)

These imply in turn that either|α| = |β| = 1/
√

2 or b1 = b2 = 0. The first case of

|α| = |β| = 1/
√

2 forcesb2 = −b1, and we end up with a two-parameter family of zero
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discord states

ρ̂A(a,b) =
1
4



1+ a 0 0 b

0 1− a b 0

0 b 1+ a 0

b 0 0 1− a



=
1
4

[σ0 ⊗ σ0 + aσ0 ⊗ σ3 + bσ1 ⊗ σ1] . (3.69)

Positivity of ρ̂A(a,b) places the constrainta2 + b2 ≤ 1, a disc in the (σ0 ⊗ σ3, σ1 ⊗ σ1)

plane. The caseb = 0 corresponds to the product state

ρ̂AB(a) =
1
4

11⊗


1+ a 0

0 1− a

 . (3.70)

If instead the measurement was performed on theB subsystem, then it can be easily seen

that similar arguments can be used to arrive at the zero discord states

ρ̂B(a,b) =
1
4



1+ a 0 0 b

0 1+ a b 0

0 b 1− a 0

b 0 0 1− a



,

=
1
4

[σ0 ⊗ σ0 + aσ3 ⊗ σ0 + bσ1 ⊗ σ1] . (3.71)

Positivity again constraintsa,b to the disca2 + b2 ≤ 1 in the (σ3 ⊗ σ0, σ1 ⊗ σ1) plane.

The intersection between these two comprises the one-parameter family ofX-states

ρ̂AB =
1
4

[σ0 ⊗ σ0 + bσ1 ⊗ σ1] , −1 ≤ b ≤ 1. (3.72)

But these arenot the onlytwo-way zero discord states, and this fact is significant in the
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light of [207]. To see this, note that in deriving the canonical form (3.69) we assumed

β , 0. So we now consider the caseβ = 0, so that (3.66) reads

ρ̂AB = p1|0〉〈0| ⊗ ρ̂B1 + p2|1〉〈1| ⊗ ρ̂B2. (3.73)

The demand that this be anX-state forces ˆρAB to be diagonal in the computational basis :

ρ̂AB({pkℓ}) =
1∑

k,ℓ=0

pkℓ |k〉〈k| ⊗ |ℓ〉〈ℓ|. (3.74)

It is manifest that allX-states of this three-parameter family, determined by probabilities

{pkℓ},
∑

pkℓ = 1 and worth atetrahedronin extent have vanishing quantum discord and,

indeed, vanishing two-way quantum discord.

The intersection of (3.69) and (3.71) given in (3.72) is not really outside the tetrahedron

(3.74) in the canonical form because it can be diagonalized by a local unitaryUA ⊗ UB,

UA = UB = exp[−iπσ2/4] :

σ0 ⊗ σ0 + bσ1 ⊗ σ1→ σ0 ⊗ σ0 + bσ3 ⊗ σ3. (3.75)

Stated differently, the family of strictly one-way zero discordX-states in the canonical

form is not a disc, but a disc with the diameter removed.

Remark : Strictly speaking, this is just an half disc with diameter removed, as seen from

the fact that in (3.69), (3.71), and (3.72) the two states (a,b), (a,−b) are local unitarily

equivalent underUA ⊗ UB = σ3 ⊗ σ3. �

We now consider the correlation ellipsoids associated withthese zero discord states. For

the one-way zero discord states in (3.71) the non-zero Mueller matrix entries are

m30 = a, m11 = b. (3.76)
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This ellipsoid is actually a symmetric line segment parallel to the x-axis, of extent 2b,

translated by extenta, perpendicular to the line segment (i.e., along z) :{(x, y, z) =

(x,0,a)| − b ≤ x ≤ b}; it is symmetric under reflection about the z-axis. For measure-

ments on the A side we have from (3.69)

m03 = a, m11 = b, (3.77)

and we get the same line segment structure (recall that now wehave to considerMT in

place ofM).

For the two-way zero discord states (3.74) we have

m03 = p00− p01+ p10− p11,

m30 = p00+ p01− p10− p11,

m33 = p00− p01− p10+ p11, (3.78)

corresponding to a point in the tetrahedron. We note that theassociated correlation el-

lipsoid is a line segment of a diametershifted along the diameter itself. That is, the line

segment is radial. While the extent of the line segment and theshift are two parameters,

the third parameter is the image I of the maximally mixed input, which does not contribute

to the ‘shape’ of the ellipsoid, but does contribute to the shape. This three parameter fam-

ily should be contrasted with the claim of [207] that an ‘X-state is purely classical if and

only if ρ̂AB has components alongσ0 ⊗ σ0, σ1 ⊗ σ1’ implying a one-parameter family.

3.10 States not requiring an optimization

We now exhibit a large class of states for which one can write down analytic expression

for quantum discord by inspection, without the necessity toperform explicit optimization

over all measurements. We begin by first giving a geometric motivation for this class of
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states. ConsiderX-states for which the associated correlation ellipsoid iscentered at the

origin:

zc =
m30−m03m33

1−m2
03

= 0,

i.e., m30 = m03m33. (3.79)

This implies on the one hand that only two of the three parameters m03, m30, m33 are

independent. On the other hand, it implies that the product of m03,m30,m33 is necessarily

positive and thus, by local unitary, all the three can be assumed to be positive without loss

of generality. Let us takem03 = sinθ > 0, then we havem30 = m33 sinθ. So, we now have

in the canonical form a four-parameter family of Mueller matrices

M(γ1, γ2, γ3; θ) =



1 0 0 sinθ

0 γ1 cosθ 0 0

0 0 γ2 cosθ 0

γ3 sinθ 0 0 γ3



, (3.80)

and correspondingly a three-parameter family of correlation ellipsoids centered at the ori-

gin, with principal axes (ax,ay,az) = (γ1, |γ2|, γ3), andzI = γ3 sinθ. We continue to

assume|γ2| ≤ γ1.

Remark : Note that we are not considering the case of Bell-diagonal states, which too

correspond to ellipsoids centered at the origin. In the Bell-diagonal case, the point I is

located at the origin and, as an immediate consequence,SA
min is entirely determined by the

major axis of the ellipsoid. In the present case,zI = γ1 cosθ , 0, andSA
min does depend

on zI . Indeed, the case of Bell-diagonal states corresponds to sinθ = 0, and hence what

we have here is a one-parameter generalization.�
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The four parameter family of density matrices corresponding to Eq. (3.80) takes the form

ρ(γ1, γ2, γ3; θ) =
1
4



(1+ γ3)(1+ sinθ) 0 0 (γ1 + γ2) cosθ

0 (1− γ3)(1− sinθ) (γ1 − γ2) cosθ 0

0 (γ1 − γ2) cosθ (1− γ3)(1+ sinθ) 0

(γ1 + γ2) cosθ 0 0 (1+ γ3)(1− sinθ)



.

(3.81)

The first CP condition (3.15) reads

(1+ γ3)
2 − sin2 θ(1+ γ3)

2 ≥ (γ1 + γ2)
2 cos2 θ,

i.e., γ1 + γ2 − γ3 ≤ 1, (3.82)

while the second CP condition (3.16) reads

(1− γ3)
2 − sin2 θ(1− γ3)

2 ≥ (γ1 − γ2)
2 cos2 θ

i.e., γ1 + γ3 − γ2 ≤ 1. (3.83)

Recalling that|γ|2 ≤ γ1, these two conditions can be combined into asingle CP condition

γ1 + |γ3 − γ2| ≤ 1. (3.84)

Having given a full characterization of the centeredX-states, we note a special property

of these states in respect of quantum discord.

Remark : As seen from Eq. (3.36), the optimal POVM for a centeredX-state is a von

Neumann measurement since the two curvesaH(az,0) andaV(az,0) equalaz. Therefore,

the measurement is alongx or z according asax > az or az > ax.

Circular states : This special case corresponds toax = az, i.e., settingγ3 = γ1 in

Eq. (3.80). For this class of states, every von Neumann measurement inthe x-z plane (in-
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deed, every POVM with all the measurement elements lying in the x-z plane) is equally

optimal. In other words,I plays no role in determining the optimal POVM for a centered

X-state.

The four eigenvalues of ˆρ(γ1, γ2; θ) of (3.81) are

{λ j} =
1
4
{1+ ǫγ1 ± y} ,

y =
√

(1+ ǫγ1)2 cos2 θ + (γ1 + ǫγ2)2 sin2 θ, (3.85)

ǫ being a signature.

We can explicitly write down the various quantities of interest in respect of the circular

states ˆρ(γ1, γ2; θ). First, we note that the conditional entropy post measurement is simply

the entropy of the output states that are on the circle, and hence

SA
min = S2(m33) = S2(γ1). (3.86)

By Eqs. (3.21) and (3.22), we have

I (ρ̂(γ1, γ2; θ)) = S2(γ1 sinθ) + S2(sinθ) − S({λ j}),

C(ρ̂(γ1, γ2; θ)) = S2(γ1 sinθ) − S2(γ1),

D(ρ̂(γ1, γ2; θ)) = S2(sinθ) + S2(γ1) − S({λ j}), (3.87)

whereλ j ≡ λ j(γ1, γ2; θ) are given in Eq. (3.85). Finally, we note that with the local uni-

tary freedom, this 3-parameter class of states can be liftedto a 9-parameter using local

unitaries.

Spherical states: The correlation ellipsoid corresponding to these states is a sphere with

zc = 0. They can be obtained as a subset of circular states by setting γ1 = |γ2|. The ex-

pressions for the correlation are the same as those of circular states as given in Eq. (3.87).
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We note that, the spherical states form a 2-parameter familyof states inside the set of

X-states. We can lift this family to a seven parameter family of states, the five parameters

coming from the local unitary transformations. One parameter was however lost from the

degeneracym11 = |m22| for spherical states.

Bell mixtures : The next example of a convex combination of the Bell-states was consid-

ered in [219]. We can write the state as ˆρ =
∑4

j=1 pj |φ j〉〈φ j |, i.e.,

ρ̂ =
1
2



p1 + p2 0 0 p1 − p2

0 p3 + p4 p3 − p4 0

0 p3 − p4 p3 + p4 0

p1 − p2 0 0 p1 + p2



. (3.88)

The corresponding Mueller matrix is diagonal with

m11 = p1 + p3 − (p2 + p4),

m22 = p1 + p4 − (p2 + p3),

m33 = p1 + p2 − (p3 + p4). (3.89)

The correlation ellipsoid haszc = 0, and more importantly,zI = 0. The optimal measure-

ment is then a von Neumann projection along the direction of the longest axis length of

the ellipsoid.

Linear states: Another example of states for which the quantum discord canbe immedi-

ately written down are states for which x-z cross-section ofthe correlation ellipsoid is a

line segment along the x-axis. We denote these states as linear states and they are obtained
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by settingaz = 0. We have

m33 = m03m30. (3.90)

As before we see that only two of them can have a negative valuewhich can be dropped by

a local unitary transformation. This gives us a four parameter family of states for which

the optimal measurement is the horizontal entropy. We make the following choice :

M(γ1, γ2, γ3, θ) =



1 0 0 sinθ

0 γ1 cosθ 0 0

0 0 γ2 cosθ 0

γ3 0 0 γ3 sinθ



, (3.91)

where we assume|γ2| < γ1. Then the CP conditions demand thatγ1 + |γ2| ≤
√

1− γ2
3. So

we have|γ2| ≤ min (γ1,
√

1− γ2
3 − γ1).

3.11 Conclusions

We develop an optimal scheme for computation of the quantum discord for anyX-state

of a two-qubit system. Our treatment itself is both comprehensive and self-contained

and, moreover, it is geometric in flavour. We exploit symmetry to show, without loss of

generality, that the problem itself is one ofoptimization over just a single variable. The

analysis is entirely based on the output or correlation ellipsoid.

The optimal measurement is shown to be a three-element POVM.Further, it emerges

that the region where the optimal measurement comprises three elements is a tiny wedge

shaped one in a slice of the parameter space. On either side ofthis wedge shaped region

one has a von Neumann measurement along the z or x axis as the optimal measurement.

Not all parameters of a two-qubitX-state influence the correlation ellipsoid. The parame-
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ters that influence and those which do not influence play very different roles. The correla-

tion ellipsoid has an invariance group which is much larger that the group of local unitary

symmetries and comprises of three components. These symmetries are the Lorentz group,

another copy of the Lorentz group obtained by the action of spatial inversion, and finally,

a scale factor. An appreciation of this larger invariance turns out to be essential to the

simplification of the present analysis. We bring out in a transparent manner how the var-

ious parameters of the ellipsoid affect the optimal measurement scheme and also provide

many examples to demonstrate the same. We also bring out the role played by the partial

transpose test at the level of the correlation ellipsoid in respect of entanglement.

Having set up and studied the properties of the optimal measurement, we clearly underline

the fact that the region where the assertion of Aliet al. is numerically misplaced is really

tiny. But theX-states in this tiny region havethe same symmetryas those outside, perhaps

implying that if the symmetry argument of Aliet al. is misplaced it is likely to be so

everywhere, and not just in this region. We bring out all the above aspects with a useful

example.

Finally, we provide numerous examples of states for which the quantum discord can be

computed without an explicit optimization problem. These include states with vanishing

discord and states whose correlation ellipsoid is centeredat the origin.

Appendix : Matrix elements of ρ and M

Matrix elements ofρAB in terms of the Mueller matrix elements is given by :

ρAB =
1
4



m00 +m03 +m30 +m33 m01 + im02 +m31 + im32 m10 − im20 +m13 − im23 m11 + im12 − im21 +m22

m01 − im02 +m31 − im32 m00 −m03 +m30 −m33 m11 − im12 − im21 −m22 m10 − im20 −m13 + im23

m10 + im20 +m13 + im23 m11 + im12 + im21 −m22 m00 +m03 −m30 −m33 m01 + im02 −m31 − im32

m11 − im12 + im21 +m22 m10 + im20 −m13 − im23 m01 − im02 −m31 + im32 m00 −m03 −m30 +m33



,
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and that ofM in terms ofρAB by :

M =



1 ρ01 + ρ10 + ρ23 + ρ32 −i[(ρ01 − ρ10) + (ρ23 + ρ32)] (ρ00 − ρ11) + (ρ22 − ρ33)

ρ02 + ρ20 + ρ13 + ρ31 ρ03 + ρ30 + ρ12 + ρ21 −i[(ρ03 − ρ12) + (ρ21 − ρ30)] ρ02 + ρ20 − (ρ13 + ρ31)

i[(ρ02 − ρ20) + (ρ13 − ρ31)] i[(ρ03 + ρ12) − (ρ21 + ρ30)] ρ30 + ρ03 − (ρ12 + ρ21) i[(ρ02 − ρ20) − (ρ13 − ρ31)]

ρ00 + ρ11 − (ρ22 + ρ33) ρ01 + ρ10 − (ρ23 + ρ32) −i[(ρ01 − ρ10) − (ρ23 − ρ32)] ρ00 + ρ33 − (ρ11 + ρ22)



.

(3.92)
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Chapter 4

Robustness of non-Gaussian

entanglement

4.1 Introduction

Early developments in quantum information technology of continuous variable (CV) sys-

tems largely concentrated on Gaussian states and Gaussian operations [247–252]. The

Gaussian setting has proved to be a valuable resource in continuous variable quantum

information processes with current optical technology [253–255]. These include tele-

portation [256–258], cloning [259–263], dense coding [264–266], quantum cryptogra-

phy [267–275], and quantum computation [276–278].

The symplectic group of linear canonical transformations [78,279] is available as a handy

and powerful tool in this Gaussian scenario, leading to an elegant classification of permis-

sible Gaussian processes or channels [280].

The fact that states in the non-Gaussian sector could offer advantage for several quan-

tum information tasks has resulted more recently in considerable interest in non-Gaussian

states and operations, both experimental [281–283] and theoretical [284–292]. The po-
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tential use of non-Gaussian states for quantum informationprocessing tasks have been

explored [293–299]. The use of non-Gaussian resources for teleportation [300–303],

entanglement distillation [304–306], and its use in quantum networks [307] have been

studied. So there has been interest to explore the essentialdifferences between Gaussian

states and non-Gaussian states as resources for performingthese quantum information

tasks.

Since noise is unavoidable in any actual realization of these information processes [308–

314], robustness of entanglement and other nonclassical effects against noise becomes

an important consideration. Allegra et. al. [315] have thus studied the evolution of

what they callphoton number entangled states(PNES) (i.e., two-mode states of the form

|ψ〉 = ∑
cn |n, n〉) in a noisyattenuator environment. They conjectured based on numeri-

cal evidence that, for a given energy, Gaussian entanglement is more robust than the non-

Gaussian ones. Earlier Agarwal et. al. [316] had shown that entanglement of the NOON

state is more robust than Gaussian entanglement in thequantum limitedamplifier environ-

ment. More recently, Nha et. al. [317] have shown that nonclassical features, including

entanglement, of several non-Gaussian states survive aquantum limitedamplifier environ-

ment much longer than Gaussian entanglement. Since the conjecture of Ref. [315] refers

to the noisy environment and the analysis in Ref. [316,317] to the noiseless or quantum-

limited case, the conclusions of the latter do not necessarily amount to refutation of the

conjecture of Ref. [315]. Indeed, Adesso has argued very recently [318] that the well

known extremality [319,320] of Gaussian states implies proof and rigorous validation of

the conjecture of Ref. [315].

In this Chapter, we employ the Kraus representation of bosonic Gaussian channels [76] to

study analytically the behaviour of non-Gaussian states innoisyattenuator and amplifier

environments. Both NOON states and a simple form of PNES are considered. Our results

show conclusively that the conjecture of Ref. [315] is too strong to be maintainable.
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4.2 Noisy attenuator environment

Under evolution through a noisy attenuator channelC1(κ,a), κ ≤ 1, an input state ˆρin with

characteristic function (CF)χin
W(ξ) goes to state ˆρout with CF

χout
W (ξ) = χin

W(κξ) e−
1
2 (1−κ2+a)|ξ|2, (4.1)

whereκ is the attenuation parameter [91, 92]. In this notation, quantum limited chan-

nels [317] correspond toa = 0, and so the parametera stands for theadditional Gaus-

sian noise. Thus,ρ̂in is taken under the two-sided symmetric action ofC1(κ,a) to ρ̂out =

C1(κ,a) ⊗ C1(κ,a) (ρ̂in) with CF

χout
W (ξ1, ξ2) = χ

in
W(κξ1, κξ2) e−

1
2 (1−κ2+a)(|ξ1|2+|ξ2|2). (4.2)

To test for separability of ˆρout we may implement the partial transpose test on ˆρout in the

Fock basis or onχout
W (ξ1, ξ2). The choice could depend on the state.

Before we begin with the analysis of the action of the noisy channels on two-mode states,

a few definitions we require are in order :

Definition 1 (Critical or threshold noise) : α0(ρ̂) is the threshold noise with the prop-

erty thatΦ(κ, α)[ρ̂] = [C j(κ, α) ⊗C j(κ, α)][ ρ̂] remains entangled forα < α0 and becomes

separable forα > α0 for a givenκ; j = 1,2 according as the attenuator or amplifier

channel

Definition 2 (Robustness of entanglement): Entanglement of̂ρ1 is more robust than

that of ρ̂2 if α0(ρ̂1) > α0(ρ̂2), for a givenκ.
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Definition 3 (Critical noise for a set of states) : The critical noise for a set of states

A = {ρ̂1, ρ̂2, · · · } is defined asα0(A) = max (α0(ρ̂1), α0(ρ̂2), · · · ). In this case, the value

α0(A) renders all the states of the setA separable forα ≥ α0(A), for a givenκ.

4.2.1 Action on Gaussian states

Consider first the Gaussian case, and in particular the two-mode squeezed state|ψ(µ)〉 =

sechµ
∑∞

n=0 tanhn µ|n,n〉 with variance matrixVsq(µ). Under the two-sided action of noisy

attenuator channelsC1(κ,a), the output two-mode Gaussian state ˆρout(µ) = C1(κ,a) ⊗

C1(κ,a) ( |ψ(µ)〉〈ψ(µ)| ) has variance matrix

Vout(µ) = κ2Vsq(µ) + (1− κ2 + a)114,

Vsq(µ) =


c2µ112 s2µσ3

s2µσ3 c2µ112

 , (4.3)

wherec2µ = cosh 2µ, s2µ = sinh 2µ. Note that our variance matrix differs from that

of some authors by a factor 2;in particular, the variance matrix of vacuum is the unit

matrix in our notation. Partial transpose test [89] shows that ˆρout(µ) is separable iff a ≥

κ2(1− e−2µ). The ‘additional noise’a required to render ˆρout(µ) separable is an increasing

function of the squeeze (entanglement) parameterµ and saturates atκ2. In particular,

|ψ(µ1)〉, µ1 ≈ 0.5185 corresponding to one ebit of entanglement is rendered separable

whena ≥ κ2(1− e−2µ1). Fora ≥ κ2, ρ̂out(µ) is separable, independent of the initial squeeze

parameterµ. Thus a= κ2 is the additional noise that renders separable all Gaussian

states.

4.2.2 Action on non-Gaussian states

Behaviour of non-Gaussian entanglement may be handled directly in the Fock basis using

the recently developed Kraus representation of Gaussian channels [76]. In this basis
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quantum-limited attenuatorC1(κ; 0), κ ≤ 1 and quantum-limited amplifierC2(κ; 0), κ ≥ 1

are described, respectively, by Kraus operators displayedin Table1.2:

Bℓ(κ) =
∞∑

m=0

√
m+ℓCℓ (

√
1− κ2 ) ℓ κm|m〉〈m+ ℓ|,

Aℓ(κ) =
1
κ

∞∑

m=0

√
m+ℓCℓ(

√
1− κ−2 ) ℓ

1
κm
|m+ ℓ〉〈m|, (4.4)

ℓ = 0,1,2, · · · . In either case, the noisy channelC j(κ; a), j = 1,2 can be realized in the

formC2(κ2; 0)◦C1(κ1; 0), so that the Kraus operators for the noisy case is simply the prod-

uct set{Aℓ
′ (κ2)Bℓ(κ1)}. Indeed, the composition ruleC2(κ2; 0)◦C1(κ1; 0) = C1(κ2κ1; 2(κ2

2−

1)) or C2(κ2κ1; 2κ2
2(1 − κ2

1)) according asκ2κ1 ≤ 1 or κ2κ1 ≥ 1 implies that the noisy at-

tenuatorC1(κ; a), κ ≤ 1 is realised by the choiceκ2 =
√

1+ a/2 ≥ 1, κ1 = κ/κ2 ≤ κ ≤ 1,

and the noisy amplifierC2(κ; a), κ ≥ 1 by κ2 =
√
κ2 + a/2 ≥ κ ≥ 1, κ1 = κ/κ2 ≤ 1 [76].

Note that one goes from realization ofC1(κ; a), κ ≤ 1 to that ofC2(κ; a), κ ≥ 1 simply by

replacing(1+ a/2) by (κ2 + a/2); this fact will be exploited later.

Under the action ofC j(κ; a) = C2(κ2; 0)◦C1(κ1; 0), j = 1,2, by Eq. (1.194), the elementary

operators|m〉〈n| go to

C2(κ2; 0) ◦ C1(κ1; 0) (|m〉〈n|)

= κ−2
2

∞∑

j=0

min(m,n)∑

ℓ=0

[
m−ℓ+ jC j

n−ℓ+ jC j
mCℓ

nCℓ

]1/2
(κ−1

2 κ1)
(m+n−2ℓ)

× (1− κ−2
2 ) j (1− κ2

1)
ℓ |m− ℓ + j〉〈n− ℓ + j|. (4.5)

Substitution ofκ2 =
√

1+ a/2, κ1 = κ/κ2 gives realization ofC1(κ; a), κ ≤ 1 while κ2 =

√
κ2 + a/2, κ1 = κ/κ2 gives that ofC2(κ; a), κ ≥ 1.
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NOON states

As our first non-Gaussian example we study the NOON state. Various aspects of the

experimental generation of NOON states [321–327] and its usefulness in measurements

[328–330] has been well studied.

A NOON state|ψ〉 = (|n0〉 + |0n〉) /
√

2 has density matrix density matrix

ρ̂ =
1
2

(|n〉〈n| ⊗ |0〉〈0| + |n〉〈0| ⊗ |0〉〈n|

+ |0〉〈n| ⊗ |n〉〈0| + |0〉〈0| ⊗ |n〉〈n| ) . (4.6)

The output state ˆρout = C1(κ; a)⊗C1(κ; a)(ρ̂) can be detailed in the Fock basis through use

of Eq. (4.5).

To test for inseparability, we project ˆρout onto the 2× 2 subspace spanned by the four

bipartite vectors{|00〉, |0n〉, |n,0〉, |n,n〉}, and test for entanglement in this subspace; this

simple test proves sufficient for our purpose! The matrix elements of interest are : ˆρout
00,00,

ρ̂out
nn,nn, andρ̂out

0n,n0 = ρ̂
out∗
n0,0n. Negativity ofδ1(κ,a) ≡ ρ̂out

00,00ρ̂
out
nn,nn − |ρ̂out

0n,n0|2 will prove for ρ̂out

not only NPT entanglement, but also one-copy distillability [8,14].

To evaluate ˆρout
00,00, ρ̂

out
0n,n0, and ρ̂out

nn,nn, it suffices to evolve the four single-mode operators

|0〉〈0|, |0〉〈n|, |n〉〈0|, and |n〉〈n| through the noisy attenuatorC1(κ; a) using Eq. (4.5), and

then project the output to one of these operators. For our purpose we need only the
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following single mode matrix elements :

x1 ≡ 〈n|C1(κ; a)(|n〉〈n|)|n〉

= (1+ a/2)−1
n∑

ℓ=0

[nCℓ]
2 [κ2(1+ a/2)−2]ℓ

× [(1 − κ2(1+ a/2)−1)(1− (1+ a/2)−1)]n−ℓ,

x2 ≡ 〈0|C1(κ; a)(|n〉〈n|)|0〉

= (1+ a/2)−1[1 − κ2(1+ a/2)−1]n, (4.7)

x3 ≡ 〈0|C1(κ; a)(|0〉〈0|)|0〉

= (1+ a/2)−1,

x4 ≡ 〈n|C1(κ; a)(|0〉〈0|)|n〉

= (1+ a/2)−1[1 − (1+ a/2)−1]n,

x5 ≡ 〈n|C1(κ; a)(|n〉〈0|)|0〉

= κn(1+ a/2)−(n+1),

≡ 〈0|C1(κ; a)(|0〉〈n|)|n〉∗ (4.8)

One finds ˆρout
00,00 = x2x3, ρ̂out

nn,nn = x1x4, andρ̂out
0n,n0 = x2

5/2, and therefore

δ1(κ,a) = x1x2x3x4 − (|x5|2/2)2, (4.9)

Let a1(κ) be the solution toδ1(κ,a) = 0. This means that entanglement of our NOON state

survives all values of noisea < a1(κ). The curve labelledN5 in Fig.4.1shows, in the (a, κ)

space,a1(κ) for the NOON state withn = 5 : entanglement of (|50〉+ |05〉)/
√

2 survives all

noisy attenuators belowN5. The straight line denotedg∞ corresponds toa = κ2 : channels

above this line break entanglement of all Gaussian states, even the ones with arbitrarily

large entanglement. The lineg1 denotesa = κ2(1−e−2µ1), whereµ1 = 0.5185 corresponds
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Figure 4.1: Comparison of the robustness of the entanglementof a NOON state with that
of two-mode Gaussian states under the two-sided action of symmetric noisy attenuator.

to 1 ebit of Gaussian entanglement : Gaussian entanglement≤ 1 ebit does not survive

any of the channels above this line. The regionR (shaded-region) of channels aboveg∞

but belowN5 are distinguished in this sense :no Gaussian entanglement survives the

channels in this region, but theNOONstate(|50〉 + |05〉)/
√

2 does.

PNES states

As a second non-Gaussian example we study the PNES

|ψ〉 = (|00〉 + |nn〉) /
√

2 (4.10)

with density matrix

ρ̂ =
1
2

(|0〉〈0| ⊗ |0〉〈0| + |0〉〈n| ⊗ |0〉〈n|

+ |n〉〈0| ⊗ |n〉〈0| + |n〉〈n| ⊗ |n〉〈n| ) . (4.11)
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Figure 4.2: Comparison of the robustness of the entanglementof a PNES state with that
of two-mode Gaussian states under the action of two-sided symmetric noisy attenuator.

The output state ˆρout = C1(κ; a) ⊗ C1(κ; a) (ρ̂) can be detailed in the Fock basis through

use of Eq. (4.5).

Now to test for entanglement of ˆρout, we project again ˆρout onto the 2×2 subspace spanned

by the vectors{|00〉, |0n〉, |n,0〉, |n,n〉}, and see if it is (NPT) entangled in this subspace.

Clearly, it suffices to evaluate the matrix elements ˆρout
0n,0n, ρ̂

out
n0,n0, andρ̂out

00,nn, for if δ2(κ,a) ≡

ρ̂out
0n,0nρ̂

out
n0,n0 − |ρ̂out

00,nn|2 is negative then ˆρout is NPT entangled, and one-copy distillable.

Once again, the matrix elements listed in (4.7) and (4.8) prove sufficient to determine

δ2(κ,a): ρ̂out
0n,n0 = ρ̂

out
n0,n0 = (x1x2 + x3x4)/2, andρ̂out

00,nn = |x5|2/2, and so

δ2(κ,a) = ((x1x2 + x3x4)/2)2 − (|x5|2/2)2. (4.12)

Let a2(κ) denote the solution toδ2(κ,a) = 0. That is, entanglement of our PNES survives

all a ≤ a2(κ). This a2(κ) is shown as the curve labelledP5 in Fig.4.2 for the PNES

(|00〉 + |55〉)/
√

2. The linesg1 andg∞ have the same meaning as in Fig.4.1. The region
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R (shaded-region) aboveg∞ but belowP5 corresponds to channels (κ,a) under whose

action all two-mode Gaussian states are rendered separable, while entanglement of the

non-Gaussian PNES (|00〉 + |55〉)/
√

2 definitely survives.

4.3 Noisy amplifier environment

We turn our attention now to the amplifier environment. Underthe symmetric two-sided

action of a noisy amplifier channelC2(κ; a), κ ≥ 1, the two-mode CFχin
W(ξ1, ξ2) is taken

to

χout
W (ξ1, ξ2) = χ

in
W(κξ1, κξ2) e−

1
2 (κ2−1+a)(|ξ1|2+|ξ2|2). (4.13)

4.3.1 Action on Gaussian states

In particular, the two-mode squeezed vacuum state|ψ(µ)〉 with variance matrixVsq(µ) is

taken to a Gaussian state with variance matrix

Vout(µ) = κ2Vsq(µ) + (κ2 − 1+ a)114. (4.14)

The partial transpose test [89] readily shows that the output state is separable whena ≥

2−κ2(1+e−2µ): the additional noisea required to render the output Gaussian state separable

increases with the squeeze or entanglement parameterµ and saturates ata = 2 − κ2: for

a ≥ 2 − κ2 the output state is separable for every Gaussian input. The noise required to

render the two-mode squeezed state|ψ(µ1)〉 with 1 ebit of entanglement (µ1 ≈ 0.5185)

separable isa = 2− κ2(1+ e−2µ1).
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Figure 4.3: Comparison of the robustness of the entanglementof a NOON state with that
of all two-mode Gaussian states under the action of two-sided symmetric noisy amplifier.

4.3.2 Action on non-Gaussian states

As in the beamsplitter case, we now consider the action of thenoisy amplifier channel on

our choice of non-Gaussian states.

NOON states

Now we examine the behaviour of the NOON state (|n0〉+ |0n〉)/
√

2 under the symmetric

action of noisy amplifiersC2(κ; a), κ ≥ 1. Proceeding exactly as in the attenuator case,

we know that ˆρout is definitely entangled ifδ3(κ,a) ≡ ρ̂out
00,00ρ̂

out
nn,nn − |ρ̂out

0n,n0|2 is negative.

As remarked earlier the expressions forC1(κ; a), κ ≤ 1 in Eqs. (4.7) and (4.8) are valid

for C2(κ; a), κ ≥ 1 provided1 + a/2 is replaced byκ2 + a/2. For clarity we denote by

x
′

j the expressions resulting fromxj whenC1(κ; a), κ ≤ 1 replaced byC2(κ; a), ≥ 1 and

1 + a/2 by κ2 + a/2. For instance,x
′

5 ≡ 〈n|C2(κ; a)( |n〉〈0| )|0〉 = κn(κ2 + a/2)−(n+1) and

δ3(κ; a) = x
′

1x
′

2x
′

3x
′

4 − (|x ′5|2/2)2.
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Let a3(κ) be the solution toδ3(κ,a) = 0. This is represented in Fig.4.3 by the curve

markedN5, for the case of NOON state (|05〉 + |50〉)/
√

2. This curve is to be compared

with the linea = 2 − κ2, denotedg∞, above which no Gaussian entanglement survives,

and with the linea = 2− κ2(1+e−2µ1), µ1 = 0.5185, denotedg1, above which no Gaussian

entanglement≤ 1 ebit survives. In particular,the region R (shaded-region) between g∞

and N5 corresponds to noisy amplifier channels against which entanglement of theNOON

state(|05〉 + |50〉)/
√

2 is robust, whereas no Gaussian entanglement survives.

PNES states

Finally, we consider the behaviour of the PNES (|00〉 + |nn〉)/
√

2 in this noisy amplifier

environment. The output, denoted ˆρout, is certainly entangled ifδ4(κ,a) ≡ ρ̂out
0n,0nρ̂

out
n0,n0 −

|ρ̂out
00,nn|2 is negative. Proceeding as in the case of the attenuator, andremembering the con-

nection betweenxj ’s and the correspondingx
′

j ’s, we haveδ4(κ,a) = ((x
′

1x
′

2 + x
′

3x
′

4)/2)2 −

(|x ′5|2/2)2.

The curve denotedP5 in Fig.4.4representsa4(κ) forming solution to

δ4(κ,a) = 0, for the case of the PNES (|00〉 + |55〉)/
√

2. The linesg∞ andg1 have the

same meaning as in Fig.4.3. The regionR (shaded-region) betweeng∞ andP5 signifies

the robustness of our PNES :for everyκ ≥ 1, thePNESis seen to endure more noise than

Gaussian states with arbitrarily large entanglement.

4.4 Conclusion

We conclude with a pair of remarks. First, our conclusion following

Eq. (4.3) and Eq. (4.14) that entanglement of two-mode squeezed (pure) state|ψ(µ)〉 does

not survive, for any value ofµ, channels (κ, a) which satisfy the inequality|1− κ2|+a ≥ 1

applies toall Gaussian states. Indeed, for an arbitrary (pure or mixed) two-mode Gaussian

state with variance matrixVG it is clear from Eqs. (4.3), (4.14) that the output Gaussian
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Figure 4.4: Comparison of the robustness of the entanglementof a PNES state with that
of all two-mode Gaussian states under the action of two-sided symmetric noisy amplifier.

state has variance matrixVout = κ2 VG+ (|1− κ2|+a)114. Thus|1− κ2|+a ≥ 1 immediately

implies, in view of nonnegativity ofVG, thatVout ≥ 114, demonstrating separability of the

output state for arbitrary Gaussian input [89].

Secondly, Gaussian entanglement resides entirely ‘in’ thevariance matrix, and hence dis-

appears when environmental noise raises the variance matrix above the vacuum or quan-

tum noise limit. That our chosen states survive these environments shows that their en-

tanglement resides in the higher moments, in turn demonstrating that their entanglement

is genuine non-Gaussian. Indeed, the variance matrix of ourPNES and NOON states for

N = 5 is six times that of the vacuum state.

Thus our result is likely to add further impetus to the avalanching interest in the relatively

new ‘non-Gaussian-state-engineering’ in the context of realization of distributed quantum

communication networks.
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Chapter 5

Nonclassicality breaking channels

5.1 Introduction

Two notions that have been particularly well explored in thecontext of quantum in-

formation of continuous variable states arenonclassicality [81, 82] and entanglement

[331, 332]. The ‘older’ notion of entanglement has become one of renewed interest

in recent decades for its central role and applications in (potential as well as demon-

strated) quantum information processes [181,333], while the concept of nonclassicality,

which emerges directly from thediagonal representation[81,82] had already been well

explored in the quantum optical context [334–336], even before the emergence of the

present quantum information era. A fundamental distinction between these two notions

may be noted :While nonclassicality can be defined even for states of a single mode of

radiation, the very notion of entanglement requires two or more parties. Nevertheless,

it turns out that the two notions are not entirely independent of one another; they are

rather intimately related [89, 337–340]. In fact, nonclassicality is a prerequisite for en-

tanglement [338–340]. Since a nonclassical bipartite state whose nonclassicality can be

removed by local unitaries could not be entangled, one can assert, at least in an intuitive

sense, thatentanglement is nonlocal nonclassicality.
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An important aspect in the study of nonclassicality and entanglement is in regard of their

evolution under the action of a channel. A noisy channel acting on a state can degrade

its nonclassical features [341–349]. Similarly, entanglement can be degraded by chan-

nels acting locally on the constituent parties or modes [77, 96, 316, 317, 350–356]. We

have seen earlier (1.120), thatentanglement breakingchannels are those that render every

bipartite state separable by action on one of the subsystems[77,96,357].

In this Chapter, we address the following issue :which channels possess the property

of ridding every input state of its nonclassicality?Inspired by the notion of entangle-

ment breaking channels, we may call such channelsnonclassicality breaking channels.

The close connection between nonclassicality and entanglement alluded to earlier raises

a related second issue :what is the connection, if any, between entanglement breaking

channels and nonclassicality breaking channels?To appreciate the nontriviality of the

second issue, it suffices to simply note that the very definition of entanglement breaking

refers to bipartite states whereas the notion of nonclassicality breaking makes no such

reference. We show that both these issues can be completely answered in the case of

bosonic Gaussian channels : nonclassicality breaking channels are enumerated, and it is

shown that the set of all nonclassicality breaking channelsis essentially the same as the

set of all entanglement breaking channels.

We hasten to clarify the caveat ‘essentially’. Suppose a channelΓ is nonclassicality break-

ing as well as entanglement breaking, and let us follow the action of this channel with a

local unitaryU. The compositeU Γ is clearly entanglement breaking. But local unitaries

can create nonclassicality, and soU Γ need not be nonclassicality breaking. We sayΓ

is essentially nonclassicality breakingif there exists a fixed unitaryU dependent onΓ

but independent of the input state on whichΓ acts, so thatU Γ is nonclassicality break-

ing. We may stress that this definition is not vacuous, for given a collection of statesit is

generically the case that there is no single unitary which would render the entire set non-

classical. [This is not necessarily a property of the collection : given a nonclassical mixed
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stateρ, it is possibly not guaranteed that there exists an unitaryU such that ˆρ
′
= U ρ̂U†

is classical.] It is thus reasonable to declare the set of entanglement breaking channels to

be the same as the set of nonclassicality breaking channels if at all the two sets indeed

turn out to be the same, modulo this ‘obvious’ caveat or provision.

We recall that Gaussian channels are physical processes that map Gaussian states to Gaus-

sian states and their systematic analysis was presented in [76,90–93,95,280,358–360].

5.2 Nonclassicality breaking channels

Any density operator ˆρ representing some state of a single mode of radiation field can

always be expanded as

ρ̂ =

∫
d2α

π
φρ(α)|α〉〈α|, (5.1)

whereφρ(α) = W1(α; ρ) is the diagonal ‘weight’ function,|α〉 being the coherent state.

Thisdiagonal representationis made possible because of the over-completeness property

of the coherent state ‘basis’ [81,82]. The diagonal representation (5.1) enables the evalu-

ation, in a classical-looking manner, of ensemble averages of normal-ordered operators,

and this is important from the experimental point of view [361].

An important notion that arises from the diagonal representation is the

classicality-nonclassicality divide. If φρ(α) associated with density operator ˆρ is point-

wise nonnegative overC, then the state is a convex sum, or ensemble, of coherent states.

Since coherent states are the most elementary of all quantummechanical states exhibiting

classical behaviour, any state that can be written as a convex sum of these elementary

classical states is deemed classical. We have,

φρ(α) ≥ 0 for all α ∈ C ⇔ ρ̂ is classical. (5.2)
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Figure 5.1: A schematic diagram depicting the notion of entanglement breaking channels.

Figure 5.2: Showing the notion of nonclassicality breakingchannels.

Any state which cannot be so written is declared to be nonclassical. Fock states|n〉〈n|,

whose diagonal weight functionφ|n〉〈n|(α) is the nth derivative of the delta function, are

examples of nonclassical states. [All the above considerations generalize from one mode

to n-modes in a painless manner, withα, ξ ∈ R2n ∼ Cn.]

This classicality-nonclassicality divide leads to the following natural definition, inspired

by the notion of entanglement breaking (See Fig.5.1) :

Definition : A channelΓ is said to benonclassicality breakingif and only if the output

state ˆρout = Γ(ρ̂in) is classicalfor every input state ˆρin, i.e., if and only if the diagonal

function of every output state is a genuine probability distribution (See Fig.5.2).
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5.3 Nonclassicality-based canonical forms for Gaussian

channels

The canonical forms for Gaussian channels have been described by Holevo [91,92] and

Werner and Holevo [90]. Let S denote an element of the symplectic groupS p(2n, R) of

linear canonical transformations andU(S) the corresponding unitary (metaplectic) op-

erator [78]. One often encounters situations wherein the aspects one is looking for are

invariant under local unitary operations, entanglement being an example. In such cases a

Gaussian channelΓ is ‘equivalent’ toU(S′)ΓU(S), for arbitrary symplectic group ele-

mentsS, S′. The orbits or double cosets of equivalent channels in this sense are the ones

classified and enumerated by Holevo and collaborators [90–92] and recalled in Table1.1.

While the classification of Holevo and collaborators is entanglement-based, as just noted,

the notion of nonclassicality breaking hasa more restricted invariance. A nonclassical-

ity breaking Gaussian channelΓ preceded by any Gaussian unitaryU(S) is nonclassi-

cality breaking if and only ifΓ itself is nonclassicality breaking. In contradistinction,

the nonclassicality breaking aspect ofΓ andU(S)Γ [Γ followed the Gaussian unitary

U(S)] are not equivalent in general; they are equivalent if and only if S is in the inter-

sectionS p(2n, R) ∩ S O(2n, R) ∼ U(n) of ‘symplectic phase space rotations’ or passive

elements [78, 279]. In the single-mode case this intersection is just the rotation group

S O(2) ⊂ S p(2, R) described in Eq. (1.131). We thus need to classify single-mode Gaus-

sian channelsΓ into orbits or double cosetsU(R)ΓU(S), S ∈ S p(2, R), R ∈ S O(2) ⊂

S p(2,R). Equivalently, we need to classify (X,Y) into orbits (SXR, RT YR). It turns out

that there are three distinct canonical forms, and the type into which a given pair (X,Y)

belongs is fully determined by detX.

First canonical form : det X > 0.

A real 2× 2 matrix X with detX = κ2 > 0 is necessarily of the formκSX for some
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SX ∈ S p(2, R). Indeed we haveSX = (detX)−1/2 X ChooseR ∈ S O(2) so as to diago-

naliseY > 0 : RT YR = diag(a,b). With such anR, the choiceS = RTS−1
X ∈ S p(2, R)

takes (X, Y) to the canonical form (κ11, diag(a,b)), whereκ =
√

detX > 0, anda, b are

the eigenvalues ofY.

Second canonical form : det X< 0.

Again chooseR so thatRTYR = diag(a,b). Since detX < 0, X is necessarily of the form

κSXσ3, for someSX ∈ S p(2, R) : SX = (detXσ3)−1/2Xσ3. SinceRσ3R = σ3 for every

R ∈ S O(2), it is clear that the choiceS = RS−1
X ∈ S p(2, R) takes (X, Y) to the canonical

form (κ σ3, diag(a,b)) in this case, withκ =
√

detXσ3, and the parametersa, b being the

eigenvalues ofY.

Third canonical form : det X = 0.

Let κ be the singular value ofX; chooseR′, R ∈ S O(2) such thatR′ XR = diag(κ,0).

It is clear that the choiceSX = diag(κ−1, κ)R′T ∈ S p(2, R) along withR ∈ S O(2) takes

(X, Y) to the canonical form (diag(1,0), Y0 = RT YR). Y0 does not, of course, assume

any special form. But ifX = 0, thenR ∈ S O(2) can be chosen so as to diagonaliseY : in

that caseY0 = (a,b), a, b being the eigenvalues ofY.

5.4 Nonclassicality breaking Gaussian channels

Having obtained the nonclassicality-based canonical forms of (X, Y), we now derive the

necessary and sufficient conditions for a single-mode Gaussian channel to be nonclassi-

cality breaking. We do it for the three canonical forms in that order.

First canonical form : (X, Y) = (κ11, diag(a,b)).

There are three possibilities :κ = 1, κ < 1, andκ > 1. We begin withκ = 1; it happens

194



that the analysis extends quite easily to the other two casesand, indeed, to the other two

canonical forms as well. The action on the normal-ordered characteristic function in this

case is

χin
N(ξ1, ξ2; ρ)→ χout

N (ξ1, ξ2; ρ)

= exp

[
−

aξ2
1

2
−

bξ2
2

2

]
χin

N(ξ1, ξ2; ρ). (5.3)

[For clarity, we shall write the subscript ofχ explicitly asN, W, or A in place of 1, 0, or

-1]. It should be appreciated thatfor this class of Gaussian channels(κ = 1) the above

input-output relationship holds even with the subscriptN replaced byW or A uniformly.

Let us assumea, b > 1 so thata = 1 + ǫ1, b = 1 + ǫ2 with ǫ1, ǫ2 > 0. The above

input-output relationship can then be written in the form

χout
N (ξ1, ξ2; ρ) = exp

[
−
ǫ1 ξ

2
1

2
−
ǫ2 ξ

2
2

2

]
χin

W(ξ1, ξ2; ρ).

Note that the subscript ofχ on the right hand side is nowW and notN.

Defineλ > 0 throughλ2 =
√
ǫ2/ǫ1, and rewrite the input-output relationship in the sug-

gestive form

χout
N (λξ1, λ

−1ξ2; ρ) = exp

[
−1

2
(
√
ǫ1ǫ2 ξ

2
1 −
√
ǫ1ǫ2 ξ

2
2)

]

× χin
W(λξ1, λ

−1ξ2; ρ). (5.4)

But χin
W(λξ1, λ

−1ξ2; ρ) is simply the Weyl-ordered or Wigner characteristic function of a

(single-mode-) squeezed version of ˆρ, for everyρ̂. If Uλ represents the unitary (metaplec-

tic) operator that effects this squeezing transformation specified by squeeze parameterλ,

we have

χin
W(λξ1, λ

−1ξ2; ρ) = χin
W(ξ1, ξ2;Uλ ρU†λ), (5.5)
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so that the right hand side of the last input-output relationship,in the special caseǫ1ǫ2 = 1,

reads

χout
W (λξ1, λ

−1ξ2; ρ) = χin
A(ξ1, ξ2;Uλ ρU†λ). (5.6)

This special case would transcribe, on Fourier transformation, to

φout(λα1, λ
−1α2; ρ) = Qin(α1, α2;Uλ ρU†λ)

= 〈α|Uλ ρ̂U†λ |α〉 ≥ 0, ∀ α, ∀ ρ̂. (5.7)

That is, the output diagonal weight function evaluated at (λα1, λ
−1α2) equals the input

Q-function evaluated at (α1, α2), and hence is nonnegative for allα ∈ C. Thus the output

state is classical for every input, and hence the channel is nonclassicality breaking. It is

clear that ifǫ1ǫ2 > 1, the further Gaussian convolution corresponding to the additional

multiplicative factor exp
[
−(
√
ǫ1ǫ2 − 1)(ξ2

1 + ξ
2
2)/2

]
in the output characteristic function

will only render the output state even more strongly classical. We have thus established

this sufficient condition

(a− 1)(b− 1) ≥ 1, (5.8)

or, equivalently,

1
a
+

1
b
≤ 1. (5.9)

Having derived a sufficient condition for nonclassicality breaking, we derive a necessary

condition by looking at the signature of the output diagonalweight functionfor a partic-

ular input stateevaluated ata particular phase spacepoint at the output. Let the input

be the Fock state|1〉〈1|, the first excited state of the oscillator. Fourier transforming the

input-output relation (5.3), one readily computes the output diagonal weight functionto
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be

φout(α1, α2; |1〉〈1|) =
2
√

ab
exp

[
−

2α2
1

a
−

2α2
2

b

]

×
(
1+

4(α1 + α2)2

a2
− 1

a
− 1

b

)
. (5.10)

An obvious necessary condition for nonclassicality breaking is that this function should

be nonnegative everywhere in phase space. Nonnegativity atthe single phase space point

α = 0 gives the necessary condition 1/a + 1/b ≤ 1 which is, perhaps surprisingly, the

same as the sufficiency condition established earlier! That is,the sufficient condition (5.8)

is also a necessary condition for nonclassicality breaking. Saturation of this inequality

corresponds to the boundary wherein the channel is ‘just’ nonclassicality breaking.The

formal resemblance in this case with the law of distances in respect of imaging by a thin

convex lensis unlikely to miss the reader’s attention.

The above proof for the particular case of classical noise channel (κ = 1) gets easily

extended to noisy beamsplitter (attenuator) channel (κ < 1) and noisy amplifier channel

(κ > 1). The action of the channel (κ11, diag(a,b)) on the normal-ordered characteristic

function follows from that on the Wigner characteristic function given in (1.170) :

χout
N (ξ; ρ) = exp

−
ãξ2

1

2
−

b̃ξ2
2

2

 χin
N(κ ξ; ρ),

ã = a+ κ2 − 1, b̃ = b+ κ2 − 1. (5.11)

This may be rewritten in the suggestive form

χout
N (κ−1ξ; ρ) = exp

−
ãξ2

1

2κ2
−

b̃ξ2
2

2κ2

 χin
N(ξ; ρ). (5.12)

With this we see that the right hand side of (5.12) to be the same as right hand side of

(5.3) with ã/κ2, b̃/κ2 replacinga, b. The caseκ , 1 thus gets essentially reduced to the

caseκ = 1, the case of classical noise channel, analysed in detail above. This leads to the
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following necessary and sufficient condition for nonclassicality breaking

1
a+ κ2 − 1

+
1

b+ κ2 − 1
≤ 1
κ2

⇔ (a− 1)(b− 1) ≥ κ4, (5.13)

for all κ > 0, thus completing our analysis of the first canonical form.

Second canonical form :(X,Y) = (κσ3, diag(a,b)). The noisy phase conjugation

channel with canonical form (κ σ3, diag(a,b)) acts on the

normal-ordered characteristic function in the following manner, as may be seen from its

action on the Weyl-ordered characteristic function (1.170) :

χout
N (ξ; ρ) = exp

−
ãξ2

1

2
−

b̃ξ2
2

2

 χin
N(κ σ3 ξ; ρ), (5.14)

with ã = a+ κ2 − 1, b̃ = b+ κ2 − 1 again, andκ σ3 ξ denoting the pair (κ ξ1,−κ ξ2). As in

the case of the noisy amplifier/attenuator channel, we rewrite it in the form

χout
N (κ−1σ3 ξ; ρ) = exp

−
ãξ2

1

2κ2
−

b̃ξ2
2

2κ2

χin
N(ξ; ρ), (5.15)

the right hand side of (5.15) has the same form as (5.3), leading to thenecessary and

sufficient nonclassicality breaking condition

1
ã
+

1

b̃
≤ 1
κ2
⇔ (a− 1)(b− 1) ≥ κ4. (5.16)

Remark : We note in passing that in exploiting the ‘similarity’ of Eqs. (5.12) and (5.15)

with Eq. (5.3), we made use of the following two elementary facts : (1) An invertible linear

change of variables [f (x) → f (A x), detA , 0] on a multivariable functionf (x) reflects

as a corresponding linear change of variables in its Fouriertransform ; (2) A functionf (x)

is pointwise nonnegative if and only iff (A x) is pointwise nonnegative for every invertible
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A. In the case of (5.12), the linear changeA corresponds to uniform scaling, and in the

case of (5.15) it corresponds to uniform scaling followed or preceded by mirror reflection.

Third canonical form : Singular X. Unlike the previous two cases, it proves to be

convenient to begin with the Weyl or symmetric-ordered characteristic function in this

case of singularX :

χout
W (ξ; ρ) = exp

[
−1

2
ξT Y0 ξ

]
χin

W(ξ1,0;ρ). (5.17)

Since we are dealing with symmetric ordering,χin
W(ξ1,0;ρ) is the Fourier transform of

the marginal distribution of the first quadrature (‘position’ quadrature) variable. Let us

assume that the input ˆρ is a (single-mode-) squeezed Gaussian pure state, squeezedin

the position (or first) quadrature. For arbitrarily large squeezing, the state approaches

a position eigenstate and the position quadrature marginalapproaches the Dirac delta

function. That isχin
W(ξ1,0;ρ) approaches a constant. Thus, the Gaussian

exp
[
−(ξT Y0 ξ)/2

]
is essentially the Weyl-characteristic function of the output state, and

hence corresponds to a classical state if and only if

Y0 ≥ 11, or a, b ≥ 1, (5.18)

a, b being the eigenvalues ofY.

We have derived this as anecessary condition for nonclassicality breaking, taking as input

a highly squeezed state. It is clear that for any other input state the phase space distribution

of the output state will be a convolution of this Gaussian classical state with the position

quadrature marginal of the input state, rendering the output state more strongly classical,

and thus proving that the condition (5.18) is also a sufficient condition for nonclassicality

breaking.

In the special case in whichX = 0 identically, we have the following input-output relation
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in place of (5.17) :

χout
W (ξ; ρ) = exp

[
−1

2
ξT Y ξ

]
χin

W(ξ = 0;ρ). (5.19)

Sinceχin
W(ξ = 0;ρ) = 1 independent of ˆρ, the output is an input-independentfixed state,

and exp
[
−1

2ξ
T Y ξ

]
is its Weyl-characteristic function. But we know that this fixed output

is a classical state if and only ifY ≥ 11. In other words,the condition for nonclassicality

breaking is the same for all singular X, including vanishingX.

We conclude our analysis in this Section with the following,perhaps redundant, remark :

Since our canonical forms are nonclassicality-based, rather than entanglement-based, if

the nonclassicality breaking property applies for one member of an orbit or double coset,

it applies to the entire orbit.

5.5 Nonclassicality breakingvsentanglement breaking

We are now fully equipped to explore the relationship between nonclassicality breaking

Gaussian channels and entanglement breaking channels. In the case of the first canonical

form the nonclassicality breaking condition reads (a − 1)(b − 1) ≥ κ4, the entanglement

breaking condition readsab ≥ (1 + κ2)2, while the complete positivity condition reads

ab ≥ (1 − κ2)2. These conditions are progressively weaker, indicating that the family of

channels which meet these conditions are progressively larger. For the second canonical

form the first two conditions have the same formal expressionas the first canonical form,

while the complete positivity condition has a more stringent form ab ≥ (1 + κ2)2. For

the third and final canonical form, the nonclassicality breaking condition requires botha

andb to be bounded from below by unity, whereas both the entanglement breaking and

complete positivity conditions readab≥ 1. Table5.1conveniently places these conditions

side-by-side. In the case of first canonical form, (first row of Table5.1), the complete

positivity condition itself is vacuous forκ = 1, the classical noise channels.
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Figure 5.3: Showing a pictorial comparison of the nonclassicality breaking condition, the
entanglement breaking condition, and the complete positivity condition in the channel
parameter space (a,b), for fixed detX. Curves (1), (2), and (3) correspond to saturation
of these conditions in that order. Curve (3) thus correspondsto quantum-limited chan-
nels. Frame (a) refers to the first canonical form (κ11, diag(a,b)), frame (c) to the second
canonical form (κ σ3, diag(a,b)), and frame (d) to the third canonical form, singularX.
Frame (b) refers to the limiting caseκ = 1, classical noise channel. In all the four frames,
the region to the right of (above) curve (1) corresponds to nonclassicality breaking chan-
nels; the region to the right of (above) curve (2) corresponds to entanglement breaking
channels; curve (3) depicts the CP condition, so the region tothe right of (above) it alone
corresponds to physical channels. The region to the left (below) curve (3) is unphysical as
channels. In frames (c) and (d), curves (2) and (3) coincide.In frame (b), curve (3) of (a)
reduces to thea andb axis shown in bold. In frames (a) and (c), curves (1) and (2) meet
at the point (1+ κ2,1+ κ2), in frame (b) they meet at (2,2), and in frame (d) at (1,1). The
region between (2) and (3) corresponds to the set of channelswhich are not entanglement
breaking. That in frame (c) and (d) the two curves coincide proves that this set is vacuous
for the second and third canonical forms. That in every framethe nonclassicality breaking
region is properly contained in the entanglement breaking region proves that a nonclassi-
cality breaking channel is certainly an entanglement breaking channel. The dotted curve
in each frame indicates the orbit of a generic entanglement breaking Gaussian channel
under the action of a local unitary squeezing after the channel action. That the orbit of
every entanglement breaking channel passes through the nonclassicality breaking region,
proves that the nonclassicality in all the output states of an entanglement breaking chan-
nel can be removed by a fixed unitary squeezing, thus showing that every entanglement
breaking channel is ‘essentially’ a nonclassicality breaking channel.
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Canonical form NB EB CP
(κ 11, diag(a,b)) (a− 1)(b− 1) ≥ κ4 ab≥ (1+ κ2)2 ab≥ (1− κ2)2

(κ σ3, diag(a,b)) (a− 1)(b− 1) ≥ κ4 ab≥ (1+ κ2)2 ab≥ (1+ κ2)2

(diag(1,0), Y), a, b ≥ 1, a, b being ab≥ 1 ab≥ 1
eigenvalues ofY

(diag(0,0), diag(a,b)) a, b ≥ 1 ab≥ 1 ab≥ 1

Table 5.1: A comparison of the nonclassicality breaking (NB)condition, the entangle-
ment breaking (EB) condition, and the complete positivity (CP) condition for the three
canonical classes of channels.

This comparison is rendered pictorial in Fig.5.3, in the channel parameter plane (a,b),

for fixed values of detX. Saturation of the nonclassicality breaking condition, the entan-

glement breaking condition, and the complete positivity condition are marked (1), (2),

and (3) respectively in all the four frames. Frame (a) depicts the first canonical form

for κ = 0.6 (attenuator channel). The case of the amplifier channel takes a qualitatively

similar form in this pictorial representation. Asκ → 1, from below (κ < 1) or above

(κ > 1), curve (3) approaches the straight linesa = 0, b = 0 shown as solid lines in Frame

(b) which depicts this limitingκ = 1 case (the classical noise channel). Frame (c) corre-

sponds to the second canonical form (phase conjugation channel) for κ = 0.8 and Frame

(d) to the third canonical form. It may be noticed that in Frames (c) and (d) the curves

(2) and (3) merge, indicating and consistent with that fact that channels of the second and

third canonical forms are aways entanglement breaking.

It is clear that the nonclassicality breaking condition is stronger than the entanglement

breaking condition. Thus, a nonclassicality breaking channel is necessarily entanglement

breaking : But there are channel parameter ranges wherein thechannel is entanglement

breaking, though not nonclassicality breaking. The dottedcurves in Fig.5.3 represent

orbits of a generic entanglement breaking channelΓ, fixed by the productab (κ having

been already fixed), whenΓ is followed up by a variable local unitary squeezingU(r). To

see that the orbit of every entanglement breaking channel passes through the nonclassi-

cality breaking region, it suffices to note from Table5.1 that the nonclassicality breaking

boundary hasa = 1, b = 1 as asymptotes whereas the entanglement breaking boundary

202



Figure 5.4: Showing the relationship between nonclassicality breaking and entanglement
breaking channels established in the present Chapter. The output state corresponding to
any input to an entanglement breaking channel is rendered classical by a single squeeze
transformation that depends only on the channel parametersand independent of the input
states. In other words, an entanglement breaking channel followed by a given squeeze
transformation renders the original channel nonclassicality breaking. In contrast, every
nonclassicality breaking channel is also entanglement breaking.

hasa = 0, b = 0 as the asymptotes. That is, for every entanglement breaking channel

there exists a particular value of squeeze-parameterr0, depending only on the channel pa-

rameters and not on the input state, so that the entanglementbreaking channelΓ followed

by unitary squeezing of extentr0 always results in a nonclassicality breaking channel

U(r0)Γ. It is in this precise sense that nonclassicality breaking channels and entangle-

ment breaking channels are essentially one and the same.

Stated somewhat differently, if at all the output of an entanglement breaking channel is

nonclassical, the nonclassicality is of a ‘weak’ kind in thefollowing sense. Squeezing

is not the only form of nonclassicality. Our result not only says that the output of an

entanglement breaking channel could at the most have a squeezing-type nonclassicality,

it further says that the nonclassicality ofall output states can be removed by afixedunitary

squeezing transformation. This is depicted schematicallyin Fig.5.4.
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5.6 Conclusions

We have explored the notion of nonclassicality breaking andits relation to entanglement

breaking. We have shown that the two notions are effectively equivalent in the context

of bosonic Gaussian channels, even though at the level of definition the two notions are

quite different, the latter requiring reference to a bipartite system. Our analysis shows that

some nonclassicality could survive an entanglement breaking channel, but this residual

nonclassicality would be of a particular weaker kind.

The close relationship between entanglement and nonclassicality has been studied by sev-

eral authors in the past [89, 316, 317, 337–340, 354–356]. It would seem that our result

brings this relationship another step closer.

Finally, we have presented details of the analysis only in the case of single-mode bosonic

Gaussian channels. We believe the analysis is likely to generalize to the case ofn-mode

channels in a reasonably straight forward manner.
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Chapter 6

Conclusions

We now provide an overall summary to the primary results of this thesis.

In Chapter 2, we studied the role played by initial correlations of bipartite quantum sys-

tems on the subsystem dynamics. Working within the Shabani-Lidar framework, the prin-

cipal result that emerges as a result of our analysis is that,for the system dynamics to be a

completely positive map, or in other words, a physical evolution, the only allowed initial

system bath states are (tensor) product states. This bringsus back to the well known Stine-

spring dilation for realization of completely positive maps. Our analysis solely rested on

two very reasonable assumptions of the set of initial systembath states. This demon-

strated robustness of the folklore scheme could be of much importance in the study of

open quantum systems.

In Chapter 3, we studied the computation of correlations for two-qubitX-states, namely,

classical correlation, quantum discord, and mutual information. We exploit the geomet-

ric flavour of the problem and obtain the optimal measurementscheme for computing

correlations. The optimal measurement turned out to be an optimization problem over a

single real variable and this gave rise to a three-element POVM. We studied the region

in the parameter space where the optimal measurement requires three elements and the

region where the optimal measurement is a von Neumann measurement along x or z-axis.
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We further bring out clearly the role played by the larger invariance group (beyond local

unitaries) in respect of the correlation ellipsoid and exploit this notion for simplifying the

computation of correlations. We then immediately draw manynew insights regarding the

problem of computation of correlations and provide numerous concrete examples to detail

the same.

In Chapter 4, we studied the robustness of non-Gaussian entanglement. The setup in-

volved the evolution of Gaussian and non-Gaussian states under symmetric local noisy

channel action. The noisy channels we are concerned with arethe noisy attenuator and

the noisy amplifier channels. This problem has consequencesfor protocols in quantum

networks involving continuous variable systems. In this physical setting it was recently

conjectured that Gaussian states are more robust than non-Gaussian states with regard to

robustness of entanglement against these noisy environments. This conjecture is along

the lines of other well established extremality propertiesenjoyed by Gaussian states. We

demonstrate simple examples of non-Gaussian states with 1 ebit of entanglement which

are more robust than Gaussian states with arbitrary large entanglement. Thereby proving

that the conjecture is too strong to be true. The result will add to the growing list of plau-

sible uses of non-Gaussian quantum information alongside the Gaussian-only toolbox.

In Chapter 5, we explore the connection between nonclassicality and entanglement in

continuous variable systems and in particular the Gaussiansetting. The nonclassicality

of a state is inferred from its Sudarshan diagonal function.Motivated by the definition

of entanglement breaking channels, we define nonclassicality breaking channels as those

channels which guarantee that the output is classical for any input state. We classify

Gaussian channels that are nonclassicalitybreaking underthe restricted double cosetting

appropriate for the situation on hand. We show that all nonclassicalitybreaking channels

are entanglementbreaking channels. This is a surprising result in light of the fact that a

nonclassicalitybreaking channel requires only one mode whereas the very definition of an

entanglementbreaking channel requires two modes. We further show that the nonclassi-
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cality of the output states of an entanglementbreaking channel are of a weak type. In the

sense that a suitable squeeze transformation, independentof the input state, can take all

these output states to classical states. The study reveals another close connection between

nonclassicality and entanglement.

A natural future direction to explore from this study is thatof the role played by these

channels as a resource in quantum communication, namely, the capacity problem. The

capacity of a channel is the rate at which information can be reliably sent across many uses

of the channel. In the quantum setting, there are many variants of capacities depending

on the available resources and the tasks to be accomplished.These quantities are well

understood only for a handful of channels and is thus an interesting scope for further

studies in both the finite and the continous variable systems.
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[300] T Opatrǹy, G Kurizki, and D-G Welsch. Improvement on teleportation of continu-
ous variables by photon subtraction via conditional measurement.Physical Review
A, 61(3):032302, 2000.

[301] Fabio Dell’Anno, Silvio De Siena, and Fabrizio Illuminati. Realistic continuous-
variable quantum teleportation with non-gaussian resources. Physical Review A,
81(1):012333, 2010.

[302] Fabio Dell’Anno, Silvio De Siena, Gerardo Adesso, andFabrizio Illuminati. Tele-
portation of squeezing: Optimization using non-gaussian resources.Physical Re-
view A, 82(6):062329, 2010.

[303] F Dell’Anno, S De Siena, L Albano, and F Illuminati. Continuous-variable quan-
tum teleportation with non-gaussian resources.Physical Review A, 76(2):022301,
2007.

[304] Carlos Navarrete-Benlloch, Raúl García-Patrón, Jeffrey H Shapiro, and Nicolas J
Cerf. Enhancing quantum entanglement by photon addition andsubtraction.Phys-
ical Review A, 86(1):012328, 2012.

[305] Ruifang Dong, Mikael Lassen, Joel Heersink, Christoph Marquardt, Radim Filip,
Gerd Leuchs, and Ulrik L Andersen. Continuous-variable entanglement distillation
of non-gaussian mixed states.Physical Review A, 82(1):012312, 2010.

[306] Jaehak Lee and Hyunchul Nha. Entanglement distillation for continuous variables
in a thermal environment: Effectiveness of a non-gaussian operation.Physical
Review A, 87(3):032307, 2013.

[307] Jonas S Neergaard-Nielsen, B Melholt Nielsen, C Hettich, Klaus Mølmer, and
Eugene S Polzik. Generation of a superposition of odd photonnumber states for
quantum information networks.Physical review letters, 97(8):083604, 2006.

[308] H_J Kimble. The quantum internet.Nature, 453(7198):1023–1030, 2008.

229



[309] Ruifang Dong, Mikael Lassen, Joel Heersink, Christoph Marquardt, Radim Filip,
Gerd Leuchs, and Ulrik L Andersen. Experimental entanglement distillation of
mesoscopic quantum states.Nature Physics, 4(12):919–923, 2008.

[310] Bo Zhao, Yu-Ao Chen, Xiao-Hui Bao, Thorsten Strassel, Chih-Sung Chuu, Xian-
Min Jin, Jörg Schmiedmayer, Zhen-Sheng Yuan, Shuai Chen, andJian-Wei Pan.
A millisecond quantum memory for scalable quantum networks. Nature Physics,
5(2):95–99, 2008.

[311] Sébastien Perseguers, J Ignacio Cirac, Antonio Acín, Maciej Lewenstein, and Jan
Wehr. Entanglement distribution in pure-state quantum networks.Physical Review
A, 77(2):022308, 2008.

[312] S Perseguers, GJ Lapeyre Jr, D Cavalcanti, M Lewenstein, and A Acín. Distribution
of entanglement in quantum networks.arXiv preprint arXiv:1209.5303, 2012.

[313] Marco G Genoni, Stefano Mancini, and Alessio Serafini.Optimal feedback control
of linear quantum systems in the presence of thermal noise.Physical Review A,
87(4):042333, 2013.

[314] Seiji Armstrong, Jean-François Morizur, Jiri Janousek, Boris Hage, Nicolas Treps,
Ping Koy Lam, and Hans-A Bachor. Programmable multimode quantum networks.
Nature Communications, 3:1026, 2012.

[315] Michele Allegra, Paolo Giorda, and Matteo G. A. Paris.Role of initial entangle-
ment and non-gaussianity in the decoherence of photon-number entangled states
evolving in a noisy channel.Phys. Rev. Lett., 105:100503, Sep 2010.

[316] G. S. Agarwal, S. Chaturvedi, and Amit Rai. Amplificationof maximally-path-
entangled number states.Phys. Rev. A, 81:043843, Apr 2010.

[317] Hyunchul Nha, GJ Milburn, and HJ Carmichael. Linear amplification and quan-
tum cloning for non-gaussian continuous variables.New Journal of Physics,
12(10):103010, 2010.

[318] Gerardo Adesso. Simple proof of the robustness of gaussian entanglement in
bosonic noisy channels.Phys. Rev. A, 83:024301, Feb 2011.

[319] Michael M. Wolf, Geza Giedke, and J. Ignacio Cirac. Extremality of gaussian
quantum states.Phys. Rev. Lett., 96:080502, Mar 2006.

[320] S. J. van Enk and O. Hirota. Entangled states of light and their robustness against
photon absorption.Phys. Rev. A, 71:062322, Jun 2005.

[321] Pieter Kok, Hwang Lee, and Jonathan P. Dowling. Creation of large-photon-
number path entanglement conditioned on photodetection.Phys. Rev. A,
65:052104, Apr 2002.

[322] G. J. Pryde and A. G. White. Creation of maximally entangled photon-number
states using optical fiber multiports.Phys. Rev. A, 68:052315, Nov 2003.

230



[323] Hugo Cable and Jonathan P. Dowling. Efficient generation of large number-path en-
tanglement using only linear optics and feed-forward.Phys. Rev. Lett., 99:163604,
Oct 2007.

[324] Morgan W Mitchell, Jeff S Lundeen, and Aephraem M Steinberg. Super-resolving
phase measurements with a multiphoton entangled state.Nature, 429(6988):161–
164, 2004.

[325] Philip Walther, Jian-Wei Pan, Markus Aspelmeyer, Rupert Ursin, Sara Gasparoni,
and Anton Zeilinger. De broglie wavelength of a non-local four-photon state.Na-
ture, 429(6988):158–161, 2004.

[326] Itai Afek, Oron Ambar, and Yaron Silberberg. High-noon states by mixing quantum
and classical light.Science, 328(5980):879–881, 2010.

[327] K. J. Resch, K. L. Pregnell, R. Prevedel, A. Gilchrist, G.J. Pryde, J. L. O’Brien,
and A. G. White. Time-reversal and super-resolving phase measurements.Phys.
Rev. Lett., 98:223601, May 2007.

[328] Tomohisa Nagata, Ryo Okamoto, Jeremy L. O’Brien, Keiji Sasaki, and Shigeki
Takeuchi. Beating the standard quantum limit with four-entangled photons.Sci-
ence, 316(5825):726–729, 2007.

[329] Agedi N. Boto, Pieter Kok, Daniel S. Abrams, Samuel L. Braunstein, Colin P.
Williams, and Jonathan P. Dowling. Quantum interferometric optical lithography:
Exploiting entanglement to beat the diffraction limit. Phys. Rev. Lett., 85:2733–
2736, Sep 2000.

[330] Hwang Lee, Pieter Kok, and Jonathan P Dowling. A quantum rosetta stone for
interferometry.Journal of Modern Optics, 49(14-15):2325–2338, 2002.

[331] E Schrödinger. Probability relations between separated systems. InProc. Camb.
Phil. Soc, volume 31, pages 555–63. Cambridge Univ Press, 1935.

[332] Erwin Schrödinger. Probability relations between separated systems. InMathe-
matical Proceedings of the Cambridge Philosophical Society, volume 32, pages
446–452. Cambridge Univ Press, 1936.

[333] Michael Keyl. Fundamentals of quantum information theory. Physics Reports,
369(5):431–548, 2002.

[334] HJ Kimble. Squeezed states of light: an (incomplete) survey of experimental
progress and prospects.Physics reports, 219(3):227–234, 1992.

[335] Luiz Davidovich. Sub-poissonian processes in quantum optics.Reviews of Modern
Physics, 68(1):127, 1996.

[336] Mikhail I Kolobov. The spatial behavior of nonclassical light. Reviews of Modern
Physics, 71(5):1539, 1999.

231



[337] János K Asbóth, John Calsamiglia, and Helmut Ritsch. Computable measure of
nonclassicality for light.Physical review letters, 94(17):173602, 2005.

[338] J Solomon Ivan, S Chaturvedi, E Ercolessi, G Marmo, G Morandi, N Mukunda, and
R Simon. Entanglement and nonclassicality for multimode radiation-field states.
Physical Review A, 83(3):032118, 2011.

[339] J Solomon Ivan, N Mukunda, and R Simon. Generation and distillation of non-
gaussian entanglement from nonclassical photon statistics. Quantum information
processing, 11(3):873–885, 2012.

[340] MS Kim, W Son, V Bužek, and PL Knight. Entanglement by a beam splitter: Non-
classicality as a prerequisite for entanglement.Physical Review A, 65(3):032323,
2002.

[341] MS Kim and V Bužek. Schrödinger-cat states at finite temperature: influence
of a finite-temperature heat bath on quantum interferences.Physical Review A,
46(7):4239, 1992.

[342] GS Agarwal and K Tara. Transformations of the nonclassical states by an optical
amplifier. Physical Review A, 47(4):3160, 1993.

[343] G Leuchs and UL Andersen. The effect of dissipation on nonclassical states of the
radiation field.Laser physics, 15(1):129–134, 2005.

[344] R Loudon. Propogation of non-classical light.Philosophical Transactions of the
Royal Society of London. Series A: Mathematical, Physical and Engineering Sci-
ences, 355(1733):2313–2325, 1997.

[345] Asoka Biswas and Girish S Agarwal. Nonclassicality anddecoherence of photon-
subtracted squeezed states.Physical Review A, 75(3):032104, 2007.

[346] Nicolò Spagnolo, Chiara Vitelli, Tiziano De Angelis, Fabio Sciarrino, and
Francesco De Martini. Wigner-function theory and decoherence of the quantum-
injected optical parametric amplifier.Physical Review A, 80(3):032318, 2009.

[347] VV Dodonov, C Valverde, LS Souza, and B Baseia. Classicalization times of para-
metrically amplified "schrödinger cat" states coupled to phase-sensitive reservoirs.
Physics Letters A, 375(42):3668–3676, 2011.

[348] Xiang-guo Meng, Zhen Wang, Hong-yi Fan, Ji-suo Wang, and Zhen-shan Yang.
Nonclassical properties of photon-added two-mode squeezed thermal states and
their decoherence in the thermal channel.JOSA B, 29(7):1844–1853, 2012.

[349] Radim Filip. Gaussian quantum adaptation of non-gaussian states for a lossy chan-
nel. Phys. Rev. A, 87:042308, Apr 2013.

[350] Stefan Scheel and D-G Welsch. Entanglement generation and degradation by pas-
sive optical devices.Physical Review A, 64(6):063811, 2001.

232



[351] A Serafini, MGA Paris, F Illuminati, and S De Siena. Quantifying decoherence
in continuous variable systems.Journal of Optics B: Quantum and Semiclassical
Optics, 7(4):R19, 2005.

[352] Phoenix SY Poon and CK Law. Negativity of asymmetric two-mode gaussian
states: An explicit analytic formula and physical interpretation. Physical Review
A, 76(5):054305, 2007.

[353] Shao-Hua Xiang, Bin Shao, and Ke-Hui Song. Environment-assisted creation and
enhancement of two-mode entanglement in a joint decoherentmodel. Phys. Rev.
A, 78:052313, Nov 2008.

[354] Krishna Kumar Sabapathy, J Solomon Ivan, and R Simon. Robustness of non-
gaussian entanglement against noisy amplifier and attenuator environments.Phys-
ical Review Letters, 107(13):130501, 2011.

[355] FAS Barbosa, AS Coelho, AJ De Faria, KN Cassemiro, AS Villar, P Nussenzveig,
and M Martinelli. Robustness of bipartite gaussian entangled beams propagating
in lossy channels.Nature Photonics, 4(12):858–861, 2010.

[356] GS Agarwal and S Chaturvedi. How much quantum noise of amplifiers is detri-
mental to entanglement.Optics Communications, 283(5):839–842, 2010.

[357] AS Holevo, ME Shirokov, and RF Werner. Separability andentanglement-breaking
in infinite dimensions.arXiv preprint quant-ph/0504204, 2005.

[358] V Giovannetti, S Guha, S Lloyd, L Maccone, JH Shapiro, and HP Yuen. Classical
capacity of the lossy bosonic channel: The exact solution.Physical Review Letters,
92(2):27902, 2004.

[359] Filippo Caruso and Vittorio Giovannetti. Degradability of bosonic gaussian chan-
nels.Physical Review A, 74(6):062307, 2006.

[360] Michael M Wolf. Not-so-normal mode decomposition.Physical review letters,
100(7):070505, 2008.

[361] Leonard Mandel and Emil Wolf.Optical coherence and quantum optics. Cam-
bridge university press, 1995.

233


	Synopsis
	List of Figures
	List of Tables
	I Preliminaries
	Introduction
	States, observables, and measurements
	Composite systems

	Correlations
	Entanglement detection
	Entanglement quantification
	Quantum discord, classical correlation and mutual information

	Positive maps and completely positive maps
	Representations of CP maps
	Unitary representation
	Operator sum representation
	Choi-Jamiolkowski representation
	Connecting the three representations
	Properties of CP maps

	Single mode of radiation
	Phase space distributions
	Gaussian states
	Two-mode systems

	Gaussian channels
	Canonical forms for quantum-limited and noisy channels
	Operator sum representation
	Semigroup property
	Noisy channels from quantum-limited ones

	Entanglement-breaking bosonic Gaussian channels


	II Main Results
	CP maps and initial correlations
	Introduction
	Folklore scheme
	SL scheme

	Properties of SL SB
	Property 1
	Property 2

	Main Result
	Assumption entails no loss of generality

	Conclusion

	Correlations for two-qubit X-states
	Introduction
	Mueller-Stokes formalism for two-qubit states
	X-states and their Mueller matrices
	Correlation ellipsoid: Manifold of conditional states
	Optimal measurement 
	Computation of SAmin 
	Invariance group beyond local unitaries
	Comparison with the work of Ali, Rau, and Alber 
	X-states with vanishing discord
	States not requiring an optimization
	Conclusions

	Robustness of non-Gaussian entanglement
	Introduction
	Noisy attenuator environment
	Action on Gaussian states
	Action on non-Gaussian states

	Noisy amplifier environment
	Action on Gaussian states
	Action on non-Gaussian states

	Conclusion

	Nonclassicality breaking channels
	Introduction
	Nonclassicality breaking channels
	Nonclassicality-based canonical forms for Gaussian channels
	Nonclassicality breaking Gaussian channels
	Nonclassicality breaking vs entanglement breaking
	Conclusions

	Conclusions


