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Synopsis

An interacting network of nonlinear dynamical elements is a simple prototype of a com-

plex system and has been used to describe various self-organizing phenomena, ranging

from biological systems and ecosystems, to physical and chemical systems. Understand-

ing the structure and dynamics of such networks lies at the core of complex systems

research. These systems are comprised of two basic components: (i) local nodal dynam-

ics, modeled by nonlinear maps or differential equations capable of yielding a rich variety

of temporal patterns, and (ii) transmission of information among these local dynamical

units by coupling connections of varying strengths and underlying topologies, described

by a connectivity matrix. The study of emergent spatiotemporal patterns in an extended

system of interactive dynamical elements, under varying nodal dynamics and coupling

architectures, is the main theme of this thesis.

There are various types of complexity inherent in the dynamical networks. For example,

there may be dynamical complexity where the nodal dynamics, namely the evolution of

the state of the individual nodes, is complex. One may also have spatial diversity in the

system, where the nodes have different intrinsic dynamical behaviors. Further, there may

be complexity in coupling as well, such as diversity in connections where the links of

the network have different (positive/negative) weights. One can even consider dynamic

network architectures where the links between nodes change over time, introducing an-

other time-scale in the problem. In this thesis, we will incorporate a range of complexity,

in both nodal dynamics and connections, and study their effects on the spatiotemporal
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behavior of the extended system.

The thesis is organized as follows: In the introductory Chapter 1 we briefly review the

literature dealing with the study of collective behavior of the networks of interacting dy-

namical systems, in particular, work related to our studies. Chapter 2 provides a brief

overview of the models used to describe the dynamics of a single node in the networks

that are studied in this thesis. Here we will describe discrete-time neuron models which

can yield the basic modes of activity of a single neuron, as well as the Brusselator model,

which is a minimal mathematical model predicting oscillations in chemical reactions. The

results obtained from our extensive numerical and analytical studies will be presented in

subsequent chapters described briefly below.

In Chapter 3, the effect of the interplay of positive and negative links, on the dynamical

regularity of a random weighted network, with neuronal dynamics at the nodes is inves-

tigated. We study how the mean J and the variance of the weights of links, influence

the spatiotemporal regularity of this dynamical network. We find that when the connec-

tions are predominantly positive (i.e., the links are mostly excitatory, with J > 0) the

spatiotemporal fixed point is stable. A similar trend is observed when the connections

are predominantly negative (i.e., the links are mostly inhibitory, with J < 0). However,

when the positive and negative feedback is quite balanced (namely, when the mean of

the connection weights is close to zero) one observes spatiotemporal chaos. So, counter-

intuitively, it appears that in this random weighted network of neuronal maps, balanced

excitatory and inhibitory connections leads to the destabilization of the fixed (rest) state,

resulting in large irregular spiking. To be stabilized to a inactive state one needs one type

of connection (either excitatory or inhibitory) to dominate. Further we observe that larger

network size leads to greater spatiotemporal regularity.

In Chapter 4, we investigate cluster formation in populations of coupled chaotic model

neurons under homogeneous global coupling, and distance dependent coupling, where the

coupling weights between neurons depend on their relative distance in the lattice. We ob-
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served three types of clusters emerge for global coupling: synchronized cluster, two state

cluster and anti-phase cluster. In addition to these, we find a novel three state-cluster for

distance dependent coupling, where the population splits into two synchronized groups

and one incoherent group. Lastly, we study a system with random inhomogeneous cou-

pling strengths, in order to discern if the special pattern found in distance-dependent cou-

pling arises from the underlying lattice structure or from the inhomogeneity in coupling.

We found that emergent patterns depend not only on coupling heterogeneity but also on

the coupling architecture in the lattice.

In Chapter 5, we investigate the spatiotemporal dynamics of an ensemble of coupled

model neurons, consisting of sub-populations with varying sizes that possess different

dynamical behavior, ranging from periodic to chaotic. This system is motivated by the

phenomena of Event Related Synchronization/Desynchronization (ERD/ERS) which are

event related response of the brain. Here, an event is a dynamic signal which induces

synchrony (ERS) or desynchronization (ERD) in the brain. In our model, we observe that

this coupled system yields a wide variety of patterns, ranging from different distinct sets

of synchronized clusters to anti-phase clusters. The nature of clustering is determined by

the sizes and dynamics of the interacting sub-populations. For instance, for two inter-

acting chaotic groups, we observe that the anti-phase clusters within a group occurs only

in the minority population. Further, for interacting chaotic and periodic groups, when

large chaotic groups are strongly coupled to small periodic groups there is complete syn-

chronization in the chaotic population. However, when a majority periodic group couples

strongly to a minority chaotic group, it desynchronizes. It is then evident that the emer-

gent clusters are strongly governed by the interplay of the sizes and the intrinsic dynamics

of the sub-populations.

In Chapter 6, we investigate the influence of diversity and random connections on the

temporal regularity of spiking in coupled model neurons. Both static and dynamic random

connections are considered in this study. We find diversity induced coherence in the
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spike events for connections ranging from regular to random, with the coherence being

most pronounced for the regular coupling case. We also observe that for higher coupling

strengths and random rewiring probabilities, larger coherence in the spike events emerges

when the random links are dynamic, while the temporal regularity of spike events is not

enhanced for quenched random connections. Lastly, we report the effect of coupling

strength and rewiring probability on the diversity required to induce optimal coherence.

In Chapter 7, we describe a simple model mimicking diffusively coupled chemical micro-

oscillators. Our study here draws its motivation from experiments of diffusively coupled

chemical oscillators in micro-fluidic assemblies. These experiments have nanoliter vol-

ume aqueous drops containing reactants of the oscillating reaction, separated by gaps

containing typically octane. A variety of dynamics was observed in such systems, most

notably in-phase and anti-phase synchronization. So, we seek a simple model capable of

showing the observed spatiotemporal patterns. The physical gap between the "droplets"

of chemical oscillators is modeled by delay in the coupling interaction in our model. So,

we mimic the micro-fluidic array by a delay-coupled array of oscillatory chemical sys-

tems. In here we have characterize the patterns in time and space that arise in this arrays

under varying forms of coupling. We observed rich variety of dynamical states emerging

from the model under variation of time delay in coupling, coupling strength and bound-

ary conditions. The spatiotemporal patterns obtained include clustering, mixed dynamics,

inhomogeneous steady states and amplitude death. Further, under delay in coupling the

model yields transitions from phase to anti-phase oscillations, reminiscent of that ob-

served in experiments.

Finally, in Chapter 8, we present the principal conclusions that emerge from the work in

this thesis, as well as some potential extensions and applications of our results.
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Chapter 1

Introduction

The primary focus of this thesis is to study the patterns or spatiotemporal dynamics aris-

ing from the interplay of local dynamics and coupling interactions in complex systems.

In this chapter, we will start with a minimal broad definition of a Complex System, com-

monly used in the context of spatially extended systems. Then we will briefly discuss the

modeling of such complex systems based on a hierarchy of discretization schemes. We

will then outline the nodal complexity and connection diversity in the systems we focus

on in our work. Finally we present the organization of the chapters in this thesis.

1.1 Complex Systems

A complex system is defined as a system consisting of a large number of interacting com-

ponents and has following two salient properties, (a) emergence and (b) self-organization

[1]. Emergence refers to the appearance of a behavior which could not be expected or an-

ticipated from the knowledge of the constituents of the system alone, namely the “whole”

is more than merely the sum of the “parts”. Self-organization refers to spontaneous ap-

pearance of the emergent features and collective patterns in the system, even in the ab-

sence of external influences.
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These systems are ubiquitous in nature and often described by spatially extended systems

and complex dynamical networks [2, 3]. Examples of these include food webs [4] and

ecosystem [5], biological neural networks [6], electrical power grids [7], social [8, 9]and

economic relations [10], co-authorship and citation networks of scientists [11, 12], cel-

lular and metabolic networks [13], etc. The spatiotemporal behavior or formation of

patterns in these system has been studied both theoretically and experimentally, such as

in fluid dynamical systems [14], biological systems [15] and chemical systems [16, 17].

The diverse collective behavior of these systems, which have many degrees of freedom,

include captivating phenomena such as: synchronization [18, 19], seen in a group of

fireflies [20], chemical oscillators [21], ecological systems [22], plasma discharges [23],

chaotic lasers [24] etc.; frequency locking in chemical systems [25], Josephson junction

arrays [26] etc.; pattern formation in reaction diffusion systems [27]; and spatiotemporal

chaos, eg. in plasma discharge [28]. As a reasonable understanding of the behavior of

low dynamical systems has been achieved [29, 30], a lot of recent research effort has gone

into modeling spatially extended systems, namely large interactive systems with many

distributed degrees of freedom [31]. Such novel formalisms and models have paved a

new way of understanding a wide range of complex physical, biological, chemical and

social systems.

1.2 Models of complex systems

Modeling the collective behavior of a spatially extended system is very difficult and re-

mains theoretically challenging. The evolution of these spatially extended systems men-

tioned above are often modeled by partial differential equations of various kinds. A

comprehensive review of these nonlinear partial differential equations is to be found in

Ref. [27]. It was found that these partial differential equations are analytically tractable

only in the simplest of the cases. From numerical point of view, the solutions of these

are not only cumbersome, but very time-consuming too. So, a lot of effort has been made
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over the years to construct simple but effective models which are capable of capturing the

essence of complicated dynamic processes as they occur in nature and whose dynamics

can be easily analyzed and simulated. Also, these simple models should also provide

a suggestive conceptual frameworks for understanding complex phenomena which are

generic in complex systems.

Discretization is one of the simplest and most straightforward routes to obtain model

equations which describe the dynamics of spatially extended systems. There are three

quantities in these systems that are to be accounted for, in any spatiotemporal behavior

or pattern: (a) time (b) space and (c) state variables, corresponding to physical entities

of interest e.g. - temperature, pressure, velocity in fluids, concentrations in chemical

systems, populations in ecosystems etc. That is, in order to capture the behavior of these

complex systems, one needs to follow a set of relevant state variables over space and time.

Thus, any combination of these three quantities can be discretized to obtain model equa-

tions which describe complex systems. A broad classification of models, obtained from

the discretization of these three quantities, are summarized in Table 1.1.

One such class of the models is: Coupled Oscillators Chain. These models are based on

a discrete space, while the evolution of the state variables are given by coupled ordinary

differential equations, namely continuous time and state variables. This class of models

has been used extensively in studying a variety of phenomena, such as mode locking in

Josephson junction arrays [26] and neural dynamics [32].

Another popular class of models is the Coupled Map Lattice. These are obtained, when

is addition to discrete space, time is also discretized. So these models can be thought of

as stroboscopic snapshots of the system. Here the evolution of the state variable(s) on the

lattice, which are continuous, is given by a map. Typically such models consist of a local

dynamical map describing the dynamics at a site on the lattice, with the different sites

interacting with sub-sets of other sites on the lattice via a prescribed coupling scheme.

This class of models is widely used in various contexts, as they are computationally very
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Model Time Space State Variables

Partial Differential Equations Continuous Continuous Continuous

Coupled Oscillators Continuous Discrete Continuous

Coupled Map Lattices Discrete Discrete Continuous

Cellular Automata Discrete Discrete Discrete

Table 1.1: Table showing the classification of models resulting from different possible

discretization schemes.

efficient and are analytically more tractable [31].

The furthest simplification in modeling is obtained by discretization of state variables

also, along with space and time. This class of models is known as Cellular Automata [33],

and it has provided many useful insights by yielding very simple models of complicated

phenomena. For example, the well known sand-pile model [34] has been found to capture

the essential qualitative features of the self-organized criticality.

As mentioned above, complex systems can be considered as a lattice of large number of

nonlinear dynamical elements and a general strategy to model a complex system is to split

the model equations describing the dynamics of the system into two parts: one part will

give the local dynamics of the site of lattice and the other part will give the interaction

between the sites of the lattice. This set of maps or differential equations obtained from

the discretization scheme are an important prototype of the complex systems. But, there

are strong reasons to re-visit the fundamental issue of interactions defined on a regular

lattice-like structure in coupled map/oscillators lattices. It was found in various studies

that many systems of biological, technological and physical significance are better de-

scribed by randomizing some fraction of the regular links. Hence, apart from the models

of complex systems shown in Table 1.1, other models that fall under the broad class of

complex networks were proposed [1, 2, 3]. In the network picture we consider a collec-

tion of elemental dynamical units, the nodes, which are connected to other units through

connections which may be described by (directed or undirected) edges of a graph. In this

thesis we will consider, dynamics on networks with a wide range of topologies.
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1.2.1 Principal Components of the Models

In this thesis, we have utilized the coupled map lattices/networks and coupled oscillators

chain framework to describe the spatiotemporal behavior and formation of patterns in

spatially extended systems. We will now briefly discuss the basic ingredients of the model

equations which describe the system, obtained in this framework.

Local dynamics: The local dynamics gives the rule, in the form of a map or a set of

differential equations, which prescribe how the state variables at a local site (or node)

changes with time. It is the source of local temporal patterns. One can choose an appro-

priate low dimensional system to model the local dynamics, depending on the phenomena

of interest. For example, in order to describe the behavior of a network of neurons, a map

[35] or a set of differential equations [36] mimicking the dynamics of a single neuron is

an appropriate choice for the local dynamics.

Interactions: The interaction term in these systems attempts to model the transmission

of information from one site (node) to another in a lattice (network). This transmission

of information drives the global organization in the system. The interaction term can

be of various types depending on the phenomena of interest. For example, in chemical

dynamical systems, the relevant interaction term captures the diffusion of concentration

from one site to another. Similarly, in neural networks a basic form of interaction can

represent electrical synapses which conduct electrical potential directly from one neural

cell to another via diffusion, or chemical synapses which are described by pulse coupling

[36].

In general, there are many different coupling classes. For example, the coupling can be

local where the nodes interact only with nearest nodes, that is the interaction term only

involves spatially close neighboring sites. Coupling also may be non-local, where the

nodes can interact with far away nodes. Further, the coupling form may be homogeneous,

with the coupling weight between any two node being constant. On the other hand, in
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certain situations the coupling may be heterogeneous, where the coupling weight between

the two nodes depends on a kernel.

In many models the topology of the connection network and the coupling weights of

the interaction is represented by a connectivity matrix, J. In this matrix, the element,

Ji j, represents the connection strength between the two sites (nodes) i and j of a lattice

(network). Specifically we will consider many different forms of such connection matrices

in this thesis, ranging from sparsely connected to globally connected ones, and varying

from regular lattices to completely random networks.

Boundary conditions: For coupled map lattices and coupled oscillator chains the spec-

ification of the boundary is also very important. The most commonly used boundary

condition is periodic boundary condition. Also, free and fixed boundary conditions are

used for coupled map/oscillator chains depending on the the phenomena of interest.

Interaction with the environment: The model system may also incorporate noise terms,

as well as external periodic signals, in order to provide more realistic descriptions of cer-

tain naturally occurring and human engineered phenomena. These terms describe the in-

teraction of the system with its environment and are responsible for many self-organizing

phenomena. For example, in the case of circadian rhythm, the system of coupled bio-

logical oscillators is acted upon by the daily variations of sunlight experienced by the

organism [37]. Similarly, noise in a system of coupled maps/oscillators has been found to

assist amplification and optimization of feeble input information such as a weak external

signal [38].

Using these basic ingredients, the model equations describing the system of interest are

obtained. These are solved numerically for initial conditions drawn from a random dis-

tribution, in order to obtain the behavior of a generic system. The patterns are then char-

acterized by space-time plots and bifurcation diagrams, which captures the qualitative

change of dynamical behavior under variation of the system parameters. Further, the sta-

bility of the patterns are quantitatively determined by calculating the Lyapunov exponents
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of the system.

In these systems, the conflict between the dynamics at the node and interaction among the

nodes accounts for the formation of a rich variety of spatiotemporal patterns. For example,

consider a globally coupled nonlinear system. Here, the coupling is via a mean field,

which involves an average over the states of all elements in the system. The mean field

is conducive to synchronization among the elements, while the local(nodal) nonlinear

behavior induces destruction of this coherence. The balance between these two trends

is responsible for rich pattern formation in this system [39, 40]. Typically, for globally

coupled maps, when the interaction is diffusive in nature, it is expected that strong enough

coupling will drive the elements to a state of complete synchronization, but at intermediate

coupling strengths stable clusters or condensates of elements may form. Within a cluster

all the elements are completely synchronized, but the dynamics of the different clusters

are not synchronized and may even be qualitatively different. A number of coherent

clusters have been reported in numerical investigations of relatively simple systems such

as coupled logistic and circle map systems [41, 42, 43], randomly coupled maps [44],

coupled chaotic Rössler oscillators [45, 46], coupled genetic oscillators [47, 48], globally

coupled inhibitory neurons [49], as well as in experiments on salt water oscillators [50]

and in arrays of electrochemical oscillators [51, 52].

1.3 Complexity in the Models

In order to gain an understanding of complex systems and their emergent patterns or

spatiotemporal dynamics, various levels of complexity should be explored in the model

equations which describe these system [2]. In this thesis, we have tried to investigate the

following complexities in our models:

(i) Dynamical Complexity: This complexity refers to the local dynamics at a site/node in

the lattice/network. Namely, the local dynamical elements comprising the lattice or net-
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work can be nonlinear systems capable of yielding a wide variety of qualitatively distinct

dynamics, ranging from fixed points to chaos.

(ii) Connection Diversity: This complexity refers to the properties of the directed or

undirected links between the sites/node in the lattice/network, including the connection

weight between each pair of nodes/sites and the sign of the connection weight indicating

positive or negative feedback.

Most existing research work on complex network models have concentrated on network

structures with binary connection weights, i.e. the links between any two nodes is either

1 or 0, for example in various models describing the ecosystem [53, 54, 55]. But the

properties and dynamics of many social, technological, biological and financial systems

are found to depend on the connection weights among their nodes [56, 57] and so they are

best described by weighted networks. Also, the sign of the connection weight is very im-

portant for neuronal networks, where the positive sign in the connection weight represents

excitatory and the negative sign represents a inhibitory connection. The profound effect

on the dynamical behavior of the network arising from these two aspects of diversity in

connection weights is discussed in the Chapter 3.

Now, the inhomogeneity in the coupling connections, can also arise from asymmetric cou-

pling, time delays [58], etc. For example, in electrochemical systems, we have nonlocal

coupling among reactive sites due to the electric field. Here, the long range coupling is not

global as its effect dies out with increasing distance, thus making the coupling distance

dependent. The transition to desynchronization is studied in a system of coupled phase

oscillators [59] and sine-circle maps [60] for non-local coupling. In these works, the

strength of the interaction decays with the lattice distance as a power-law, in such a way

that one can pass continuously from a local (nearest-neighbor) to a global (mean-field)

type of coupling. Map clusters, or spatially coherent structures with similar temporal evo-

lutions, are found in Hamiltonian systems [61] for this non-local coupling. Apart from

decaying power law interactions, for networks with time-delayed coupling, where the
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delay depends on spatial distance between the nodes, various clustered states are found

[62, 63, 64, 65]. Taking motivation from the above mentioned work we also tried to em-

ploy this kind inhomogeneity in coupling connection where the coupling weight between

two nodes depends on the relative distance between the nodes. The effect on the formation

of cluster due to this type of coupling weight is described in the Chapter 4.

(iii) Local Diversity at the Nodes: This kind of complexity refers to diversity in the

dynamical properties of the nodal dynamics, i.e. the dynamical domain of the nodes

in the network are different. Several studies have been reported which incorporate this

kind of complexity in the network. For example, Daido and Nakanishi [66, 67], have

considered a globally coupled network consisting of two types of populations, (a) active

or self-oscillatory and (b) inactive or non-self oscillatory, and studied the robustness of

macroscopic synchronized oscillations. In a similar vein, a mixed population composed

of self-oscillatory elements and excitable elements have been considered in [68]. Also,

mixed populations consisting of two types of self- oscillatory elements with different

periods, has been investigated in [69].

Related to this kind of complexity, studies have been devoted to the emergence of mutual

synchronization among groups which are in different dynamical domains in a system. For

example, the onset of coherent collective behavior in networks of interacting populations

of phase oscillators, with both node and coupling heterogeneity, is described in [70].

In [71], all possible routes to synchronization for two interacting populations of different

phase oscillators with asymmetric coupling functions is presented. Also, richer dynamical

behavior is found for this case vis-a-vis symmetrically coupled populations. The effects of

coupling, noise, and phase asymmetries on inter-ensemble synchronization in two coupled

ensembles of phase oscillators, is considered in [72].

In this thesis, we have investigated this class of complexity in a neural network consisting

of periodic and chaotic groups. The effect of the interplay of the sizes and the intrinsic

dynamics of these two populations, on the formation of clusters, is presented in Chapter 5
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.

(iv) Network Evolution: This addresses the dynamic properties of the connectivity ma-

trix. In commonly used models, the connection between any two nodes in a network is

considered static throughout the evolution i.e. if the two nodes in the network are con-

nected, they will remain connected and vice-versa. But in the real systems, the connection

between two nodes is likely to change in time. Dynamically varying links add one more

time scale to the problem and may have counter-intuitive consequences [73, 74, 75]. Mo-

tivated by this, in Chapter 6, we study the effect of dynamic switching of random links on

the temporal regularity of spiking in a neural network.

(v) Parametric Heterogeneity: The elements of an extended system may certainly differ

from each other. So it is natural to incorporate heterogeneity in the parameters governing

the nodal dynamics. This can also be considered as parametric noise, which is quenched

in time.

In spatially extended systems, the constructive role of disparity in a characteristic param-

eter of the local dynamical element, has been a focus of recent research interest. For

example, it is found that the spatiotemporal chaos in an array of coupled pendulums can

be tamed by an optimal magnitude of disorder, induced by disparity in pendulum lengths

[76, 77]. Similarly, it was found by Tessone et. al. that different sources of diversity,

such as those represented by quenched disorder or noise, can induce a resonant collective

behavior in an ensemble of coupled bistable or excitable systems [78]. This phenomena

is termed as diversity induced resonance and it is quite similar to noise induced resonance

phenomena in spatially extended systems [38, 79]. Thus, diversity can play a constructive

role analogous to that of the noise. Taking this further, in Chapter 7 we have explored the

effect of such diversity on the temporal regularity of spiking in a neuronal network.

In this thesis we explored all the above levels of complexity in our models, and determined

the consequences of each type of complexity on spatiotemporal pattern formation.
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1.4 Organization of the chapters

The organization of the chapters in this thesis are as follows. In Chapter 2, we start with a

brief overview of models which describe the dynamics of spiking neurons and oscillating

chemical reactions. Then we discuss in some detail the particular models which describe

the local dynamics at the nodes of the networks studied in this thesis. In Chapter 3, we

present results on the dynamical regularity of a random weighted network, with neuronal

dynamics at its nodes, where the connection weights are skewed towards positive (exci-

tatory connections) or negative (inhibitory connections) links. In Chapter 4, we present

our results on the cluster formation in populations of coupled chaotic model neurons un-

der homogeneous global coupling, and distance dependent coupling where the coupling

weights between neurons depend on their relative distance in the lattice. Chapter 5 inves-

tigates the spatiotemporal dynamics of an ensemble of coupled model neurons, consisting

of sub-populations with varying sizes that possess different dynamical behavior, ranging

from periodic to chaotic. In Chapter 6, we explore the influence of disparity of elements,

along with random connections, on the temporal regularity of spiking in coupled model

neurons. Here, we consider the effect of both static and dynamic random connections. In

Chapter 7, we describe a simple model mimicking diffusively coupled chemical micro-

oscillators and characterize the rich variety of dynamical states emerging from the model

under variation of time delay in coupling, coupling strength and boundary conditions. Fi-

nally, in Chapter 8, we present the principal conclusions that emerge from the work in

this thesis, as well as some potential extensions and applications of our results.
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Chapter 2

Models : Neurons and Chemical

Oscillators

In this Chapter, we will briefly discuss the models that will be used to describe the nodal

dynamics of the networks explored in the thesis.

2.1 Modeling Neuronal Activity

Neurons are very complex biophysical and biochemical entities. To understand the dy-

namics of neurons and neural networks, phenomenological models have to be developed

(see the review in Ref. [32]). The Hodgkin-Huxley (H-H) system is a prototype among

such phenomenological descriptions of all ion channel-based models describing a single

neuron [80]. It was introduced to model the firing dynamics observed in the giant squid

axon. This model has two fast and two slow variables. It also considers the large number

of voltage-gated ion channels of a neuron. There is a large list of models derived from

this one, and it serves as a principal test-bed in computational neuroscience. Viewing this

seminal work from the perspective of dynamical systems, much effort has been made to

use the tools of classical nonlinear dynamics, for example bifurcation theory, to under-
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stand the dynamics of the neuron [81]. The study of bifurcations in neural models and in

in vitro experiments is a keystone for understanding the dynamical origin of many single-

neuron firing patterns. A comprehensive review of the bifurcations in neuronal models is

to be found in [36]).

The H-H model is not very suitable for modeling a neural network consisting of large

number of elements due to its high dimensionality. Thus, a new series of models, called

conductance based models, appeared as a simplification of H-H models. They capture

the basic ingredients of the phenomenology of a neuron. The FitzHugh-Nagumo [82, 83]

model is one such model which is widely and successfully used to describe, not only the

neuronal dynamics, but also chemical reactions. Similarly, a simplified model of a neuron

was proposed by Morris et. al. [84] which reduces the number of dynamical variables of

the H-H model and also displays action potential generation when changing the external

current, arising from a saddle-node bifurcation to a limit cycle. Also, a neuron model has

been proposed by Hindmarsh et. al. [85], which uses a polynomial approximation to the

right-hand side of a H-H model.

Apart from these coupled differential equation systems, many discrete time phenomeno-

logical model of a single neurons have also been introduced, which are known in liter-

ature as map-based models (see review of these models in Ref. [86, 35]). These map-

based models are one of a class of simple phenomenological models for spiking, bursting

neurons. These models can be computationally very fast, but have little biophysical foun-

dation. Also, these map-based models should be considered as compact abstractions of

dynamical properties of neurons which can shed light over the mechanisms that give rise

to neuronal phenomena ranging from chaotic spike trains to synchronized oscillations

[35].

In next two subsections we will briefly review two such map based models which will be

used extensively in this thesis to describe the dynamics of a single neuron.
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2.1.1 Chialvo Map

The dynamical equation(s) describing a neuron must have following properties: It must

have a globally attracting equilibrium point called the resting state. The phase space must

contain sub-threshold and supra-threshold domains which are partitioned by a threshold.

These two domains are defined by the response of the state variables after a small instan-

taneous perturbation acts on the system. If the system is in the sub-threshold domain,

after perturbation the state variables will eventually return to the rest state. But, if the

system is in the supra-threshold domain, there is a large excursion in the state variables

before returning to the resting state. This response in nerve cells is known as an action

potential. Further, the system must be capable of exhibiting periodic oscillations under

constant bias input, and some parameter values in the dynamical equations must lead to

chaotic solutions.

Based on the above, a simple two-dimensional map was proposed by Dante R. Chialvo

[87] to model the dynamics of an isolated neuron. The map has following form:

xn+1 = f1(xn, yn) = x2
nexp(yn − xn) + k, (2.1a)

yn+1 = f2(xn, yn) = ayn − bxn + c, (2.1b)

where, the variable x mimics the evolution of the activation variable or the membrane

potential and y acts as a recovery-like variable. Subscript n represents iteration steps

corresponding to the discretized time evolution of the system.

The equations describing the neuron have four parameters, a, b, c and k. The first three

parameters control the dynamics of the recovery variable as follows: a is a time constant

of recovery (a < 1); b is the activation-dependence of the recovery process (b < 1); and

c is the offset. In the activation variable, the parameter k can act either as a constant bias

or as a time-dependent additive perturbation. The typical values of the three parameters

were set to values a = 0.89, b = 0.6, and c = 0.28, and the parameter k acts as the control
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parameter of the map.

In order to get a qualitative understanding of this model, we first consider the case where

the value of k is 0. In this case, the fixed points (x∗, y∗) of the map in Eq. (2.1) is given by

following relations,

x∗ = x∗2 exp(y∗ − x∗), (2.2a)

y∗ = ay∗ − bx∗ + c. (2.2b)

One of fixed point is (0, c
1−a

), which is stable as the eigenvalues of the Jacobian are (0, a)

and a < 1. Now consider the case where the value of the state variable y is fixed at r.

With the parameter b = 0, the above system now can be described as,

xn+1 = f (xn, r) = x2
n exp(r − xn), (2.3a)

r =
c

1 − a
(2.3b)

For the above map, the fixed point solution will depend on the value of r. When r < 1,

we have only one fixed point at x = 0. When r > 1, we have three fixed points. There will

be one fixed point, xmid, between x = 0 & x = 1 which is always unstable and one fixed

point, xup at x > 1 which is either stable or unstable depending on the value of r. A plot

of the function f (x, r) vs x is shown in Fig. 2.1 for three representative values of r.

For r > 1, all initial conditions of x < xmid converge to the fixed point x = 0. But,

the values of x > xmid either converge to fixed point xup or are trapped in the inter-

val [xmid, f (x, r)], depending on the value of r. The bifurcation diagram shown in the

Fig. 2.2(i) captures the above features. It also shows the cascade of period-doubling

leading to chaos as the value of r is increased, for all the initial conditions x > xth. The

lyapunov exponents as a function of r, shown in the Fig. 2.2(ii) also corroborate the above

mentioned features of the map.
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Figure 2.1: Plot of function f (x, r), given by Eq. (2.3), vs x for various values of r. Here

the black line is the diagonal line y = x. Inset (i) shows the two intersections of the

function y = f (x, r) with the line y = x for r = 2. Also notice that for r = 1, the line y = x

is tangent to the function y = f (x, r) in inset (ii).
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Figure 2.2: Here in (i) the bifurcation diagram of the map given by Eq. (2.3) is plotted

against r, for the initial conditions x > 1. All initial conditions x < 1 leads to fixed point

x = 0 (ii) the Lyapunov exponents of the map is plotted against r.
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Figure 2.3: Periodic solutions of the map given by Eq. (2.1) for the parameter values

a = 0.89, b = 0.18, c = 0.28 and k = 0.03. (a) Time series of the state variable, x, (b)

Time series of state variable, y, (c) Phase space plot (d) Nullcline of both state variables

(x-nullcline shown by color blue) showing the stable fixed point at the intersect of both

the nullclines.

An understanding of the full system given by Eq. (2.1) can be obtained by considering

the properties of the map in the phase plane. The x and y- nullclines are given by the

equations,

y = x + ln
x − k

x
, (2.4a)

x =
c − (1 − a)y

b
(2.4b)

It is found that the intersections of the these two nullclines depends on the parameters

(a, b, c, k) of the map. The oscillatory and the chaotic solutions of the map can be ob-

tained, by treating k as a bifurcation parameter and keeping the other parameters constant.

Increase in the value of k in this model is equivalent to an increasing bias current applied

to a neuron.

Periodic solutions: The oscillatory solutions appear for parameter values a = 0.89, b =

18



0 200 400 600

Iteration steps, n

0

1

2

3

4

5

x
(n

)

0 1 2 3 4 5
x

1

2

y
0 200 400 600

Iteration step, n

0

0.5

1

1.5

2

2.5

3

y
(n

)

0 0.5 1 1.5
x

1

1.5

2

2.5

y

(a) (c)

(b) (d)

Figure 2.4: Chaotic solutions of the map given by Eq. (2.1) for the parameter values

a = 0.89, b = 0.18, c = 0.28 and k = 0.03. (a) Time series of the state variable, x, (b)

Time series of state variable, y, (c) Phase space plot (d) Nullcline of both state variable

(X-nullcline shown by color blue) showing the unstable fixed point near (x, y) ∼ (1, 1).

0.6, c = 0.28 and k = 0.03. Here the nullclines intersect near the negative slope region

of x-nullcline, as shown in the Fig. 2.3(d). This results in the co-existence of a stable

focus and a stable oscillatory solution. The dynamics of the map converges to either of

the attractors depending on the initial conditions. The time series of the state variables

along with phase space of state variables is shown in the Fig. 2.3.

Chaotic solutions: For the aperiodic bursting solution the parameter values are, a =

0.89, b = 0.18, c = 0.28 and k = 0.03. Existence of chaotic solutions at these parameter

values is due to the following two reasons: (i) for these parameter values there is a single

unstable fixed point which is near (x, y) ∼ (1, 1) as shown in the Fig. 2.4(d), (ii) the value

of parameter, b, which is the activation-dependence of recovery variable, y, is relatively

small.

Due to the smallness of the value of the parameter b, the value of y remains more or

less frozen. This allows several iterates of the map to remain around the unstable fixed
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point near (x, y) ∼ (1, 1), before spiraling out to produce a large oscillation. Thus, the

basic rhythm of the map will consist of some large amplitude oscillations followed by

small amplitude oscillations around the unstable fixed point. The interval between the

large spikes, as well as the number of small oscillations, vary randomly. All these above

mentioned features of the map can be seen in the time series of state variables, and in the

phase potrait of the state variables, displayed in the Fig. 2.4.

2.1.2 Rulkov Map

This is a map describing a model neuron proposed by Rulkov [88]. It is a two dimensional

map, consisting of two dynamical variables which capture the slow and fast dynamics of

a neuron, given as,

xn+1 = f (xn, yn + βn), (2.5a)

yn+1 = yn − µ(1 + xn) + µσn (2.5b)

where, xn is the fast and yn is the slow dynamical variable. Slow time evolution of the

variable y is due to small values of the parameter, µ (µ = 0.001). Here βn and σn describe

external influences applied to the map. These terms model the dynamics of the neuron

under the action of the external dc bias current Idc and synaptic inputs Isyn. The term

βn can also be used as the control parameter to select the regime of dynamical behavior.

The function f (x, y) is a piecewise nonlinear function which is designed to shape spik-

ing oscillations in fast subsystems. It contains three intervals which can be described as

follows,

f (x, y) =







































α/(1 − x) + y, for x ≤ 0,

α + y, for 0 < x < α + y,

−1, for x ≥ α + y,

(2.6)

20



Figure 2.5: Plot of the discontinuous function f (x, y), vs x given by Eq. (2.6), vs x for

a constant value of y = −3.93 and α = 6.0. Here the black line is the diagonal line

y = x. Inset (i) shows the two intersections of the function y = f (x, y) with the line y = x

resulting two fixed points: xs which is stable and xu which is unstable. Here the blue line

shows the co- existence of a limit cycle along with the two fixed points corresponding to

spiking oscillations in Eq. (2.5a).

where, α is the control parameter of the map. A representative of the function f (x, y) is

shown in the Fig. 2.5, where the co-existence of two fixed points along with a limit cycle

which corresponds to spiking oscillation can be seen. It is clear from the Eq. (2.6) that the

function f (x, y) can move up or down when there is an increase or decrease in the value

of the variable y, except in the interval x ≥ α + y.

Now consider a single model neuron whose dynamics is given as,

xn+1 = f (xn, yn), (2.7a)

yn+1 = yn − µ(1 + xn) + µσ. (2.7b)

with the inputs βn = β and σn = σ taken to be constants, and a change of variable

yn+β→ yn in Eq. (2.5). Clearly, the individual dynamics of the map now depends on two

parameter α and σ. Typical time series of the map are shown in the Fig. 2.6 for various
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values of α and σ showing silence, tonic spiking and spiking-bursting behavior.

The dynamical behavior of a single unit, given by Eq. (2.7), can be analyzed by treating

the fast and slow variable separately. The slow variable y does not change for x = x∗

where,

x∗ = −1 + σ (2.8)

Since, yn+1 = yn − µ(xn − x∗), the value of variable y increase when xn < x∗ and decreases

when xn > x∗. For this fixed point x∗ where x∗ ≤ 0, the Eq. (2.7a) can be written as,

y = x∗ − α

1 − x∗
(2.9)

This equation defines the branches of slow dynamics in the phase space (xn, yn). Solving

for x∗ and treating α and y as a bifurcation parameter we have,

x∗ =
(1 + y) ±

√

(1 + y)2 − 4(α + y)

2
(2.10)

Thus, for a single value of y we have two values of x∗, meaning two fixed points. These

two values of x∗ merge when,

(1 + y)2 = 4(α + y)⇒ (1 − y)2 = 4α⇒ y = 1 − 2
√
α

The stability of x∗ can be gauged from the Jacobian of the map,

xn+1 = y +
α

1 − xn

For stable fixed point x∗s the Jacobian must be less than one, i.e.,

J =

∣

∣

∣

∣

∣

∂xn+1

∂xn

∣

∣

∣

∣

∣

x∗
< 1
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(a) Spiking behaviour

(b) Spiking-bursting behavior

Figure 2.6: Time series of Rulkov map given by Eq. (2.7). In panel (a) the parameter

value σ is (i) −0.01, (ii) 0.01, (iii) 0.1 and α = 4. In panel (b), the parameter values are:

(i) α = 4.5σ = 0.14, (ii) α = 6σ = −0.1, (iii) α = 6σ = 0.38. The value of the parameter

µ = 0.001 in both.
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Figure 2.7: The stable (shown in red) and unstable (shown in blue) branches of the slow

dynamics of Eq. (2.7) are shown in the plane of phase variables (y, x). Here the value

of parameter α is 4 and 6 for (a) and (b) respectively and the value of parameter σ is

0.25. The dashed horizontal black line is for slow nullcline x∗ = −1 + σ and the dotted

horizontal black line shows the reset voltage level x = −1. Notice the intersection of the

line x = −1 and unstable branch in (b). The black arrows shown in (b) gives the direction

of slow evolution. The homoclinic orbit which corresponds spiking-bursting behavior is

also superimposed in (b).

which gives,

1 >
α

(1 − x∗)2
⇒ x∗ < 1 −

√
α

Thus, when x∗ < 1 − √α the stable branch exists but when 1 − √α ≥ x∗ ≥ 0 the unstable

branch exists. These branches which are given by Eq. (2.10) are shown in the Fig. 2.7.

The oscillation in the map will appear when σ crosses the threshold value σth, which is

given by (using Eq. (2.8)),

σth = 2 −
√
α (2.11)

The curve of σth can also be obtained by considering the dynamics of the map given by

Eq. (2.7) in the regime where x ≤ 0. In this case the map is given by following two

equations,

xn+1 = α/(1 − xn) + yn,

yn+1 = yn − µ(xn + 1 − σ)
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The Jacobian matrix J for this case is,

J =























α
(1−x∗)2 1

−µ 1























For the fixed point x∗ = −1 + σ, the determinant of the Jacobian becomes,

det(J) =
α

(2 − σ)2
+ µ

The critical value for the occurrence of Subcritical Andronov Hopf Neimark Sacker bi-

furcation is given by det(J) = 1 which leads to the following equation,

α = (2 − σ)2(1 − µ). (2.12)

which reduces to (2.11) for µ = 0.

Clearly, a homoclinic orbit, which is defined as a trajectory of a flow of a dynamical

system which joins a saddle equilibrium point to itself, originating from the unstable

fixed point, can only occur when α > 4. This fast map bifurcation, associated with the

occurrence of a homoclinic orbit, happens when the co-ordinate of the unstable fixed

point is −1 (for a representative see Fig. 2.7(b)). Here, the unstable branch crosses the

line x = −1. When the map is spiking and the value of y gets to the bifurcation point,

the limit cycle merges into the homoclinic orbit, disappears, and then trajectory of the

map jumps to the stable branch and the whole process repeats itself. This process leads to

spiking-bursting behavior in the map.

Thus, we see that this simple phenomenological model captures the complex dynamics

of spiking-bursting behavior of neurons. The shape of the function f (x, y) defined by

Eq. (2.6) is chosen due to following reasons. The fast map is able to generate limit cycles

whose wave forms mimic those of the spikes. There is only one iteration in the rightmost

interval x ≥ α + y, whose appearance in the trajectory can be used to define the time
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of a spike. This feature is important for modeling the dynamics of chemical synapses

in a group of coupled neurons. The analytic expression of the nonlinear function in the

interval x < 0 is simple and allows a rigorous analysis of bifurcations of fixed points of

the fast map. Use of the fixed level, −1, in the rightmost interval of the function simplifies

the analysis of dynamics at the end of the bursts. The end of a burst is associated with the

formation of a homoclinic orbit that corresponds to the case when the trajectory from this

interval maps into the unstable fixed point.

However, some modification in the fast map is required to enhance the region of parame-

ters where the model can still be used to mimic neural dynamics properties. The trajectory

of the fast system is found to stay in the middle interval of the function f (x, y) for several

iterations thus leading to increase in duration of a spike. Introduction of one additional

condition to the fast map removes this problem. The modified function f (xn, y) is written

as,

f (xn, y) =







































α/(1 − xn) + y, for xn ≤ 0,

α + y, for 0 < xn < α + y and xn−1 ≤ 0

−1, for xn ≥ α + y, or xn−1 > 0

(2.13)

Clearly, the low dimensionality of this model helps one understand the dynamical mecha-

nisms behind the spiking and spiking-bursting behavior using simple phase plane analysis.

2.2 Modeling Oscillations in Chemical Reactions

Oscillations in a chemical reaction is a non-equilibrium phenomena. It manifests itself

as a periodic change in a characteristic color corresponding to a chemical reactant in the

system. The observation and characterization of this phenomena leads to the systematic

study of oscillating chemical reactions and of the broader field of nonlinear chemical

dynamics. Here we will start with a brief history of this fascinating subject and then go

on to describe the prototypical Brusselator model.
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In 1828, Fechner described an electrochemical cell that produced an oscillating current,

which is the first published report of oscillations in a chemical system [89]. Similarly, Ost-

wald observed in 1899 that the rate of chromium dissolution in acid periodically increased

and decreased [90]. As both the systems were inhomogeneous, it was believed that homo-

geneous oscillating reactions were impossible. However, the first homogeneous chemical

oscillation was observed by William C. Bray in 1921 [91, 92] in a reaction among iodate,

iodine and hydrogen peroxide. Here the concentrations of oxygen and iodine showed

approximate periodicity during the reaction.

The study of the dynamics and chemistry of oscillating reactions can be traced to Boris

Pavlovich Belousov (1893-1970), who was looking for an inorganic analog of the Krebs

cycle, a key metabolic process in which citric acid is an intermediate. He found that a

certain mixture of chemicals containing citric acid and bromate shows periodic changes in

the concentrations of species [93]. Another Soviet physical chemist, Anatoly Zhabotinsky,

noticed the work and modified the reaction by changing some reactants and made the

appearance of the phenomena more dramatic by achieving bright, easy to observe colors.

This reaction known as Belousov-Zhabotinsky (B-Z) reaction occupies a central place in

the area of nonlinear chemical phenomena and pattern formation. (For more on the history

see Ref. [94] and for complete bibliography along with article reviews on B-Z reaction

see Ref. [95]).

These oscillating chemical reactions were dismissed by most chemist earlier as they

thought that these are non reproducible phenomena or are the artifacts due to impuri-

ties. Also, according to Second Law of Thermodynamics, at constant temperature and

pressure in a closed system, the Gibbs free energy, G, of a reacting mixture must contin-

ually decrease as the reaction approaches equilibrium [96] (p. 98). Thus, an oscillating

reaction would seem to violate the Second Law. The skeptics objected to the notion of

oscillating reactions and mistakenly, considered an oscillating reaction to be analogous to

a pendulum, which passes through its equilibrium point during each cycle of oscillation.
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They concluded that an oscillating reaction would require the free energy of the system

to oscillate as the reactants were converted to products and then back to reactants, thus

contradicting the Second Law of Thermodynamics.

The thermodynamical explanation of these oscillating reactions comes from the Belgian

chemist Ilya Prigogine (1917-2004). Since reaction in a closed system cannot oscillate

about their equilibrium state because such behavior is prohibited by the most fundamental

principle of microscopic reversibility. However, according to Prigogine, periodic oscilla-

tions in the concentration of intermediate species in a chemical reaction can occur, if a

system is far from equilibrium. Also, for an open systems, i.e., systems open to exchange

of matter and/or energy with their surroundings, kept far from equilibrium, could exhibit

spontaneous self-organization by dissipating energy to the surroundings to compensate

for the entropy decrease in the system [97].

A closed system must reach equilibrium and so can exhibit only transitory oscillations

as it approaches equilibrium. Sustained oscillations require an open system with a con-

stant influx of new reagents and the removal of waste products. It was found that in the

BZ reaction in a beaker the concentrations of reactants (bromate and malonic acid) and

products (carbon dioxide and bromomalonic acid) do not oscillate but he concentrations

of intermediates such as bromide and bromous acid oscillate. For a complete review on

this topic see Ref. [98].

The B-Z reaction has been thoroughly studied from both chemical and mathematical per-

spectives. It has also inspired new areas of study in which similar chemical systems are

studied, which are later used in the prediction of the behavior of their complex reaction

mechanisms. There are now a large number of both ‘real’ and ‘toy’ systems that provide

insight into the complex behavior of oscillating chemical systems, for example, Lotka-

Volterra model [99, 100, 101], Oregonator model [102] etc. We will now describe the

Brusselator model, which is a toy model system and describe the system’s dynamics in

the phase plane.
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2.2.1 Brusselator

It is a mathematical model which captures the dynamics of a chemical reaction. This

model proposed by Prigogine and Lefever in 1968 [103] and dubbed the “Brusselator" by

Tyson in 1973 [104]. It is an example of an autocatalytic, oscillating chemical reaction.

An autocatalytic reaction is a chemical reaction in which at least one of the reactants is

also a product. Here the rate equations for the reaction are nonlinear which can lead to the

spontaneous generation of order. This spontaneous order creation seems to contradict the

Second Law of Thermodynamics but the contradiction is resolved when the disorder of

both the system and its surroundings are taken into account. In many autocatlytic systems

complex dynamics are seen, including multiple steady-states and periodic orbits.

The Brusselator describes the simplest chemical reaction of the transformation of the

initial substances called substrates A and B into products C and D,

A + B −→ C + D

as a reaction consisting of the following stages:

A
k1−→ X

2X + Y
k2−→ 3X

B + X
k3−→ Y +C

X
k4−→ D

The two species of interest to us are X and Y , the autocatalytic species. The differential

equations given in dimensionless form for these species are:

ẋ = f1(x, y) = a − (b + 1)x + x2y, (2.14a)

ẏ = f2(x, y) = bx − x2y. (2.14b)
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These equation depends only on the two parameters a and b, where, a is the rate by which

x is produced from outside and b is the rate at which y is produced from x. The only

nonlinear term is x2y which gives the rate of x production from both x and y.

Steady states: The steady state of the system (x f , y f ) can be calculated by the following

two equations for which, ẋ = ẏ = 0,

a − (b + 1)x f + x2
f y f = 0

bx f − x2
f y f = 0

The above two equations are simultaneously satisfied by the points (x f , y f ) = (a, b
a
), which

are the only equilibrium of the system. The Jacobian of the system is given as,

J(x, y) =























2xy − (b + 1) x2

b − 2xy −x2























which for the fixed point (x f , y f ) = (a, b
a
) reduces to,

J(x f , y f ) =























b − 1 a2

−b −a2























To analyze the stability of the above system we compute the trace (τ) and determinant (∆)

of the Jacobian matrix, J, which are,

τ = b − a2 − 1

∆ = a2

Since, a > 0 the determinant, ∆ > 0 which implies the fixed point, (a, b
a
) is not a saddle

point. If b < a2 + 1 then τ < 0, and the fixed point is an attractor. But if b > a2 + 1, then
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Figure 2.8: Plot showing the time-series of x-variable in (a), y-variable in (b), phase-

space of both variables in (c) and the nullclines in (d) of the Brusselator system. In (d),

the blue curve is for Eq. (2.17) and the red curve is for Eq. (2.16). The parameter values

are a = 2 and b = 5.2.

τ > 0 and the fixed point is a repellor. The eigenvalues of the Jacobian matrix, J will be,

λ1,2 =
−τ ±

√
τ2 − 4∆

2
=
−(b − a2 − 1) ±

√

(b − a2 − 1)2 − 4a2

2
(2.15)

Nullclines: The ẋ nullcline is computed by putting, ẋ = 0, which gives,

y =
b + 1

x
− a

x2
(2.16)

Similarly, the ẏ nullcline is computed by putting, ẏ = 0, which gives,

x =
b

y
& x = 0 (2.17)

For the parameter values a = 2 and b = 5.2, the nullclines are shown in the Fig. 2.8(d).

Bifurcation analysis: There is no other fixed point apart from the fixed point (a, b/a) in

this system. Thus it is reasonable to guess that there will be Hopf bifurcation in this system
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if the value of the parameters a and b changes. Hopf bifurcation is a local bifurcation in

which a fixed point of a dynamical system loses stability, as a pair of complex conjugate

eigenvalues of the linearized Jacobian matrix around the fixed point, cross the imaginary

axis of the complex plane. Under reasonably generic assumptions about the dynamical

system, we can expect to see a small-amplitude limit cycle branching from the fixed point.

Hopf bifurcation theorem can be stated as follows. For a system given by,

ẋ = fµ(x, y),

ẏ = gµ(x, y),

where µ is a parameter and the point (x, y) = (xo, yo) is the fixed point of the system which

can depend on the value of µ. Let the eigenvalues of the linearized system, J, about this

fixed point be given by λ(µ) where λ±(µ) = α(µ)± iβ(µ). Suppose further that for a certain

value of µ, say µ = µo, the following conditions are satisfied,

τ = 0 and ∆ > 0,

d

dµ
ℜ(λ+(µ))

∣

∣

∣

∣

∣

µ=µo

, 0,

where, τ and ∆ are trace and determinant of J respectively and ℜ(z) denote the real part

of z. Then a unique curve of periodic solutions bifurcates from point (xo(µo), yo(µo)).

The amplitude of the periodic orbits grows like
√
µ − µo and the periods tend to 2π/β.

The bifurcation is called supercritical if the bifurcating periodic solutions are stable, and

subcritical if they are unstable [30].

To do the bifurcation analysis of the above system we fix the value of a and vary b.

In our case, τ = 0 for b = a2 + 1 for this value of b, ∆ = a2 > 0. Now ℜ(λ+) is

−τ/2 = (−b + a2 + 1)/2 thus,

d

db

(−b + a2 + 1

2

)
∣

∣

∣

∣

∣

∣

b=a2+1

= −1

2
, 0
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Figure 2.9: Plot showing the nullclines of the Brusselator system. In (a) ẏ = 0 nullcline

defined by Eq. (2.17) and in (b) ẋ = 0 nullcline defined by Eq. (2.16) is shown. In (c) the

intersections of both the nullclines are shown which divide the positive quadrant into four

quadrants. Here the parameter values are a = 1 and b = 2.5.

Hence, in our case Hopf Bifurcation occurs when b > a2 + 1.

Trapping region: From the above bifurcation analysis it is clear that for b > a2 + 1 the

fixed point is a repellor and there exist a periodic orbit. We will now construct a trapping

region inside which a closed orbit exists according to Poincaré-Bendixson Theorem.

The theorem states that for a continuously differentiable vector field ẋ = f (x) on an open

set containing R, which is a closed, bounded subset of the plane and does not contain any

fixed point, there exists a trajectory which starts in R and stays in R for all future time.

This mean that either the trajectory is a closed orbit or it spirals towards the closed orbit

as t →∞ [30].

Now let us consider our system defined by Eq. (2.14). For simplicity, we fixed the value

of the parameters a = 1 and b = 2.5. The nullclines of the system are shown in the

Fig. 2.9. First we consider, Fig. 2.9(a), where the ẏ = 0- nullclines are shown. Clearly,

the field ẏ < 0 for the region left to the ẏ nullcline x = 0 (in the region x < 0) and ẏ < 0

for the region right of it. Now we consider the other ẏ = 0 nullcline which is y = b/x. We

33



Region ẋ ẏ

I +ve -ve

II -ve -ve

III -ve +ve

IV +ve +ve

Table 2.1: Table showing the sign of the vector fields in the region defined in Fig. 2.9(c).

take two points (a, b
a
± ǫ) where ǫ is very small. Clearly, the location of these two points

are above and below the nullcline y = b/x. The value of ẏ = x(b − x) for point (a, b
a
+ ǫ)

is,

ẏ = a

[

b −
(

b

a
+ ǫ

)

a

]

= −ǫa2 < 0

Thus, the field ẏ for the points whose location is above the nullcline is ẏ < 0 and similarly,

ẏ > 0 for the points which are below the nullcline as shown in the Fig. 2.9(a).

Similarly, the direction of the field ẋ can be determined by considering the points (a ±

ǫ), b/a which are inside and outside the nullcline defined in the Eq. (2.16). For the point

(a + ǫ, b/a), field ẋ becomes,

ẋ = a − (b + 1)(a + ǫ) + (a + ǫ)2 b

a
= ǫ2

b

a
+ ǫ(b − 1) > 0

Thus, ẋ > 0 for the points above the ẋ = 0 curve and ẋ < 0 for the points below the

curve as shown in the Fig. 2.9(b). The first quadrant separates into four regions by the

intersection of x and y nullclines as shown in the Fig. 2.9(c). In all the regions the direction

of the vector fields (ẋ, ẏ) are different. The sign of the vector fields ẋ and ẏ are tabulated in

Table 2.1. Now, we will construct the trapping region as follows. The ẋ nullcline intersect

the x axis at,

0 = a − (b + 1)x + x2(0) =⇒ x =
a

b + 1

also the line x = a/(b + 1) intersect the ẏ nullcline 0 = x(b − xy) at

y =
b(b + 1)

a
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Figure 2.10: Plot the trapping region of the Brusselator system, for the parameter values

a = 1 and b = 2.5, along with some representative vectors showing the direction of the

flow. The limit cycle for the system is shown by brown color. The ẋ = 0 nullcline is

shown by blue and ẏ = 0 is shown by color red.

We join the point (a/(b + 1), 0) and (a/(b + 1), b(b + 1)/a) by line. This will be our left

boundary box. Now we move along the line y = b(b+1)/a to a point whose x co-ordinate

is l. Now we have to find a line starting from this point and descend down to the x axis,

so that its slope is greater than the slope of the vector field ẋ and ẏ. Now, the vector field

has slope, m, given by,

m =
ẏ

ẋ
=

bx − x2y

a − (b + 1)x + x2y

which can be simplified to,

m = − bx − x2y

(bx − x2y) − (a − x)
< −bx − x2y

bx − x2y
= −1 for x > a

Thus, when the line y = b(b+ 1)/a crosses x = a, any line whose slope is greater than −1,

can be used as right boundary. The lower boundary of the bounding box will be y = 0.

A line x = r connects y = 0 to ẋ = 0 nullcline. This will be the trapping region for our

system. A trapping region for the representative value of parameters a = 1 and b = 2.5 is

shown in the Fig. 2.10.
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The direction of the flow is determined using table 2.1. For region I, ẋ > 0 and ẏ < 0

which mean the arrow should point down and to the right. For region II, both ẋ and ẏ

are negative, so the arrow should point down but to the left. Similarly, since in region

III, ẋ < 0 and ẏ > 0, the arrow should point up and to the left and lastly in region IV,

where both ẋ and ẋ are positive, the arrow should point up and to the right, as shown in

the Fig. 2.10.

Now, since we have constructed a trapping region and there are no fixed points apart from

the fixed point at the intersection of the nullclines which is a repeller, it is proved from

Poincaré-Bendixson Theorem that there exists a closed orbit as shown in Fig. 2.10.

In summary, in this Chapter we have discussed models capturing the essential phenomena

of neuronal dynamics and chemical oscillations. In the subsequent chapters, we will use

these low-dimensional models as the nodal dynamics in our networks and lattices.
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Chapter 3

Implications of the imbalance of

positive and negative links

In this chapter we will discuss the effect of positive and negative links on spatiotemporal

regularity on a network of neurons. As we have discussed in Chapter 1 that the properties

and the dynamics of naturally occurring networks are best described by weighted network

and few existing studies of weighted random dynamical networks, consider the weights

of the connectivity matrix to be drawn from a zero mean gaussian/uniform distribution

[5, 105, 54, 55]. So, the interesting scenario of distributions skewed towards positive or

negative weights has not been adequately addressed. Nor has the dynamical significance

of the imbalance of positive-negative links been sufficiently studied. The focus of this

chapter here is to address this unexplored problem.

In particular, here we consider random weighted networks of chaotic maps, with the nodal

dynamics modeling neuronal activity. Namely, we have a network where the dynamical

evolution of the state of the nodes is governed by a local nonlinear map modeling neu-

ronal spiking, as well as a local field arising from the interactive web of positive/negative

feedbacks from other neurons. We study the most general scenario where the weights

of the links of the random network are drawn from distributions with zero, as well as
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non-zero, mean. This helps us to investigate the effect of the balance/predominance of

the positive-negative links, on the time-evolution of the dynamical states of the nodes, as

well as on the global characteristics of the evolved network.

The primary questions we focus in this Chapter are:

(i) What are the dynamical consequences of connection weight distributions skewed to-

wards inhibitory or excitatory links? Specifically, is the balance of positive and negative

feedback loops conducive to regularity, or is it detrimental?

The motivation for this question arises from a hypothesis to explain the origin of the

irregular spiking observed in the cortex, which is a long standing problem in neurobiol-

ogy [106]. The idea is as follows: in cortical anatomy each neuron has a huge number

of synapses [107]. By central limit theorem, these uncorrelated synaptic inputs sum up

to a regular total input signal with only small relative fluctuations, thus precluding ir-

regular dynamics. An explanation of the observed irregularity comes from the idea that

the excitatory (positive) and inhibitory (negative) inputs to each neuron are balanced and

only the fluctuations lead to spikes. Studies on sparse random networks of simple binary

model neurons showed that irregularity arose from approximate balance of excitatory and

inhibitory inputs [108, 109].

Here we consider a more realistic model of neurons, having a real continuous membrane

potential coupled to a recovery current variable. We inspect the validity of the balanced

hypothesis for such a model, for different interaction scenarios. We do not confine our

investigation to sparse connectivity. Instead we scan the full connectivity space, ranging

from dilute connections to global connections, under varying coupling strengths. Further

we investigate the effects of system size on regularity, as well as the effects of the variance

of connection strengths.

(ii) The second significant question we address is the following: what properties of the

connectivity matrix crucially influence the spatiotemporal dynamics? For instance, does
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size matter?

This is interesting vis-a-vis the May-Wigner condition which gives that stability is in-

versely proportional to connection strengths, connectivity and size in a random network

[105].

In this chapter, we investigate the above issues through extensive numerical simulations,

and also provide analysis of the central observations.

3.1 Model

We consider a network of N dynamical elements, with a 2-dimensional map modeling

the dynamics of neurons at each node. These neurons interact with each other through a

connectivity matrix J. Such a network mimics aspects of the dynamics and architecture

of local neuronal populations in the brain.

Here we consider the most general scenario where the matrix of connection strengths J

is asymmetric, random weighted and with different degrees of sparseness, ranging from

dilute links to globally coupled scenarios [110, 111]. The entries of the connectivity

matrix govern both the strength and the type of interaction (namely, excitatory vis-a-vis

inhibitory) between pairs of neurons. So, the evolution of the state at the nodes in the

network is governed by a nonlinear function of the local internal states, as well as an

interactive component similar to generalized global coupling. We describe the intrinsic

and interactive components of the dynamics in more detail below.

Nodal Dynamics : the dynamics at each node i (i = 1, · · · ,N) is described by two contin-

uous state variables xn(i) and yn(i) which capture the fast and slow dynamics respectively

of the ith model neuron at the time n. The dynamics of a single neuron is mimicked by a

two-dimensional map and given by Eq. (2.1) which has already been discussed in Chapter

2. Here the parameters of the map are a = 0.89, b = 0.18, c = 0.28 and k = 0.03 for

39



which the map shows chaotic behavior [87].

Interactions : In our model the interaction is given by a coupling matrix J = {Jij}, where

Ji j determines the coupling between a pair of nodes i and j. It is a sparse N × N matrix,

with density of non-zero links given by connectivity C, i.e. with probability 1 − C an

element Ji j is zero. So, C controls the degree of connectivity in the system, and the

effective or average degree is CN. Note that the “self-interaction” terms are zero here,

namely the diagonal entries Ji j = 0, indicating that individual neurons do not contribute

to the local interaction field.

The non-zero Jij follow a normal distribution with mean, J and variance, σ2. The mag-

nitude of Ji j determines how strongly the nodes are coupled, and the sign determines

whether the interactions are inhibitory/excitatory. Positive weights imply strengthening

interactions, while negative weights inhibit activity.

The overall evolution of the system is governed by the following set of equations:

xn+1(i) = f1[xn(i), yn(i)] +
1

N

N
∑

j=1

Ji jxn( j) (3.1a)

yn+1(i) = f2[xn(i), yn(i)] (3.1b)

where, f1(xn, yn) and f2(xn, yn) are given by Eq. (2.1). Clearly, the interactive component

of dynamics of the membrane potential of each neuron is influenced by a local field com-

prised of the weighted sum of the activity of the other neurons. The mean J determines

the balance of negative and positive interactions, and σ determines the fluctuation in the

interaction strengths.

Note that a network with strongly chaotic dynamics at the nodes, is naturally spatiotem-

porally chaotic in the limit of coupling connections going to zero (namely the uncoupled

state comprised of a collection of uncorrelated chaotic dynamics). In such a system cou-

pling plays the regularizing role and is the sole source of synchronicity in the system. So
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all changes in the spatiotemporal behavior arises from changes in the density of links and

the distribution of connection weights.

3.2 Results

First, we simulate the dynamics of this network, and qualitatively investigate its behavior

over a wide range of size (i.e. number of nodes, N), connectivity C (i.e. the density

of links), and distributions of connection weights (characterized by different mean and

variance σ2). In all our simulations, we leave 10, 000 transient steps, for each run starting

from random initial conditions drawn from the interval [0 : 1].

Further we quantify the degree of synchronization in the network by computing an aver-

age error function defined as the mean square deviation of the instantaneous states of the

nodes:

Z(n) =
1

N

N
∑

i=1

{[xn(i) − 〈xn〉]2 + [yn(i) − 〈yn〉]2} (3.2)

where, 〈xn〉 = 1
N

∑N
i=1 xn(i) and 〈yn〉 = 1

N

∑N
i=1 yn(i) at time n. This quantity averaged over

time n and over different realizations is denoted as 〈Z〉. When 〈Z〉 = 0, we have complete

synchronization. As 〈Z〉 becomes larger, the degree of synchronization gets lower. The

average in the results reported here is typically over 500 time steps, and over 10 different

initial network conditions.

We describe below the dynamical features of the emergent network state, with respect to

the key coupling parameters, as evident qualitatively through bifurcation diagrams, and

quantitatively through the above synchronization measure.

Influence of connectivity C on spatiotemporal regularity:

When connectivity is low, (C → 0), the local chaos is the dominant influence on the over-

all dynamics, and the fixed point is destabilized in the above system for all J. Namely,

when there are few links per node, all regularity in temporal behavior and spatial synchro-
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nization is lost. This is clearly seen from the contrasting temporal and spatial patterns of

the Fig. 3.1a, 3.2a, which are for C = 0.01 and the other two figures for higher connectiv-

ity value in Fig. 3.1, 3.2, which are for C = 0.5 and C = 0.9. By contrast, when J is not

close to zero, high connectivity, C, leads the system to a spatiotemporal fixed point (see

Fig. 3.3 for representative examples). The qualitative observations from the bifurcation

diagrams are corroborated quantitatively through the synchronization error function plot-

ted in Figs. 3.4-3.6. It is clear then, that the nodes have to be coupled to a large number

of nodes in the network in order to support a stable steady state. We will later rationalize

this through our analysis of the network dynamics.

Influence of mean J on spatiotemporal regularity:

As mentioned above, when connectivity C is high, we observe the following: high positive

mean (i.e J > 0), as well as low negative mean (i.e. J < 0) stabilizes the fixed point in

the system. This implies that when the links are predominantly positive or predominantly

negative the neuronal dynamics goes to a rest state. However when the positive and

negative links are well balanced, i.e J ∼ 0 the dynamics becomes irregular across the

network and the neurons at the nodes exhibit large irregular spikes in activity. Figs. 3.1,3.3

demonstrates this behavior for a representative set of parameters. Note that the fixed point

stabilized for positive J, x∗+, is different from that stabilized for negative J, x∗−. For largely

negative links, one obtains a fixed point close to zero, i.e. the nodes become inactive. For

largely positive links, on the other hand, the fixed state is that of some constant activity

determined by the value of J. So, it is evident that a balance of excitatory and inhibitory

interactions is not conducive to a dynamical steady state. Only when one type of influence

dominates the other, stable fixed points are obtained.

Effect of standard deviation, σ:

Figures in Fig. 3.5 display the effect of standard deviation of the connection weights, σ,

on the dynamical state of the nodes in the network, for varying mean, J of the connection

weights. It is observed that for positive mean, J > 0, increasing the value of σ and number
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Figure 3.1: Bifurcation diagrams of the temporal pattern in the network with respect

to Mean, J for various value of connectivity, C. The number of nodes is 100, and the

standard deviation, σ is 0.2.
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Figure 3.2: Bifurcation diagrams of the spatial pattern of a randomly chosen node in the

network with respect to Mean, J for various values of connectivity, C. Here, the number

of nodes is 100, and the standard deviation σ is 0.2.
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Figure 3.3: Spiking patterns of a representative neuron in a network of size N = 100, for

mean connection weight J = −1, 0, 1. Standard deviation, σ, of the connection weights

is 0.2. Note the temporal irregularity of the case where the connection weights have zero

mean, namely the positive and negative links are balanced.

of nodes N, does not influence spatiotemporal regularity much.

However for low negative mean synchronization depends crucially on both σ and system

size N. For example, as shown in Fig. 3.4 a large number of nodes and fairly high connec-

tivity is required for the synchronization of the system for J = −1. Further when negative

links were very predominant, we observed the co-existence of two kinds of dynamics:

some initial network states were attracted to the spatiotemporal fixed point close to zero

(as seen in Fig. 3.1), while for certain other initial states the nodal dynamics was prone

to rapid runaway instability (see Fig. 3.6). This unbounded dynamics is similar to the

runaway activity in [112]. This is in contrast to the J ≥ 0 region where the dynamical

state displayed in Fig. 3.1 and Fig. 3.3 appeared to be the global attractor of the system.

Effect of System Size:

In the balanced regime where the mean connection weight is close to zero we observe that

increasing system size does not affect spatiotemporal dynamics much, especially when

45



connectivity is low. Similar trends occur in the dominantly excitatory region, namely the

synchronicity of the dynamics does not depend on network size. This is manifested clearly

in Fig. 3.4 and Fig. 3.5, from where it can be seen that for J ≥ 0, the synchronization

error does not change with varying network size.

However in the predominantly inhibitory region it is clear that a larger number of nodes

in the network, stabilizes the system, and the runaway unbounded dynamics is strongly

suppressed in large networks in the dominantly inhibitory regime. This is evident through

Fig. 3.6 which display the synchronization properties of networks of three different sizes

in the J < 0regime. Further, in general, sparse networks (C ∼ 0) are much less effected by

system size than highly connected ones. This is in concordance with the results in [109].

To check the generality of the above observations we also studied the system,

xn+1(i) = f1[xn(i) +
1

N

N
∑

j=1

Ji j xn( j)], (3.3a)

yn+1(i) = f2[xn(i), yn(i)]. (3.3b)

Qualitatively similar results are obtained here as well. Broadly speaking, the above dy-

namical rules also involve local chaos and positive/negative interactions. However, in

contrast to Eq. (3.1), where the nodes are updated locally and then the interactions alter

the nodal state, here the state of the system updates locally after the interactions have

altered the nodal state [54, 55]. It was observed that qualitatively similar phenomena

emerge with this variation in dynamics as well.

Now, in the section below, we will rationalize these observations through mean field anal-

ysis of the network dynamics.
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(c) N = 250

Figure 3.4: Density plot of the Synchronization Error (defined by Eq. (3.2)) in the pa-

rameter space of Mean J and Connectivity C, for various system sizes. Here, the standard

deviation of the connection weight distribution is 0.2. The yellow region on the density

plot indicates unbounded dynamics.
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(b) N = 200

Figure 3.5: Density plot of the Synchronization Error (defined by Eq. (3.2)) in the pa-

rameter space of Mean J and Standard Deviation σ, for two system sizes (a) N: 100 and

(b) 200. Here C = 1, and an average over 20 different random initial conditions was

considered.
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(b) J = −0.8

Figure 3.6: Average synchronization error vs connectivity C, for a network of three

different sizes (N = 50, 100, 200). Here the standard deviation of the connection weight

distribution σ = 0.5, and the mean of the non-zero connection weights is J = −0.5 in

(a) and J = −0.8 (b). The y-axis is truncated at 2, and synchronization errors larger than

2 (which occur for unbounded situations) are shown by points at 2. Clearly, larger size

yields more regularity, namely lower synchronization error, and also, runaway instabilities

are suppressed in larger networks.
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3.3 Analysis of the Network Dynamics

Now we will try to understand the numerical observations above through an approximate

mean-field analysis of the network dynamics.

At the spatiotemporal fixed point all x(i) = x∗, and so the coupling term,

1

N

N
∑

j=1

Jijx(i) = x∗
1

N

N
∑

j=1

Ji j.

Now, for a very large number of nodes N,

1

N

N
∑

j=1

Jij ∼ JC

as the sum is over the NC non-zero entries Ji j (of average value J) of the coupling matrix.

Using this, our system, when close to a steady state x∗, y∗, can be described approximately

as,

xn+1(i) = f1[xn(i), yn(i)] + JCx∗, (3.4a)

yn+1(i) = f2[xn(i), yn(i)], (3.4b)

where, f1(xn, yn) and f2(xn, yn) are given by Eq. (2.1).

The approximate evolution equation above is obtained in the limit of the number of nodes

in the system N → ∞, and σ → 0. So in order to be closer to this description of the

network dynamics, the network size has to be large and the variance of the connection

strengths has to be small.

Now it is immediately clear from Eq. (3.4) that, in the limit C → 0 (namely extremely

sparsely connected neurons) and in the limit J → 0 (namely when the positive/negative

connection weights are balanced) one will obtain spatiotemporal chaos. This follows from
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the fact that both these limits decouple the neurons, and so the full system becomes a set

of uncoupled, thus uncorrelated, chaotic local neurons. This inference is bourne out by

numerics (e.g. Fig. 3.1).

We will now analyze the stability of spatiotemporal fixed point in Eq. (3.4), when JC , 0.

First, note that the fixed point is given as a solution of following equations,

x∗ = (x∗)2 exp(y∗ − x∗) + k + JCx∗, (3.5a)

y∗ = ay∗ − bx∗ + c. (3.5b)

We consider the parameter values a = 0.89, b = 0.18, c = 0.28 and k = 0.03, for which a

single node is chaotic, as in the numerics.

Simplifying Eq. (3.5), by substituting,

y∗ =
c − bx∗

1 − a

we get the following equation,

x∗ = f (x∗, JC) = (x∗)2 exp

(

c − bx∗

1 − a
− x∗

)

+ k + JCx∗ (3.6)

We use the above effective equation, which reduces the N coupled chaotic neuronal maps

to an effective dynamical map describing one neuron in a mean field of coupling interac-

tions, as the starting point of our stability analysis.

Now, the JC can have a maximum value of 1 and a minimum value of −1 when the mean

J is in the range −1 to 1, as the maximum value of C is 1. From Eq. (3.6), it is clear that

f (x, JC) is always greater than x for JC ≧ 1. Thus we can only have a real solution for x

when JC < 1.

The solutions of the above, given by the intersection of the y = x (450 line) and the

y = x2 exp
(

c−bx
1−a
− x

)

+ k + JCx curve, are shown graphically in Figs. 3.7- 3.8. It is clear
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)

+ k + JCx vs. x for JC = 0.9 and −0.9,

namely for highly negatively skewed weights and highly positively skewed weights.

that for very negatively skewed connection weights, for instance, JC ∼ −0.9, there is one

solution close to zero, namely x∗− ∼ 0. For very positively skewed connection weights,

for instance,JC ∼ 0.9, there is a solution at high x∗+ ∼ 2. This is entirely consistent with

the numerically obtained bifurcation diagrams shown in Fig. 3.1. The function f (x, JC)

can either have one zero or three zeros depending on the parameter value JC. Graphically

it can easily be seen that there is only one solution for Eq. (3.6) from JC = −1 to

JC ∼ −0.85, and from JC ∼ −0.15 to 1. In between these, following a tangency in

two different places, there is a transition from one solution to three solutions. One stable

solution is close to x∗+, one stable one close x∗− and one unstable point in between these

two, x∗
thresh

, which gives a threshold below which x∗− is stabilized, and above which x∗+ is

attracting.

The stability of the fixed points can be gauged from the eigenvalues of the Jacobian of the

effective dynamics of a single node, given by:

J =























exp(y∗ − x∗)x∗(2 − x∗) + JC x∗2exp(y∗ − x∗)

−b a























(3.7)
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)

+k+ JCx vs. x for JC = −0.7,−0.13, 0.1.

Note the evident tangency, which leads to intermittency in the dynamics.

We compute the stable fixed point for Eq. (3.6) for different values of mean J and con-

nectivity C, and finally calculate the eigenvalues of the Jacobian matrix J (for the most

stable fixed point in case there is more than one). The magnitude of the largest eigenvalue,

thus computed, is shown in Fig. 3.9. From the figure it is seen that for almost all values

of J and C (except both being equal to 1), the eigenvalues of Jacobian matrix are less

than one. So this approximate system supports a stable spatiotemporal fixed point, with

varying degrees of stability given by the varying magnitude of the eigenvalues. The color

density plot of the eigenvalues in Fig. 3.9 suggests a similarity with the overall stability

of the system in Eq. (3.1), such as seen in Figs. 3.1, 3.4-3.6.

The stability of the true dynamics can be gauged by considering the stability of the above

approximate system under considerably large random fluctuations. First, the parameters

for which eigenvalues are closer to zero will support a more robust spatiotemporal fixed

point than those where the eigenvalues are closer to one. This accounts for the enhanced

stability of the spatiotemporal fixed point for large positive JC. That is, when the connec-

tions are dense and skewed considerably towards positive links the fixed point x∗+ (which

is the only solution of Eq. (3.6)) is stabilized. Fig. 3.9 also suggests that for large C and
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Figure 3.9: Eigenvalues of Jacobian matrix against mean ( J) and Connectivity(C). (See

Fig. 3.4 for comparison.)

dominantly negative connection strengths, the eigenvalues approach one. This suggests

the observed instabilities encountered when JC → −1 (cf. Figs. 3.5-3.6).

The next feature suggested by the analysis is the following: when there is one attracting

fixed point, the dynamics is more stable under large fluctuations, as there is no competing

sink for the phase flow. However when the negative and positive connection strengths are

more balanced, there are two competing attracting fixed points separated by an unstable

one, giving a “threshold” below which the fixed point closer to zero (namely complete

inactivity) is stabilized. Above the “threshold” the large fixed point is attracting. So for

a system subject to large fluctuations, the dynamics will swing randomly from around x∗−

(close to zero) to around x∗+ (which is large).

Lastly, larger N implies smaller fluctuations about the mean field approximation, as the

law of large numbers dictates that the mean square deviation of the interaction field term

goes as O(1/N). Similar effect occurs for small σ, which implies that the connection

weights are clustered closely around the mean value. So for increasing N and decreasing

σ the stability is closer to that given by the mean field analysis. This is consistent with our

numerical observation that larger network size, and smaller variance, leads to enhanced

spatiotemporal regularity.
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Lastly, one can also use results from random matrix theory [113], which give the largest

eigenvalue of a symmetric random matrix, whose entries are from a normal distribution

with mean, µ > 0 and variance, ν to be,

λmax = Nµ +
ν

µ
. (3.8)

In our network, the mean is JC and the variance is σ2C + J
2
C(1 − C). So, the maximum

eigenvalue of the Jacobian matrix will be [114]

λmax ∼ f ′(x∗) + JC +
σ2

JN
+

J(1 − C)

N
(3.9)

Thus, it is clear that for mean J → 0 the maximum eigenvalue of the Jacobian matrix

gets very large indeed, indicating strong instability of the spatiotemporal fixed point state.

This is completely consistent with the numerical observation that balanced positive and

negative links yields spatiotemporal irregularity.

Caveat: We should mention here though, that the generality of these results, vis-a-vis vari-

ation in local dynamics, distribution functions, and network types, is an open issue. It is

possible that the delicate interplay between the local evolution and the global connections

may yield a variety of different spatiotemporal behavior. It is indeed an outstanding prob-

lem to gauge what features are universal (if any) in the emergence of collective behavior

from the complex interplay of the nodal dynamics and positive/negative feedbacks due to

connections.

3.4 Conclusions

We have investigated the effect of the interplay of positive and negative links, on the dy-

namical regularity of a random weighted network, with neuronal dynamics at the nodes.

We investigated how the mean J and the variance of the weights of links, influence the
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spatiotemporal regularity of this dynamical network. We find that when the connections

are predominantly positive (i.e. the links are mostly excitatory, with J > 0) the spatiotem-

poral fixed point is stable. A similar trend is observed when the connections are predom-

inantly negative (i.e. the links are mostly inhibitory, with J < 0). However, when the

positive and negative feedback is quite balanced, namely when the mean of the connec-

tion weights is close to zero) one observes spatiotemporal chaos. So counter-intuitively,

it appears that in this random weighted network of neuronal maps, balanced positive and

negative feedback leads to the destabilization of the fixed (rest) state, resulting in large ir-

regular spiking. Namely balanced inhibition and excitation leads to spatiotemporal chaos

in the neuronal population.

Further we observed that, for non-zero mean, larger network size leads to greater spa-

tiotemporal regularity. Namely, the stability of the fixed state increases with increasing

number of coupled neurons. This is interesting vis-a-vis the May-Wigner condition which

gives that stability is inversely proportional to size in a random network [5, 105, 54, 55].

We rationalized our observations through mean field analysis of the network dynamics.

Now the origin of the irregular spiking that is observed in the cortex is a long standing

problem in neurobiology. Our observations are consistent with the hypothesis that the

temporal chaos in the firing of a neuron results from an approximate balance between its

excitatory and inhibitory inputs [106, 108, 109].

So in summary, the trends observed in networks where the connection weights are ran-

domly distributed about a non-zero mean, are significantly different from those seen in the

commonly studied random weighted networks with zero-mean. Our central result is that,

to be stabilized to a inactive state, one needs one type of connection (either excitatory or

inhibitory) to dominate. Namely, when the mean of the connection weights is far from

zero, the spatiotemporal steady state is obtained.
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Chapter 4

Cluster formation in populations of

coupled chaotic neurons

In this chapter, we discuss formation of clusters in a populations of coupled chaotic

model neurons under homogeneous global coupling, and distance-dependent coupling. In

distance-dependent coupling case, the coupling weights between neurons depend on their

relative distance. Here, we will explore whether the emergent spatiotemporal patterns

are the dynamical effect of inhomogeneity in the coupling or the result of the influence

of the underlying lattice structure. To understand this problem, we have considered the

same system under a coupling scheme where the coupling strength among the nodes are

randomly distributed but like distance dependent coupling in the averaged sense.

We have discussed in Chapter 1 that for a system of coupled maps, which is commonly

used to model the spatiotemporal dynamics of extended chaotic systems [31, 39, 111], the

dynamics consists of two components: (i) a local nonlinear mapping, which is a source

of local instability and on-site complex behavior; (ii) interactions with subsets of other

elements. The coupling promotes synchronization in the evolution of the elements, while

the local dynamics tends to destroy this coherence. The balance between these two trends

accounts for rich pattern formation in such systems, such as stable clusters or condensate
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of elements [42, 43]. Synchronization [18, 19] is an emergent property in such networks

of interacting dynamical elements. So, it is also vital to try and understand the routes of

transition from incoherent dynamical elements to synchronized groups.

4.1 Population of Interactive Neurons

Now, we describe our model of a population of interactive neurons. It is comprised of

local neuronal dynamics, coupled through varying forms of interaction. The nodal dy-

namics gives rise to the complexity in dynamics through the strong non linearity. The

interactions induce coherence in varying degrees, yielding different clustering patterns in

the population.

Nodal Dynamics: The local dynamics in the network is described by a two-dimensional

Chialvo map [87], which mimic the dynamics of a single neuron, and given by Eq. (2.1).

The parameters of the map are a = 0.89, b = 0.18, c = 0.28 and k = 0.03 for which the

map shows chaotic behavior as discussed in Chapter 2.

Coupling interactions: First we consider homogeneous diffusive global coupling that

involves all elements weighted equally, with the overall dynamics is given by,

xi
n+1 = f1(xi

n, y
i
n) +

ǫ

N

N
∑

j=1

(x j
n − xi

n), (4.1a)

yi
n+1 = f2(xi

n, y
i
n), (4.1b)

where, ǫ is the coupling strength, i = 1, · · · ,N is the site index, N is the total number of

nodes in the lattice, n is iteration steps and f1(xn, yn) and f2(xn, yn) are given by Eq. (2.1).

Next, we consider distance dependent coupling with the neurons in a ring-like lattice.

Here the coupling is weighted inhomogeneously, and depends on the relative distance

between the nodes. Unlike the homogeneous global coupling case above, the structure of
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the network now influences the dynamics, with the evolution equations given as,

xi
n+1 = f1(xi

n, y
i
n) +

ǫ

N

N
∑

j=1

(

1 − τi j

N

)

x j
n, (4.2a)

yi
n+1 = f2(xi

n, y
i
n), (4.2b)

where, τi j = |i − j|, is the smallest distance between the two nodes i and j. Clearly, the

strength of the coupling between two elements varies in the interval (0, ǫ/2] such that the

strength of link decreases linearly with the increase in distance between the two nodes.

So, while the coupling is global here as well, as every node is influenced by all elements,

it is not homogeneous as in Eq. (4.1).

At last, we consider randomly distributed inhomogeneity in the coupling strength for

the lattice where the distribution is such that the coupling between the nodes is like the

distance dependent case above, in an averaged sense. First, we study a system where the

coupling of node i to node j is randomly chosen from a set of N/2 coupling strengths:

(1− i/N)ǫ, with i = 1, . . . ,N/2. We also considered the case, where the coupling strength

between two nodes i and j are randomly drawn from an uniform distribution between [0 :

ǫ/2]. So, for both these types of inhomogeneous coupling, each site, on an average has

an uniform spread of coupling strengths from 0 and ǫ/2, just as in the distance dependent

coupling scenario. However, unlike distance dependent coupling, there is no regularity in

the value of coupling strength, and there is no sense of an underlying lattice structure.

4.2 Phenomenology

We explore the spatiotemporal patterns that emerge in this system under varying strengths

and forms of coupling. In particular, we focus on the emergence of clusters or condensates

of model neurons in the population.

When coupling is homogeneous and global, the route to complete synchronization for this
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Figure 4.1: Time series of the population showing (a) two anti-phase clusters for ǫ =

0.04, (b) two clusters, in arbitrary phase relation with each other for ǫ = 0.1, (c) one

synchronized cluster for ǫ = 0.12, in a system with homogeneous global coupling. The

total population consists of 200 model neurons, with each neuron in the chaotic regime.

Here the dynamics of all the neurons are superimposed.

network is as follows:

(i) For very small coupling strengths all the elements are desynchronized.

(ii) For coupling strength ǫ in the range 0.04 − 0.05, the neuronal population splits into

two subgroups. All neurons have the same amplitude, but the neurons in different

sub-groups have different phases, with the phase difference being approximately π.

We term this anti-phase cluster or phase flip cluster, as the two subgroups are in

opposite phase, as is evident from Fig. 4.1(a). The number of elements in each

cluster, is the same, for this state.

(iii) Further increase in the value of ǫ leads to desynchronization among the two sub-

groups.

(iv) The desynchronization window above is followed by a range of coupling, ǫ ∈
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0.09 − 0.10, where the neuronal population again divides into two synchronized

subgroups. Here each subgroup has different amplitude and different phase of oscil-

lation as shown in Fig. 4.1(b). Unlike the clusters in (ii) above, the elements are not

equipartitioned into the two clusters. Rather, the number of elements in the large

amplitude group is greater than those in the small amplitude group.

(v) Lastly, for ǫ > 0.11, we obtain complete synchronization among the group as shown

in Fig. 4.1(c). Namely, when coupling strength is larger than a critical value ∼ 0.11,

we get x j = x, for all j = 1, . . . ,N, i.e. all the elements in the system behave as one.

In order to quantify the degree of synchronization in the network, we compute an average

error function defined as the mean square deviation of the instantaneous states of the

nodes:

Zn =
1

N

N
∑

i=1

{[xi
n − 〈xn〉]2 + [yi

n − 〈yn〉]2}, (4.3)

where, 〈xn〉 and 〈yn〉 are the space averages of the fast and slow variables at time n. This

quantity averaged over time n, and over different realizations, is denoted as Z. When

Z = 0, we have complete synchronization.

The variation of synchronization error with respect to global coupling strength ǫ is dis-

played in the Fig. 4.2. Clearly, Z → 0 for ǫ > 0.11. Further note that system size does not

influence synchronization properties.

In summary, for homogeneous global coupling we find three types of clusters: phase

flip cluster, two state cluster and one synchronized cluster, as global coupling strength is

varied.

Now we describe the spatiotemporal patterns arising from distance dependent coupling.

As coupling strength increases, we observe the following:

(i) For very small value of coupling strength the lattice is desynchronized.

(ii) With increasing coupling strength, namely in the ǫ-range 0.03−0.04, the population

61



0 0.05 0.1 0.15 0.2

Coupling strength, ε
0

0.1

0.2

0.3

0.4

0.5

0.6

Z

N = 50
N =100
N =200
N = 400

Figure 4.2: Plot of the synchronization error, Z (defined by Eq. (4.3)) vs. coupling

strength ǫ, for coupled chaotic neurons. Results for different system sizes N are dis-

played. Here the synchronization error is computed by averaging over 1000 iterations

after transience, and a further average over 10 initial conditions. Clearly, system size does

not affect synchronization properties.

splits into two groups, whose phase difference appears to be equal to π. The time

series and phase space plot of this anti-phase clustered state is shown in Figs. 4.3(a)

and 4.4(a), respectively. The number of elements in each synchronized cluster is

again the same.

(iii) Further increase in the value of coupling strength, ǫ, leads to desynchronization

among the elements first, followed by formation of clusters. In the ǫ range 0.05 −

0.055, we find that the lattice split into three clusters, as shown in the Figs. 4.3(b)

and 4.4(b). In this clustered state, two subgroups contain synchronized elements

having different amplitude, as well as different phase relation with respect to the

other group. The third subgroup is desynchronized and incoherent, and co-exists

with the two synchronized groups. Notice, that homogeneous global coupling did

not yield this class of clustered states.

(iv) The novel three cluster state reduces to a two clusters with increasing coupling
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Figure 4.3: Time evolution of state space of model neurons under distance dependent

coupling. The total number of nodes in the lattice is N = 200 and each node is in the

chaotic regime. In each plot the dynamics of all the neurons are superimposed.

strength, namely in the ǫ range 0.06 − 0.075. A representative time series of this

is shown in the Fig. 4.3(c). The phase diagram shown in Fig. 4.4 (c) displays the

two limit cycles of different amplitude. The number of elements in large amplitude

cluster is greater than that in the small amplitude cluster.

(v) For ǫ > 0.075, we find that the group is fully synchronized in both amplitude and

phase as seen in Fig. 4.3(d).

(vi) As the value of the coupling strength increases further, the system goes to a fixed

point, which is stable for ǫ > 0.12. This will be shown analytically in the sec-

tion (4.3). But, it can be seen from the Fig. 4.4, that the size of limit cycle decreases

as the strength of the coupling is increased. Thus, for larger coupling strength all

the elements will settle to a fixed point.

We also find co-existence of different dynamics in small ranges of ǫ, near the transition
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Figure 4.4: Phase space plots of the model neurons under distance dependent coupling.

The total number of nodes in the lattice is N = 200 and each node is in the chaotic regime.

In each plot the dynamics of all the neurons are superimposed

point. For instance, we find desynchronized dynamics along with the three cluster state

near ǫ = 0.05 for certain initial conditions. Other than at these transition points, the

dynamical states are quite robust and most likely global attractors.

The phenomena of different types of clustering in this system can also be visualized by

using the Poincaré section. To construct the Poincaré section, we have recorded the value

of the slow variable yn, whenever the value of the fast variable xn is equal to 1 for each

neuron. Also, we have considered only those values of yn for which, (xn+1 − xn−1) > 0.

Using this, we obtain the bifurcation diagram of the Poincaré section of this system with

respect to coupling strength ǫ, as displayed in Fig. 4.5.

The time series results are completely consistent with the bifurcation diagram shown in

Fig. 4.5. Here, anti-phase cluster and synchronized cluster are represented by a single

point in the diagram. For the two cluster state we get two points, as they have two distinct
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Figure 4.5: Poincaré section of the model neurons with respect to coupling strength ǫ for

system size N = 200 and N = 500. Note that system size does not influence the emergent

dynamical properties.

limit cycles. For the three cluster state, the amplitude of the limit cycles vary (as evident

in Fig. 4.4(c)), and so we get a scatter of points in the poincaré section in this regime.

The coexistence of different dynamics for a small range of ǫ, at transition points, is also

evident.

In summary, for distance dependent coupling, we have all the clustering patterns found in

systems with homogeneous global coupling. Additionally, we have a distinct clustering

behavior, the three cluster state, where the population splits into three groups, namely two

synchronized groups and one incoherent group.

Lastly, we try to address the following question: do the spatiotemporal patterns observed

in distance dependent coupling arise from the inhomogeneity of coupling strengths due to

their distance dependence, or is it a result of the sensitivity of distance dependent coupling

to the underlying lattice structure.

To understand this issue, we study inhomogeneity in the coupling strength, ǫ. First we
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Figure 4.6: Time Series of the population with inhomogeneous coupling strengths, de-

picting (a) fuzzy phase flip clusters for ǫ = 0.055 and (b) fuzzy two-state clusters for

ǫ = 0.11. Here, the dynamics of all the neurons are superimposed.

consider the coupling strengths randomly distributed among the same set of strengths that

would rise in distance dependent coupling, namely, (1 − i/N)ǫ, with i = 1, . . . ,N/2. For

this class of inhomogeneous coupling, the three state cluster is not found. However, fuzzy

phase flip and two-state cluster arise, and a representative time series of these are shown

in Fig. 4.6. For larger values of ǫ, all nodes settled down to fixed points.

We also considered the case, where the coupling strength between two nodes i and j are

given by a connectivity matrix C, where the elements of the matrix are taken from uniform

random distribution between [0 : ǫ/2], and Cii = 0 for all i. For this class of coupling, we

found that all the elements are desynchronized for small value of coupling strength ǫ, and

settle to a fixed point for larger values of ǫ.

Clearly, the special pattern found in distance dependent coupling, namely the three state

cluster, is the dynamical effect of the lattice structure imposed by distance dependent

coupling and not due to inhomogeneity alone.
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4.3 Stability Analysis for Distance Dependent Coupling

Finally, we analyze some aspects of the dynamical patterns arising in the extensive nu-

merical simulations reported above. Now, the stability of the fixed point for distance

dependent coupling can be gauged by eigenvalues of the Jacobian matrix. For the fixed

point solution we have,

xi
n+1 = xi

n = x & yi
n+1 = yi

n = y ∀ i.

Solving Eq. (2.1) for the slow variable and substituting back in the Eq. (4.2) we get,

x = x2exp

(

c − bx

1 − a
− x

)

+ k + x
ǫ

N

N
∑

j=1

(

1 −
τi j

N

)

, (4.4)

which can be simplified for even N, and we have,

x

[

1 − ǫ
(

3

4
− 1

N

)]

= x2exp

(

c − bx

1 − a
− x

)

+ k (4.5)

Clearly, the right hand side is always positive. Hence the solution will exist only when,

ǫ < 4N
3N−4
∼ 1.33. Now the Jacobian matrix, J, for the system is a 2N×2N circulant matrix

[115] and can be written as,

J = circ
(

a0, a1, · · · , aN/2, · · · , a2, a1

)

, (4.6)

where, ai for i = 0, 1, · · · ,N/2 are 2 × 2 matrices and defined as,

a0 =























a01 a02

a03 a04























(4.7)

with,

a01 =
∂ f1(x, y)

∂x
, a02 =

∂ f1(x, y)

∂y
, a03 =

∂ f2(x, y)

∂x
, a04 =

∂ f2(x, y)

∂y
(4.8)

67



and for i , 0, we have,

ai =























ǫ
N

(

1 − i
N

)

0

0 0























(4.9)

∀ i = 1, . . . ,N/2. The Jacobian matrix defined in Eq. (4.6) is a block-circulant matrix

and can be set into a block-diagonal form by a unitary transformation. The unitary matrix

which affects the block diagonalization is a direct product of Fourier matrices of sizes

N × N and 2 × 2, the entries of which are roots of unity, independent of the matrix being

diagonalized [115, 116].

In the block diagonal form the above matrix can be written as,

BD = diag(D0,D1, · · · ,DN−1), (4.10)

where, the matrix Dr; for r = 0, 1, · · · ,N − 1 are 2 × 2 matrix, are given as, Dr = a0 +

ωra1 + · · · + ωN/2
r aN/2 + · · · + ωN−1

r a1, where ωr = eiθr and θr = 2πr/N.

Hence, to check the eigenvalues at the fixed point for the whole range of θ i.e. from θ = 0

to θ = 2π, it is enough to check the eigenvalues for θ = 0 and θ = π. Clearly, θ = 0 also

covers r = 0. Now for the θ = 0, the matrix Dr for r = 0, 1, ..,N − 1, can be written as,

Dr(θ = 0) =























a01 + ǫ(
3
4
− 1

N
) a02

a03 a04























(4.11)

and for θ = π and r = 1, 2, ..,N − 1 we have,

Dr(θ = π) =























a01 +
ǫ

N2 a02

a03 a04























(4.12)

Clearly, if the magnitude of the eigenvalues of the above two matrices is less than one, the

fixed point is stable. The fixed point is calculated by bisection method for the Eq. (4.5)

in the ǫ range [0, 0.1], and by the iteration method for ǫ > 0.1. Considering these values
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of the fixed point solution, and calculating the eigenvalues of the matrix Dr for θ = 0 and

θ = π, we find that for ǫ > 0.12 the fixed points are stable. This is consistent with our

numerical observation.

4.4 Conclusions

We have investigated the effect of distance dependent coupling vis-a-vis homogeneous

global coupling on cluster formation in a population of chaotic neurons. For global dif-

fusive coupling, we found three types of coherent clusters: anti-phase cluster, two state

cluster and one synchronized cluster. For distance dependent coupling, apart from these

three coherent clusters we found a new type of clustering where the population splits into

three subgroups, with two subgroups synchronized within themselves while the third sub-

group has incoherent elements. This three state cluster reduced to a two state cluster with

increasing coupling strength. We also considered randomly distributed inhomogeneity in

the coupling strength, where the distribution is such that the coupling between the nodes

is like the distance dependent case, in an averaged sense. But, the three state cluster is not

found which indicates not only the inhomogeneity but also a particular type of architec-

ture in the coupling strength is needed to observe this clustered state. So, in summary, a

rich variety of cluster formation emerged in this population of chaotic neurons, yielding

different routes to complete synchronization under varying coupling forms.
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Chapter 5

Emergent patterns in interacting

neuronal sub-populations

In this Chapter, we consider interacting populations of model neurons, where the coupling

asymmetry arises due to the interacting groups being in different dynamical domains.

Such a network is motivated by the fact that the brain, broadly speaking, is a system of

interacting neural groups which can be in different dynamical domains.

Our primary motivation is to understand how groups can induce synchronization in other

dynamically distinct groups. We look for phenomena analogous to event-related oscil-

latory response in models of the brain, termed as Event-Related Synchronization (ERS)

or Desynchronization (ERD). Typically ERD occurs when a small group of oscillators

separate themselves from the larger synchronized group due to an event [117, 118]. This

phenomena is relevant, for instance, in Attention Deficit/Hyperactivity Disorder (ADHD),

where ERD was observed in the alpha band and ERS in the beta band [119].

Now, the event could be a dynamic signal from outside the system, or it may be from a

different region in the same system that is characteristically different from the rest of the

system, like in the case, where sensory stimuli from the other parts of the body desyn-

chronizes the synchronized delta oscillations during light anesthesia [120, 121]. Further,
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synchronized clusters play a central role in many brain related phenomena, such as in

epileptic networks, determining seizure onset and propagation [122]. So, it is vital to

study the formation of clusters due to interaction of one synchronized group with the

other synchronized group where each group can be characteristically different in their

sizes and their intrinsic behaviors.

Specifically here, we explore the dependence of the synchrony of a sub-population on

inter/intra-group coupling strengths, relative size of the groups and their intrinsic behav-

iors. The principal question we address is this:

(i) Does a group have to be a majority group in order to influence another dynamically

different one?

(ii) What kind of intrinsic dynamical behavior is most amenable to influence by another

group, and what behavior wields most influence?

In this chapter, we will show that, counter-intuitively, certain minority groups can be very

effective in inducing synchronization in a dynamically different majority group. We will

also report the range of clustering behavior induced by inter-group coupling, ranging from

two synchronized groups and anti-phase clusters.

5.1 Interacting Populations of Model Neurons

The local dynamics at each node i where i = 1, . . . ,N in this network, models neuronal

dynamics through a two-dimensional Chialvo map [87] with two state variables, xn(i) and

yn(i), which are described by Eq. (2.1). We consider the parameter values, a = 0.89, c =

0.28 and k = 0.03, and vary the parameter b in order to model nodes with oscillatory

dynamics (for b = 0.6) and aperiodic bursting, namely chaotic, behavior (for b = 0.18).

In our model, we have two populations denoted by (A and B). The parameters of the

local map modeling the neurons in each group can be chosen such the neurons are either

72



periodic or chaotic. The intra-group and inter-group coupling strengths are ǫ1 and ǫ2

respectively. So the dynamics of the interactive system of A and B dynamical groups is

given as,

x
(A)

n+1
(i) = f1[x(A)

n (i), y(A)
n (i)] +

ǫ1

N

N1
∑

j=1

(x(A)
n ( j) − x(A)

n (i)) +
ǫ2

N

N
∑

j=N1+1

(x(B)
n ( j) − x(A)

n (i)); (5.1a)

y
(A)

n+1
(i) = f2[x(A)

n (i), y(A)
n (i)], (5.1b)

x
(B)

n+1
(i) = f1[x(B)

n (i), y(B)
n (i)] +

ǫ1

N

N
∑

j=N1+1

(x(B)
n ( j) − x(B)

n (i)) +
ǫ2

N

N1
∑

j=1

(x(A)
n ( j) − x(B)

n (i)); (5.1c)

y
(B)

n+1
(i) = f2[x(B)

n (i), y(B)
n (i)]. (5.1d)

Thus, the dynamics of the membrane potential of each neuron is influenced by a local

field comprised of sum of the activity of all neurons, with different coupling weights,

depending on whether the neuron is in same group or not. So, we have each group re-

sponding to a “dynamic signal” from a different group, which may or may not be in the

same dynamical regime as itself. We study the type of clusters arising under this interac-

tion, for different dynamical behavior and population sizes of the groups, under varying

inter-coupling strengths.

We consider the system under three qualitatively different partitions:

(i) Equipartitioning, namely the case where the sub-populations A and B have same

number of elements

(ii) A is the majority sub-population and B is the minority, namely the number of ele-

ments in A is significantly more than that in B. For instance, when the full system

size N = 200, group A has 150 elements, and group B has only 50.

(iii) B is the majority sub-population and A is the minority, namely the number of ele-

ments in B is significantly more than that in A. For instance, when the full system

size N = 200, group B has 150 elements, and group A has only 50.
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We now present the types of spatiotemporal patterns which emerges from such inter-

group interactions, for different intrinsic dynamics and relative sizes of the sub-groups,

under varying coupling strengths.

5.2 Cluster Formation Patterns

In order to quantify the degree of synchronization in the system we compute an average

error function defined as the mean square deviation of the instantaneous states of the

nodes,

Zn =
1

N

N
∑

i=1

{[xn(i) − 〈xn〉]2 + [yn(i) − 〈yn〉]2} (5.2)

where, 〈xn〉 and 〈yn〉 are averages of fast and slow variables of all the elements at time n.

This quantity averaged over time n, and over different realizations, is denoted as Z. For

Z = 0, we have complete synchronization.

In our study we consider the intra-group coupling strength ǫ1 to be 0.15. At this coupling

strength, a homogeneous group of periodic neurons, as well as a homogeneous group

of chaotic neurons, would be synchronized, as evident from Fig. 5.1. We then vary the

inter-group coupling strength, ǫ2, in the range 0 to 0.15.

Interacting groups in different dynamical regimes:

First we consider the sub-populations A and B to have different dynamical behaviors,

namely: neurons in one group are chaotic, while those in the other are in the periodic

regime. We denote the number of elements in the chaotic group as Nc and the size of the

periodic group as Np = N − Nc.

Fig. 5.2 shows the evolution of the neurons in the chaotic and periodic sub-populations,

for representative cases. The periodic group, which has a very low synchronization thresh-

old, always remains synchronized. However, notice the variation in the synchronization

properties of the chaotic group. When the chaotic group is small, coupling with the large
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Figure 5.1: Plot of Synchronization error, Z, (defined by Eq. (5.2)) vs. coupling strength ǫ

for the case where groups A and B are in the same dynamical domain, and the strength of

intra and inter group coupling is the same (namely global coupling) i.e., ǫ1 = ǫ2 = ǫ. The

case of the groups of neurons in the (a) chaotic regime, (b) periodic regime, for various

system sizes N, are displayed. Here the synchronization error is obtained by averaging

over 1000 iterations after transience, and then further averaged over 10 realizations.

periodic group does not induce synchrony, and the chaotic neurons remain desynchro-

nized. Also their temporal behavior is chaotic with Lyapunov exponents similar to that

of an uncoupled single chaotic neuron. As the chaotic group grows bigger, synchroniza-

tion sets in, and one obtains various clusters of synchronized elements. Finally, when the

chaotic group is in a clear majority and is coupled to a small periodic group, we get com-

plete synchronization. Further, the temporal behavior of the chaotic neurons gets more

regular as the chaotic group grows larger and the periodic group grows smaller, with the

Lyapunov exponents of typical elements in the chaotic group being closer to zero when

Nc > Np.

Interestingly then, the synchronized periodic population has a de-synchronizing effect on

the chaotic group, when it is in the majority, as mentioned above. However, when the peri-

odic group is in a minority, the coupled chaotic group synchronizes. This is demonstrated

quantitatively through the synchronization error parameter Z, displayed in Fig. 5.3.
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Figure 5.2: Time series of two interacting populations: one chaotic (shown in left col-

umn) and the other periodic (shown in the right column), displaying different levels of

synchronization in the chaotic group, for (a) Nc = 25, Np = 175 (b) Nc = 75, Np = 125

(c) Nc = 125, Np = 75 and (d) Nc = 175, Np = 25, where Nc is the number of elements

of the chaotic group and Np is the number of elements in the periodic group. Here the

inter-group coupling strength ǫ2 is 0.01, and the intra-group coupling strength ǫ1 is 0.15.

So, synchronization is crucially dependent on the relative sizes of the interacting sub-

populations. Importantly, small periodic groups coupled to large chaotic groups yield

complete synchronization within the groups, while a majority periodic group when cou-

pled strongly to a chaotic minority group desynchronizes it.

Notice that the chaotic group, when un-synchronized, evolves to three qualitatively differ-

ent clustering patterns. First, we have anti-phase clusters, as shown in Fig. 5.2(b) where

the group splits into two subgroups that appear to be in opposite phase with respect to each

other. This cluster is found only when the chaotic elements are in a minority. Further, one

can define the strength or intensity of synchronization as the number of oscillators in the

largest synchronized cluster [72, 118]. In the case of anti-phase clusters we have this
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Figure 5.3: Synchronization Error Z of the chaotic sub-population of Nc elements, cou-

pled to a periodic group of size Np (where Nc+Np = N), with respect to the fraction Np/N.

Here the intra-group coupling strength, ǫ1 is equal to 0.15. Note that the chaotic sub-

population synchronizes when coupled to a minority periodic group. However, counter-

intuitively, a large periodic group cannot induce synchronization in a small chaotic group.

intensity roughly equal to 0.5

The other type of clustering observed in the chaotic group, is shown in Fig. 5.2(c). It

too has two subgroups. But the amplitude and phase of the subgroups have no particular

relation. This cluster is found when the size of the chaotic group is larger than the periodic

group. For such two-state clusters, the intensity of synchronization is observed to be

roughly 0.66 − 0.75.

Lastly, there is the fully synchronized cluster shown in Fig. 5.2(d). Here all the elements

in the sub-groups are synchronized within their groups. Such a state is found for large

inter-group coupling strengths ǫ2, as well as for relatively large chaotic sub-populations,

namely when Nc is much larger than Np.

Interacting groups in the same dynamical regime:

Now we consider the case where the interacting sub-populations A and B have qualita-
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Figure 5.4: Time series of the two interacting chaotic populations for various inter-group

coupling strength, ǫ2, displaying different clusters in each group. The dynamics of the

elements in the minority group (size 25) are shown in the left column, while those of the

majority group (size 175) are shown in the right column. Here ǫ1 = 0.15.

tively same intrinsic dynamics, namely both groups are chaotic, or both are periodic. The

only difference between the groups is that the initial states of the two groups lie in differ-

ent bands. 1 Again, the intra-group coupling strength ǫ1 is fixed at 0.15, and we vary the

sizes of the two groups and their inter-group coupling strength, ǫ2, in the range 0 − 0.15.

Chaotic (A) and Chaotic (B):

We start with the case where one group has 25 elements, and the other 175, namely

the minority group is much smaller than the majority group, i.e. the partitioning of the

population is very imbalanced. Here we observe the following: For very small inter-group

coupling strength ǫ2, the minority group gets desynchronized, while the majority group

1For group A, we have taken the initial condition from a uniform distribution [0, 2.5] for the fast variable

x and [0.7, 1.55] for the slow recovery variable y. Similarly, for the group B, the initial condition are drawn

from a uniform distribution [2.5, 5] for the fast variable x and [1.55, 2.4] for the slow recovery variable y,

thus covering the whole phase space of the chaotic regime.

78



0 50 100 150
0

1

2

3

S
ta

te
 v
ar

ab
le

, X

0 50 100 150

Iteration steps, n

0

1

2

3

S
ta

te
 v
ar

ia
b
le

 , X

(a)

(b)

Figure 5.5: Time series of neurons in two interacting chaotic populations, for inter-group

coupling strength, ǫ2 = 0.01, showing (a) anti-phase clusters in the minority population

(size 50), and (b) a two state cluster in the majority population (size 150). Here ǫ1 = 0.15.

splits into two subgroups as shown in Fig. 5.4(a). Further increase in the value of ǫ2 does

not effect the larger group, but the smaller group first synchronizes within itself and then

also splits into two subgroups, as shown in the Fig. 5.4(b) and Fig. 5.4(c). Finally, for

ǫ2 > 0.1, the two groups are completely synchronized, as anticipated from Fig. 5.1(a).

Now we consider the population partitioned into minority and majority groups, but with

less imbalance in the size of the groups, for instance, when the two groups have 50 and

150 elements respectively. In such an interactive ensemble we observe that for small inter-

group coupling strength, ǫ2, the smaller group splits into two subgroups as displayed in

Fig. 5.5, with the two sub-groups being in opposite phase. The larger group also splits into

two sub-groups with differing amplitude and phase (but with no clear relation between the

phases of the two clusters).

Increasing the inter-group coupling strength between the two sub-populations leads to

synchronization in the smaller group, while the larger group again splits into two sub-
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Figure 5.6: Time series of the two equipartitioned chaotic populations displaying different

clusters for the inter-group coupling strength, (a) ǫ2 = 0.01, (b) ǫ2 = 0.09. Here, N = 200

and ǫ1 = 0.14.

groups. Further increase in ǫ2 shows the same route of synchrony among the two groups,

as found in the strongly imbalanced case above.

When the chaotic groups are equipartitioned, each group synchronizes within itself. How-

ever, the two groups are out-of-phase with respect to each other for low coupling strength.

For instance for ǫ2 = 0.01 the two groups are approximately anti-phase, and for larger

inter-group coupling such as ǫ2 = 0.09 the groups get closer in phase, while still remain-

ing distinct. Further note that the amplitude of the two groups get increasingly different, as

ǫ2 increases, i.e. one group oscillates with high amplitude while the other has low ampli-

tude. The representative of above features can be seen in Fig. 5.6. Lastly, for sufficiently

high ǫ2 one obtains complete synchronization, as is anticipated from Fig. 5.1(a).

Periodic (A) and Periodic (B): For this case, we have only one cluster, namely synchro-

nized cluster, as the periodic group synchronizes at very low global coupling strengths.
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5.3 Conclusion

In summary, we studied the spatiotemporal dynamics of coupled groups of neurons, where

the groups have varying sizes and possess different intrinsic dynamics, ranging from pe-

riodic to chaotic. Here the inter-group coupling interaction is effectively like a dynamic

signal from a dynamically different sub-population. We observe that this coupled system

yields a wide variety of clustering patterns, ranging from different distinct groups of syn-

chronized clusters to anti-phase clusters, determined by the interplay of the relative sizes

and dynamics of the interacting groups.

Interestingly, we found that, when a large periodic group couples to a small chaotic group,

it induces desynchronization in the chaotic minority, while coupling to a small group of

periodic elements can lead to synchronization within the chaotic majority group. So, our

results suggest that a small periodic group can be very effective in inducing synchrony

within a large chaotic group. This is reminiscent of event-related synchronization/de-

synchronization in complex networks, which underlies biological phenomena ranging

from Attention Deficit/Hyperactivity Disorder to desynchronization of delta oscillations

during light anesthesia.
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Chapter 6

Enhancement of diversity induced

coherence under dynamic random links

In this chapter, we study the effect of diversity and random connections on the temporal

regularity in spike events of the model neurons in a coupled neuronal populations. Here

we are addressing the two complexity classes together, namely, parametric heterogeneity

and network evolution.

Naturally, in an spatially extended system the constituent elements may differ from each

other. So, many studies have been devoted to study the constructive role of parametric

heterogeneity which is present at the nodal level. For example, it is found that the spa-

tiotemporal chaos in an array of coupled pendulums can be tamed by optimal magnitude

of disorder, induced by disparity in pendulum lengths [76, 77]. This type of heterogeneity

can be considered as a noise which is quenched in time. It is also found that the emerg-

ing phenomena in these systems are quite similar to noise induced resonance phenomena

[38, 79], in a spatially extended system. For example, Tessone et. al. have found that dif-

ferent sources of diversity, such as those represented by quenched disorder or noise, can

induce a resonant collective behavior in an ensemble of coupled bistable or excitable sys-

tems [78]. This resonance like behavior is termed as diversity induced resonance. Thus,
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diversity is playing a role similar to that of the noise.

Also, in various naturally occurring network topologies, the coupling between the nodes

in the network may change over time [73, 74, 75], especially in social and biological

networks. The constructive effects of noise has been considered for these networks. For

example, for diffusively coupled FitzHugh-Nagumo model neurons, coherence resonance

is induced by rewiring [123]. Also, fast random rewiring and strong connectivity is found

to impair sub-threshold signal detection in excitable networks [124].

In this chapter, we aim to study the effect of both random connections and diversity on

resonant collective behavior for an extended system. Specifically, we consider a one

dimensional coupled map lattice (CML) with neuronal dynamics at its node and some

degree of randomness in spatial coupling. CML is chosen as it not only captures the

essential features of an extended system [31] but also is computationally more efficient.

Previously, diversity-induced coherence resonance is found for a coupled map based neu-

ron system [125]. Also, the noise- and topology-induced resonance phenomena in two-

dimensional map-based neural networks have been also reported [126, 127]. As discussed

earlier, diversity plays a similar role to that of noise, it will be interesting to study its effect

on coherent motion of spikes in a lattice which have some degree of randomness in spatial

coupling. Now, the link between two randomly chosen sites in a network can be either

static or dynamic. The static links are invariant throughout the system evolution whereas

the dynamic links imply that the random links are switched throughout the evolution [75].

We will investigate the effect of both types of random connections and the diversity of

elements in the lattice on the temporal order in firing of the coupled neurons.

Our principal question is the following:

(i) do random links enhance diversity-induced temporal coherence in neuronal networks?

(ii) is there any significant distinction in temporal coherence for a network with dynamic

(switched) random connections and one where the random links are quenched (or static)?
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In this chapter we will first describe the mathematical model and the order parameter for

the system, which measures the temporal regularity in spiking of model neurons in the

network. After this we will present the numerical results and at last, we summarize our

findings.

6.1 Model and method

We consider networks of diffusively coupled elements with the nodal dynamics given by

a map, which is introduced by Rulkov [88]. This map captures all the essential feature

of neuronal dynamics ranging from regular spiking to self-sustained chaotic bursting as

discussed in Chapter 2. Temporal evolution of these coupled elements are described by

the following sets of equations,

xn+1(i) = fα[xn(i), xn−1(i), yn(i) + βn(i)], (6.1a)

yn+1(i) = yn(i) − µ(xn(i) + 1) + µσ(i), (6.1b)

where, i (= 1, . . . ,N) is the cite index, N is the total number of elements in the lattice,

and n is the discrete time index. Also, xn(i) is a fast variable which represents membrane

potential and yn(i) is a slow variable. βn(i) represent external input. fα(x, x′, y + β) is

a piecewise nonlinear function which is designed to shape spiking oscillations in fast

subsystems. It contains three intervals which can be described as follows,

fα(x, x′, y + β) =







































α
1−x
+ y for x ≤ 0 and x′ ≤ 0,

α + y for 0 < x < α + y and x′ ≤ 0,

−1 for x ≥ α + y and x′ > 0.

(6.2)

α and σ are the control parameter of the map. As discussed in Chapter 2, in the absence

of external input, i.e., for β = 0, the map generates spikes, if σ > σth = 2 − √α, for the α

value less than 4.0, else stays in a silent state. For α > 4 we have bursts of spikes including
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both periodic and chaotic bursting. In this work, the value of α is fixed and diversity in the

lattice is introduced through the parameterσ. The values ofσ(i) for the cite i is taken from

a Gaussian distribution with mean σ0 and variance D2. Thus, D measures the diversity

in the system. It is prevalent to study the excitable systems in such a parameter regime

which is close to a bifurcation point. So, through diversity the system can be pushed from

above or below the threshold [78].

The external signal or coupling term for this network is,

βn(i) =
ǫ

2
[xn(ξ) + xn(η) − 2xn(i)], (6.3)

where, ǫ is the strength of diffusive coupling. ξ = (i + 1) and η = (i − 1) for the nearest

neighbor coupling (with periodic boundary conditions). For random connections, we con-

sider the situation where a fraction, p, of randomly chosen sites in this lattice are coupled

to other random sites, instead of their nearest neighbors, i.e., ξ and η are random sites.

Clearly, the topology of the network can be changed by adjusting rewiring probability

parameter, p. For regular networks (nearest neighbor coupling), p = 0 and for completely

random network, p = 1. Further, we consider two cases: (i) static random connections,

where the random links in the system are quenched and do not change over time; (ii)

dynamic random connections where the random links can switch at the time scale of the

local map updates, namely the connectivity matrix changes at each instant n.

The temporal coherence of firing of neurons in the networks is usually measured by the

distribution of the pulse interval, S k(i). For example, see Ref. [128, 129, 130]. The pulse

interval is defined as, S k(i) = τk+1(i)− τk(i), where, τk(i) is the time of the kth spike in the

ith neuron. The sharpness of the distribution is given by,

Z =
〈S k(i)〉

√

〈[S k(i)]2〉 − [〈S k(i)〉]2
(6.4a)

with, [S k(i)]
n =

∑N
i=1

∑ki

k=1
[S k(i)]

n

∑N
i=1 ki

, (6.4b)
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which, is the ratio of the average and the standard deviation of inter-spike interval and is

a measure of coherence of spike events. Biologically, it is related to the timing precision

of the information processing [128, 129, 130]. Larger values of Z imply a better temporal

regularity of spikes. Also, Z is considered to be zero if all the neurons are in the silent

state.

In this work, we investigate the effect of quenched and dynamic random links on the

temporal regularity of spiking, under increasing diversity, in a network composed of in-

homogeneous neurons. Now, the individual neurons will generate spikes if the value of

the parameter σ(i) is equal to or greater than the threshold value, σth = 2 − √α. Here

the parameter α of the nodal map is chosen to be 3.0, and so σth ∼ 0.268. With no loss

of generality, we consider a network of size N = 500, and in the network, σi of the con-

stituent neurons is randomly distributed about an average value σ0 with variance D2, with

σ0 = 0.25 < σth. Since there are several neurons with σi < σth, an adequate level of

diversity D is necessary in order to enable the active elements in the network to induce

spiking behavior in the sub-threshold neurons.

In particular, we study the quantitative measure of temporal coherence Z, with respect to

the following important parameters: (a) measure of diversity, D, (b) coupling strength, ǫ,

and (c) fraction of sites, p with random (quenched or dynamic) links. Note that the value

of Z is obtained by averaging over 100 different initial conditions. For each initial con-

dition, the first 105 iterations (transience) are discarded and the subsequent 105 iterations

are used for calculating Z.

6.2 Diversity-Induced Coherence

Representative cases of the temporal coherence of neuronal spikes for increasing diversity

D, are shown in Figs. 6.1, 6.2 and 6.3. In all cases, it is clearly evident that temporal

coherence in spiking increases with diversity up to an optimal level of diversity D =
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Figure 6.1: Temporal coherence, Z (defined by Eq. (6.4)) vs. Diversity, D, for different

values of coupling strength, ǫ. Here the black curve represents regular nearest neighbor

coupling, i.e., p = 0 case, while the red and the blue curves show results from networks

with quenched and dynamics random links respectively, for the case of (top panels) p =

1/N = 1/500, and (bottom panels) p = 0.9. The other parameters are N = 500, α = 3.0

and σ0 = 0.25.

Dopt, where one attains the maximum coherence Zmax. After that, increasing diversity

has a detrimental effect on coherence, and increasing D decreases the value of Z. This

indicates that a moderate level of diversity is most conducive for temporal coherence

in spike events. This diversity induced coherence holds true in all kinds of coupling

topologies, ranging from a one-dimensional ring to networks with varying fractions of

quenched and dynamic random links.

Also notice, when coupling is weak, regular coupling yields the highest degree of coher-

ence. However when coupling is strong, larger fraction of random links enhance diversity

induced coherence. Additionally, dynamic random links yield significantly higher levels

of temporal coherence than quenched random connections. So, our results demonstrate
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Figure 6.2: Temporal coherence, Z vs Diversity, D, for (a) quenched random links and

(b) dynamic random links, for different values of coupling strength ǫ. The rewiring prob-

ability, p = 0.5 for both cases, while the other parameters are N = 500, α = 3.0 and

σ0 = 0.25

that the largest coherence in the spike events emerge when the coupling strength is high,

and the underlying connections are mostly random and dynamically changing.

Further, Fig. 6.2 shows that more diversity is needed for optimal coherence when coupling

is stronger. Namely, Dopt is larger for larger coupling strength ǫ. On the other hand,

higher degree of randomness in connection entails that the diversity needed for maximal

coherence is smaller. This is evident from Fig. 6.3, which shows decreasing Dopt with

increasing p.
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Figure 6.3: Temporal coherence Z vs Diversity D, for (a) quenched random links and (b)

dynamic random links, for different values of random rewiring probability p. Here, the

coupling strength, ǫ = 0.5 for both cases, and the other parameters are N = 500, α = 3.0

and σ0 = 0.25.

Now we investigate the value of Zmax, averaged over 102 realizations, for varying coupling

strengths ǫ and fraction of random links p. This quantitatively captures the trends evident

in the figures above.

The broad trend evident from Figs. 6.4 and 6.5 is that the maximal coherence that can be

induced by diversity increases with increasing coupling strength ǫ and increasing degree

of randomness in spatial connections. This implies that, for the optimal diversity, larger

coupling strength and a more random network, helps the spiking neurons to induce ac-

tivity in the silent neurons, enhancing temporal coherence in the system. Furthermore,
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Figure 6.4: Maximum temporal coherence, Zmax (see text) vs. coupling strength, ǫ, for

the case of: (a) quenched random links and (b) dynamic random links. Here the p = 0

case, namely regular nearest neighbor coupling, is shown in both figures, for reference.

The other parameters are N = 500, α = 3.0 and σ0 = 0.25.

comparing the values of Zmax clearly shows that dynamic links are significantly more

conducive to temporal coherence than quenched random links. Namely, there is a marked

increase in the temporal coherence of spikes in strongly coupled systems, with large num-

ber of random links. Specifically, the optimal coherence that can be achieved, i.e., Zmax, is

quadrupled for dynamic links, as compared with quenched connections, for large rewiring

probability, p and coupling strength, ǫ.

Lastly, for quenched random links, the dependence of the maximum temporal coherence

on p, differs from the case of dynamic links for high p. Now the value of Zmax increases to

an optimal value (e.g. p ∼ 0.85 for ǫ = 0.9, as seen in Fig. 6.5a), and then decreases as the
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Figure 6.5: Maximum temporal coherence Zmax (see text) vs. random rewiring probabil-

ity, p, for different values of coupling strength, ǫ, for the case of (a) quenched random

links and (b) dynamic random links. The points for p = 0 represents the value of Zmax

for each ǫ in nearest neighbor coupling and are included for the reference. The other

parameters are N = 500, α = 3.0, and σ0 = 0.25.

value of p increases further. This non-monotonic dependence of Zmax indicates that too

many quenched random links actually hinder coherent spiking. This is unlike dynamic

links, where increasing the fraction of random links continues to aid coherence.
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6.3 Summary

In conclusion, we investigated the effect of diversity and random connections on the be-

havior of a spatially extended system, which is locally modeled by a non-linear map

mimicking neuronal dynamics. We find diversity induced coherence in the spike events,

with an optimal amount of parametric heterogeneity at the nodal level yielding the great-

est regularity in the spike train. Further, we investigate the system under random spatial

connections, where the links are both dynamic and quenched, and in all cases we observe

diversity induced coherence. We quantitatively find the effect of coupling strength, and

random rewiring probability, on the optimal coherence that can be achieved under diver-

sity. Our results indicate that the largest coherence in the spike events emerge when the

coupling strength is high, and the underlying connections are mostly random and dynam-

ically changing.
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Chapter 7

Pattern formation in arrays of chemical

oscillators

In this Chapter, we will describe a simple model mimicking diffusively coupled chemical

micro-oscillators. Here, our aim is to characterize the rich variety of dynamical states or

spatiotemporal patterns which emerge from the model under variation of time delay in

coupling, coupling strength and boundary conditions.

As we have discussed in Chapter 3 that a population of coupled nonlinear oscillators have

been used to describe a broad class of self-organizing phenomena, ranging from biolog-

ical systems such as groups of fireflies [20], to chemical and physical systems such as

coupled oscillatory chemically reacting cells [21] and Josephson junction circuits [26].

An ensemble of identical oscillators can generate a variety of spatiotemporal patterns un-

der varying coupling connections and different constituent oscillators. The new rhythms

generated by these ensembles can differ in time period as well as in the phase relations

among the constituent oscillators [18, 19].

Apart from these rhythms, we can also have coupling dependent quenching of oscillation.

These come under the two classes: Oscillation Death (OD) and Amplitude Death (AD).

OD was first found in two identical Brusselators coupled via a slow recovery variable by
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Prigogine and Lefever [103]. In this system, the interactions break the symmetry and we

have stable InHomogeneous Steady States (IHSS), i.e., the steady states for oscillators

are not identical and hence the name IHSS [131, 132, 133, 134, 135]. It was found that

this phenomenon is model independent and occurs in several other models of diffusively

coupled chemical [132, 136, 137] and biological oscillators [138]. The important thing to

note here is that OD is always accompanied by a stable synchronous solution [133, 137].

Amplitude Death (AD) results in a Homogeneous Steady State, where all oscillators go to

identical steady states [139, 140]. Therefore, these two are different from each other, as

one emerges from symmetry breaking phenomenon, while the other preserves symmetry.

AD was found to be stable under delayed coupling as well [141, 142].

Now, time-delay is both natural and inevitable when considering interactions among sys-

tems that are spatially separated. From a mathematical point of view, time-delay makes

the dynamical system effectively infinite-dimensional: this can open up a range of time-

scales, interactions, and novel dynamical behavior such as amplitude death [141, 142] and

the phase-flip bifurcation [143, 144].

In phase flip, for suitable values of system parameters and delay, the relative phase be-

tween the oscillators changes abruptly from zero to π or vice versa. This is also accompa-

nied by a discontinuous change in the frequency of the synchronized oscillators, as well as

in the spectrum of Lyapunov exponents. In addition, delay offers an additional parameter

that can be varied, and if exogenous, can provide a suitable means of effecting control.

Our study here draws its motivation from experiments of diffusively coupled chemical

oscillators in micro-fluidic assemblies [145, 146, 147]. These experiments have nanoliter

volume aqueous drops containing reactants of the oscillating reaction, separated by gaps

containing typically octane. A variety of dynamics was observed in such systems, most

notably in-phase and anti-phase synchronization [148, 17].

Motivated by these recent experiments, here we seek a simple model capable of show-
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ing the observed spatiotemporal patterns. In our model the physical gap between the

"droplets" of chemical oscillators gives rise to a delay in the coupling interaction between

them. So we mimic the micro-fluidic array by a delay-coupled array of oscillatory chem-

ical systems. Our basic aim is to understand the patterns in time and space that arises in

such arrays under varying forms of coupling.

The organization of this chapter is as follows: First, we discuss the model and describe the

different forms of coupling and different boundary conditions for the array. Then we go on

to show how in-phase and anti-phase oscillations can result from a delay in the coupling,

which is proportional to the size of the gaps between the chemical reaction droplets.

7.1 Array of brusselator cells

Most chemical and biological processes are best described by relaxation oscillators with

a strong nonlinear vector field [149, 150, 151, 152, 153]. Here we choose a brusselator

to model the chemical reaction in the beads. The principal motivation to choose the

Brusselator is that it originates from the description of a realistic chemical reaction [98].

A single cell Brusselator is described by the Eq. (2.14). In this work, we have taken

a = 2.0 and b = 5.5. For these parameter values, we are in the periodic regime as

discussed in Chapter 2.

We will now study N identical coupled brusselators in an array, forming a reaction-

diffusion system. At first we assume that there is only nearest neighbor coupling and

it is bidirectional in nature. The coupling between the two oscillators is directly pro-

portional to the difference between the concentration of their respective species. The

diffusion constant of the first species, x, is very small compared to the second species, y,

and hence taken to be zero. This assumption is justified for the relaxation systems, as in-

homogeneous solutions are destroyed by coupling through the fast variable thus affecting

the most sensitive slow part of the cycle [134, 133, 154].
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Like most natural systems the mass of chemical species is transmitted from one site to

another with finite velocity, which makes delay coupling appropriate in this system. When

all the assumptions mentioned above are taken into account, the dynamics of an array

comprising of N droplets is given by 2N differential equations:

ẋi = f1(xi, yi),

ẏi = f2(xi, yi) +
ǫ

2
(yi+1(τ) + yi−1(τ) − 2yi), (7.1)

for i = 1, · · · ,N. Here ǫ is the coupling strength. The function f1(x, y) and f2(x, y) are

given by Eq. (2.14). The value of y0 and yN+1 will depend on the boundary condition.

Here, yi(τ) is the concentration of the ith cell at the delayed instant (t − τ).

We consider the following different boundary conditions and coupling forms for the array:

(i) y0 = 0 and yN+1 = 0 for all times t, namely, constant concentration boundary conditions

(ii) y1 − y0 = 0 and yN − yN+1 = 0 for all times t, namely, zero flux boundary conditions

(iii) Boundary cells are coupled to their own delayed species concentration

(iv) Periodic boundary condition

In this chapter, we investigate this system through extensive numerics. First, we study the

array under diffusive coupling without delay,namely τ = 0. Then, we go on to study the

effects of delay in the coupling. Here, the total number of cells in the system is taken to

be 12. At last, we will study the IHSS for a system with a smaller number of cells.

7.2 Coupling without Delay

We now describe below the phenomenology of an array of brusselator cells coupled with-

out delay, under different boundary conditions.
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(b) Time series of Fast variable for ǫ = 0.2

Figure 7.1: Plots showing synchronization and synchronized clusters in the system for

zero flux boundary condition.

7.2.1 Zero flux Boundary Conditions

At first, we consider Zero flux boundary conditions. Here, under weak coupling, for

instance ǫ = 0.05, there is synchrony among all the cells in the array. An increase in the

value of coupling strength ǫ leads first to desynchronization of all the cells and finally, for

ǫ ∼ 0.2 the array evolves to two synchronized clusters as shown in the Fig. 7.1.

Further increase in the coupling leads first to desynchronization of the clusters, and then

to oscillation death at ǫ ∼ 0.4. In the OD regime the whole array goes to inhomogeneous
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(a) Space time Plot of Fast variable, ǫ = 0.30
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(b) Space time Plot of Fast variable, ǫ = 0.35

Figure 7.2: Plots showing the process of desynchronization for zero flux boundary con-

dition.

fixed points (IHSS), and the number of distinct IHSS depends on coupling strength. For

instance, we have two IHSS for ǫ = 0.4, four IHSS for ǫ = 0.45 and six IHSS for

ǫ = 0.50 − 0.55.

In the process of desynchronization almost all the cells oscillate very differently from

each other, displaying both large amplitude oscillations (visible as yellow in Fig. 7.2)

and small amplitude oscillations (visible as red in the same figure). As coupling strength

increases these differences get more pronounced.

For ǫ = 0.6, we have complex dynamics, which we describe as Mixed Dynamics. Here the

dynamical behavior of the different cells is quite different: some cells in the array oscillate

(with varying amplitudes and frequencies), while the others experience oscillation death
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(b) Space-Time Plot of Fast variable, ǫ = 0.6

Figure 7.3: Plots showing Oscillation Death and Mixed Oscillation in the system for zero

flux boundary condition.

and settle down to fixed points. Both time series and spatiotemporal plot of the fast

variable in this dynamical regime, are shown in Fig. 7.3.

For coupling strengths greater than 0.65 all the cells settle down to fixed points. The

number of distinct fixed points depends on the value of ǫ again. For instance, in the ǫ

range 0.70 − 0.80 we have two fixed points, while for ǫ = 0.85 we have seven fixed

points.

In summary, we have oscillation death in the ǫ range 0.40 − 0.55 and 0.67 − 1.0. For

ǫ value in between these two ranges we have complex mixed behavior, combining fixed

points and oscillations of varying amplitudes and frequencies.
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Figure 7.4: Space time plots for ǫ = 0.05 (top left), ǫ = 0.10 (bottom left), ǫ = 0.20 (top

right) and ǫ = 0.35 (bottom right) showing the route from synchronization to formation

of clusters as the value of ǫ is increased, for Periodic Boundary condition.

7.2.2 Periodic Boundary Conditions

Here, for low coupling all the cells are in synchrony, as can be seen in Fig. 7.4 (top left).

As the value of coupling strength ǫ is increased, the cells show high amplitude oscillation

followed by small amplitude oscillation. This leads to clustering of the cells into two anti-

phase clusters as shown in Fig. 7.4 (bottom left), with adjacent cells in the array being

roughly 1800 out of phase.

With increase in the value of ǫ, cells in these clusters start to desynchronize, and the low

amplitude stretch of the oscillation reduces. Further increase in ǫ leads these desynchro-

nized cells again into two clusters with the same pattern i.e. alternate cells are in the same

cluster. There is again a constant phase relationship (∼ 1800) between the two clusters, as

evident in Fig. 7.4 (top right).

As for zero flux boundary conditions, for higher value of ǫ, the cells start to desynchronize

from each other and for ǫ > 0.4 we have oscillation death. In this regime, along with

oscillation death, we also find mixed oscillations, where some cells are oscillating while
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Figure 7.5: Phase space plots for ǫ = 0.05 (top left), ǫ = 0.10 (bottom left), ǫ = 0.20 (top

right) and ǫ = 0.35 (bottom right) showing the route from synchronization to formation

of clusters as the value of ǫ is increased, for Periodic Boundary condition.

the other are attracted to fixed points.

Interestingly we observed that the number of distinct inhomogeneous steady states (IHSS)

that emerge are a divisor of 12 and have same number of cells are attracted to each

distinct IHSS.

Another interesting phenomena that we observed for the ring of brusselators was the fol-

lowing: there exists three clusters in the second desynchronization regime i.e. for ǫ values

in the range (0.35 − 0.38). A representative time series is shown in the Fig. 7.4 (bottom

right). Further, it was seen that each cluster had an equal number of cells.

The whole sequence of synchronization to clustering of cells can be viewed in phase space

as follows: for small values of ǫ we have one limit cycle, as seen in Fig. 7.5 (top left).

As we increase the value of coupling the shape of this limit cycle changes and a small

amplitude loop appears, as can be seen in the Fig. 7.5 (bottom left) and (top right). In

the case where we have three clusters we find that this loop breaks off and we have two

distinct limit cycles as shown in Fig. 7.5 (bottom right).
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7.2.3 Constant Concentration Boundary Conditions

For this boundary conditions, we find that all the cells are desynchronized for weak cou-

pling. For intermediate values of coupling strength, we find that the boundary cells os-

cillate with smaller amplitude and frequency than the rest of the array. The amplitude of

oscillation of the cells depend on its relative distance from the boundary. The farther they

are from edge, the greater their amplitude. For strong coupling the system settles down to

fixed points and we have oscillation death.

7.3 Delay-Coupled Array of Chemical Oscillators

Now we consider this array with delay in the coupling. As motivated earlier, time-delay is

both natural and inevitable when considering interactions among systems that are spatially

separated. From a mathematical point of view, time-delay makes the dynamical system

effectively infinite- dimensional: this can open up a range of time-scales, interactions, and

novel dynamical behavior such as amplitude death and the phase-flip bifurcation. For the

case of delay, we have integrated the system using the Runge-Kutta fourth order scheme

with integration step ∆t = 0.01.

We have also checked these numerics with low step-sizes, but, there is no significant

qualitative or quantitative changes.

7.3.1 Zero flux Boundary Conditions

For delay τ = 0.5 to τ = 1.0 we have complete synchrony among all the cells in the

array, for all values of coupling strength ǫ. As coupling strength increases, the frequency

of the synchronous oscillations get smaller. As we increase the delay time to 1.5, we get

a phase flip for ǫ = 0.05, as shown in Fig. 7.6. Further increase in the value of ǫ, first

leads to desynchronization, and then complete synchrony of all cells. Also note that the
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(a) Time series of Fast variable
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(b) Space-Time Plot of Fast variable

Figure 7.6: Plots showing phase flip in the system for τ = 1.5 and ǫ = 0.05 for zero flux

boundary condition.

frequency of oscillation decreases with increasing coupling strength. This trend continues

upto delay time τ = 2.0.

At τ = 2.5, we have clustering after phase flip which leads to synchronization of all cells

as we increase coupling. For delay time τ = 3.0, we have phase flip at a slightly higher

value of coupling, namely ǫ = 0.15. After this phase flip increase in ǫ leads to decrease

in the frequency of the synchronous oscillations of the cells.

There are only quantitative changes as we increase the value of delay time τ. As the delay

is increased the phase flip is found at higher coupling. For example, the phase flip is found
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(a) Time series of Fast variable
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Figure 7.7: Plots showing phase flip in the system for τ = 2.5 and ǫ = 0.05 and for

periodic boundary condition.

in the ǫ range 0.10 − 0.15 for τ = 3.0, 0.15− 0.20 for τ = 4.0, 0.15− 0.25 for τ = 4.5 and

0.20 − 0.25 for τ = 5.0. There is also change in the shape of the attractor in phase space

for increasing delay τ and coupling ǫ, with the attractor becoming more triangular than

elliptical.
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7.3.2 Periodic Boundary Conditions

When the cells are in a ring we observe that for small delay time we have synchrony

among all the cells. Increasing coupling leads to higher amplitude and smaller frequency

synchronous oscillations. As the delay increases we observe different phenomena under

increasing coupling. For instance, for τ = 1.5 − 2.0, we have fast desynchronized oscilla-

tions for ǫ = 0.05. Increasing the value of ǫ leads to two clusters in this delay range. But

as ǫ is increased further beyond ∼ 0.15, we have synchronous behavior again.

Phase flips in this system is found in various ranges of delay, for different coupling

strengths. For instance, we have phase flips for τ = 2.5 with ǫ = 0.05, for τ = 3.5 with ǫ

in the range 0.10 − 0.20, for τ = 4.0 with ǫ in the range 0.15 − 0.20, for τ = 4.5 with ǫ

in the range 0.15 − 0.25 and τ = 5.0 with ǫ in the range 0.20 − 0.25. One representative

phase flip is shown in Fig. 7.7.

The next interesting thing here is the formation of spatial anti-phase patterns as observed

earlier as well. These are found for ǫ = 0.1 in τ range 1.5 − 2.0, and before the phase flip

for higher values of delay. One representative case is shown in the Fig. 7.8. An interesting

feature here is that a larger number of loops appear, vis-a-vis Fig. 7.5.

After the phase flip, for almost all values of coupling strength, ǫ, the cells in the array are

in synchrony for all values of delay. This is different from what was observed when the

cells were coupled without delay where we obtained oscillation death. It is evident that

delay coupling makes the IHSS unstable.

7.3.3 Self delayed Coupled Boundary Cells

In this boundary condition, the boundary cells are coupled to their delayed concentration.

The qualitative features of spatiotemporal patterns are the same as that are found in peri-

odic boundary conditions with delay. The main difference between the two cases is phase
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Figure 7.8: Spatial antiphase pattern in periodic boundary condition for ǫ = 1.5 and

τ = 3.0.

flip. The boundary cells, as they are coupled to their respective time-delayed state, do not

participate in phase flip. A representative of the time series and phase space plot for such

a case is shown in the Fig. 7.9. It is clear that the dynamical attractor of the boundary

cells are different from the rest of the array.

For this case also we have change in the shape of the limit cycle as we increase the value

of ǫ. A representative of both time series and phase space are shown in Fig. 7.10. These

time series and phase space shapes are identical to what we get for periodic boundary

condition with delay and for large coupling strength, ǫ.
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Figure 7.9: Figure showing phase flip in Self delayed coupled boundary condition. Here

τ = 4.0 and ǫ = 0.25
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Figure 7.10: Triangular shaped phase space and small frequency oscillation of fast vari-

able in self delayed coupled boundary condition for τ = 4.0 and ǫ = 0.55 (left) and for

τ = 5 and ǫ = 0.85 (right) in both figures.

7.3.4 Constant Concentration Boundary Conditions

Under this boundary condition, the spatiotemporal dynamics is qualitatively similar to the

case of coupling without delay. The only difference arises for strong coupling when delay

time τ increases, which yields mixed dynamics. Here we have some cells oscillating,

while the others go to fixed points. Barring the boundary cells, one observes near phase

flip and near synchrony among the cells.
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7.4 InHomogeneous Steady States for the array of Brus-

selator cells

At first, we consider two identical cell with slow variable , y, of one cell is coupled to the

other cell. The overall dynamics of the system is given by,

ẋ1,2 = f1(x1,2, y1,2)

ẏ1,2 = f1(x1,2, y1,2) +
ǫ

2
(y2,1 − y1,2) (7.2)

where, the function f1(x, y) and f2(x, y) are given by Eq. (2.14). Following, Tyson and

Kauffman [131], the existence and number of IHSS for these two coupled Brusselator

cells are summarized in Table (7.1).

One IHSS Two Distinct IHSS

ǫ >
4a2

b2 + 2b + 1

4a2

b2 + 2b + 1
≤ ǫ < a2

2(b − 1)

Table 7.1: Condition for Existence of IHSS

In our case, a = 2 and b = 5.5. Thus, we will have one distinct IHSS in ǫ > 0.378698 and

two distinct IHSS in the ǫ range 0.378698 − 0.444444.

Now we will discuss the fixed points of the array of Brusselator cells for all boundary

conditions:

1. For fixed points in periodic boundary condition we consider, S (t) = x1(t)+· · ·+xN(t)

and Σ(t) = y1(t) + · · · + yN(t), for the array. Hence, we have,

Ṡ = Na − (b + 1)S +

N
∑

i=1

x2
i yi

Σ̇ = bS −
N

∑

i=1

x2
i yi (7.3)

Solving these for fixed point solution we get the following sum condition for fixed
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Figure 7.11: Bifurcation diagrams for periodic boundary condition. Here in (a) N = 3,

(b) N = 5, (c) N = 7, (d) N = 9

points,

S = aN (7.4)

where, N is the total number of cells in the array. In Fig. 7.11 and Fig. 7.12, we

have plotted the IHSS for different values of ǫ. Here, the blue and red line are the

two IHSS obtained for two cells. Clearly, for odd number of cells there are more

fixed points when the number of cells are increased. But, for even number of cells

we found that, the two IHSS obtained for two cell system are quite stable in large

region of coupling strength, ǫ. An increase in number of cells in the system leads

to more fixed point which satisfy the sum condition given by Eq. (7.4).

2. For zero flux boundary condition, the fixed points also satisfy the condition given

by Eq. (7.4). Here, we found that up to ǫ = 0.7, we have mixed dynamics for both

even and odd number of total cells. The bifurcation digram of IHSS against ǫ is

shown in Fig. 7.13 and Fig. 7.14 with the two IHSS that we have obtained for two

cell system (shown in blue and red color). We find that the lower branch of fixed
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Figure 7.12: Bifurcation diagrams showing spatial profile of all the cell with respect to

coupling strength, ǫ, for periodic boundary condition. Here in (a) N = 4, (b) N = 6, (c)

N = 8, (d) N = 10
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Figure 7.13: Bifurcation diagrams showing spatial profile of all the cell with respect to

coupling strength, ǫ, for zero flux boundary condition. Here in (a) N = 3, (b) N = 5, (c)

N = 7, (d) N = 9
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Figure 7.14: Bifurcation diagrams showing spatial profile of all the cell with respect to

coupling strength, ǫ, for zero flux boundary condition. Here in (a) N = 4, (b) N = 6, (c)

N = 8, (d) N = 10
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Figure 7.15: Bifurcation diagrams showing spatial profile of all the cell with respect to

coupling strength, ǫ, for constant concentration boundary condition. Here in (a) N = 3,

(b) N = 5, (c) N = 7, (d) N = 9
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Figure 7.16: Bifurcation diagrams showing spatial profile of all the cell with respect to

coupling strength, ǫ, for constant concentration boundary condition. Here in (a) N = 4,

(b) N = 6, (c) N = 8, (d) N = 10

point for the two cell system is quite stable in this boundary condition for both odd

and even number of cells. Clearly, most of cells settle to the lower branch as the

fixed point solution is constrained by the sum condition (Eq. (7.4)). Here also, as

the number of cells in the system increases, the number of IHSS also increase.

3. In constant concentration boundary condition, we find that for small number of

cells there are two fixed points and as the number of cells increases the number of

fixed points also increase. We also observed that the end cells start oscillating as

we increase the number of cell in the system for small value of ǫ. This can be seen

in the Fig. 7.15 and in Fig. 7.16. Here also the blue and red lines are the two IHSS

which are obtained for two cell system.
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7.5 Conclusion

We studied the phenomenology of an array of coupled brusselator cells with and without

delay, under various boundary conditions. We obtain synchronized clusters and mixed

dynamics, for both the zero flux and periodic boundary conditions, when there is no delay

in the coupling term, over a range of coupling strengths. Also, under constant concentra-

tion boundary conditions, we find that the amplitude and frequency of the oscillation of

the cells depend on their relative distance from the end cells. Further, we discuss the route

from synchronization to formation of clusters, under periodic boundary conditions.

The presence of delay in the coupling yields phase flip, under zero flux and periodic

boundary conditions. For self-delayed coupling at the edge and constant concentration

boundary conditions, we also find phase flip among the cells, except the boundary cells.

Under increasing coupling strengths, we first obtain synchronization. Then the cells un-

dergo phase flip bifurcation, after which there is desynchronization and finally complete

synchronization again. This trend is observed in both periodic and zero flux boundary

conditions, the only difference being in the critical coupling strength for which the phase

flip attractor becomes stable as a function of delay time τ.

In summary, we have modeled a system of diffusively coupled chemical oscillators under

a range of coupling schemes and boundary conditions. We obtain a range of spatiotempo-

ral patterns from our models, and these patterns are consistent with the variety of behavior

observed in experimental situations [145, 146, 147].
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Chapter 8

Conclusion

In this thesis, we have investigated the spatiotemporal dynamics or patterns of the complex

system using the framework of coupled map lattices and coupled oscillator chains. These

patterns emerge from the interplay of local dynamics, coupling architecture and strength

of coupling. The emergent patterns in a complex system are hard to understand due to

various level of complications inherent in it. So, in order to gain a better understanding of

these systems, we have suppressed certain complications while highlighting the others in

our model equations. Thereafter, we characterize the emergent patterns or spatiotemporal

dynamics of the system. In this way, we can determine the role of a particular class of

complexity on the emergent patterns of the complex system. Now we present the principle

conclusions of this thesis.

In Chapter 3, we have considered a network of coupled chaotic neurons whose mean con-

nection weights are skewed towards positive and negative side which represents excitatory

and inhibitory connections respectively. Here we have asked the question that which type

of connections are more conducive for the dynamical regularity of the neurons. We found

that when the connections are predominantly positive, the spatiotemporal fixed points are

stable. We found similar trend when the connections in the network are predominantly

negative. But, when the connections are quite balanced or when the mean connection
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weight is zero in the network, we found spatiotemporal chaos. This implies that, when

the positive and negative feedback are balanced, the spatiotemporal fixed point of the sys-

tem loses stability which results in the irregular spiking in the system. This observation

is consistent with the hypothesis which was given for the observed irregular spiking of

neurons in the cortex. This hypothesis states that the temporal chaos in firing of neurons

is due to approximate balance between excitatory and inhibitory connections. Along with

this, we also observed that for a predominantly negative connection the spatiotemporal

fixed point is stable when the number of nodes in the network is large.

In Chapter 4, we have discussed the effect of coupling heterogeneity in the formation of

clusters in a coupled neuronal lattice. In here, we have considered a distance dependent

coupling in the lattice where the coupling weight between the two nodes depend on their

distance in the lattice. Our primary objective was to explore that whether the emergent

patterns in this system are the result of coupling heterogeneity or due to underlying lattice

structure. To address this issue we have considered the same system under a different

coupling scheme where the coupling weight is randomly distributed and is same as that of

the distance dependent case in the average sense. We observed a rich variety of spatiotem-

poral patterns and different routes to synchronization in this system for different coupling

schemes. We also found that not only the coupling heterogeneity but also a particular type

of coupling architecture is needed for a particular pattern. Hence, the emergent patterns

of a heterogeneously coupled system depends on the coupling architecture.

In Chapter 5, we have introduced coupling heterogeneity in a coupled neuronal popu-

lation through group interaction. Specifically, in this system we have two populations

which may or may not be in the same dynamical regime. This system is motivated by

the phenomena of Event Related Synchronization/Desynchronization (ERD/ERS). Both

ERD and ERS are event related response of the brain. Here, an event is a dynamic

signal which induces synchrony (ERS) or desynchronization (ERD) in the brain. Here

we asked that how does synchrony of a subpopulation depends on inter/intra-group con-
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nection weights, relative size of the groups and their intrinsic dynamical behavior. We

observed that, the synchronized periodic population has a de-synchronizing effect on the

chaotic group, when it is in the majority. However, when the periodic group is in a minor-

ity, the coupled chaotic group synchronizes. So, synchronization is crucially dependent

on the relative sizes of the interacting sub-populations. We also found wide variety of

clustering patterns ranging from different distinct groups of synchronized clusters to anti-

phase clusters, determined by the interplay of the relative sizes and intrinsic dynamics of

the interacting groups in this coupled system.

In Chapter 6, we studied the temporal regularity of spikes events due to parametric het-

erogeneity present at the nodal level and the random connections in a coupled neuronal

population. In here, we have also considered the case where the random links are dy-

namic and are switched throughout the evolution. Our primary objective was to explore

that whether the addition of random links in the lattice is conducive for the temporal reg-

ularity of spike events or not. The other objective was to study the effect of dynamic

random links on the temporal regularity of spike events in this system. We observed that

for an optimal value of diversity the temporal coherence in the spike events is maximum

for regular nearest neighbor coupling and also for both the cases of random connections,

namely, quenched random connections where the links are static throughout the evolution

and dynamic random connections where the links are dynamic throughout the evolution.

This indicates that the temporal coherence in the system is due to diversity or disparity

in the characteristic parameter of model neuron. We further observed that the temporal

coherence decreases when few random links are added. Also, the largest coherence in the

spike events emerge when the coupling strength is large, and the underlying connections

are mostly random and dynamically changing.

In Chapter 7, we described a simple model mimicking diffusively coupled chemical

micro-oscillators. Our study here draws its motivation from experiments of diffusively

coupled chemical oscillators in micro-fluidic assemblies. These experiments have nano-
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liter volume aqueous drops containing reactants of the oscillating reaction, separated by

gaps containing typically octane. A variety of dynamics was observed in such systems,

most notably in-phase and anti-phase synchronization. So, we seek a simple model ca-

pable of showing the observed spatiotemporal patterns. In our model the physical gap

between the "droplets" of chemical oscillators gives rise to a delay in the coupling in-

teraction between them. So, we mimic the micro-fluidic array by a delay-coupled array

of oscillatory chemical systems. Our basic aim is to understand the patterns in time and

space that arises in such arrays under varying forms of coupling. We observed rich variety

of dynamical states emerging from the model under variation of time delay in coupling,

coupling strength and boundary conditions. The spatiotemporal patterns obtained include

clustering, mixed dynamics, inhomogeneous steady states and amplitude death. Further,

under delay in coupling the model yields transitions from phase to anti-phase oscillations,

reminiscent of that observed in experiments.

In summary, in the work described in this thesis, we have examined various kinds of

complexity classes, which occur naturally in complex systems. We have analysed these

in the framework of coupled maps and coupled oscillator chains, and we have determined

the interesting, and often constructive role played by complexity in pattern formation. We

expect that our results will provide helpful insights into the spatiotemporal dynamics of

complex systems in general, and dynamical networks in particular.
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