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Details of the modifications made in the thesis

Below, I summarize all the modifications I have made in my thesis “ON THE AP-
PLICATION OF THE TWO-PARTICLE SELF-CONSISTENT METHOD (TPSC) TO SOME

PROBLEMS IN MANY-BODY PHYSICS” based on the reports of the examiners and sug-
gestions of the doctoral committee.

The page numbers given below correspond to the pages of the previous version of the
thesis which was sent to the examiners for review. In addition to the changes mentioned
below, typos and grammatical errors have been corrected. The examiner had suggested to
enhance the size of figures in Chapter 3, especially from fig. (3.5) onwards. The overall
size of all figures in this thesis has been enhanced for clarity.

1. On page 27, in the caption for Fig. (1.6), there was a typo. The corrected caption
reads, ‘Plots of the imaginary part of self-energy as a function of Matsubara fre-
quency ...’ instead of ‘Plots of the imaginary part of self-energy as a function of
interaction ...’

2. On page 32, Eq. (2.3) which was not an interaction term, as pointed out by the
examiner, has been corrected.

3. On pages 64 (last paragraph) and 65 (first and third paragraphs), and in the caption
of Fig. (3.11), the notation for magneto-volume has been modified to avoid con-
fusion. The earlier notation was similar to the notation for Matsubara frequency,
creating ambiguity, as pointed out by the examiner.
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SYNOPSIS

Introduction : In the theoretical study of condensed matter systems, where correla-
tions between constituent electrons lead to all sorts of interesting phenomena - the Hub-
bard model is the most ubiquitous of models. This model, in essence, contains a kinetic
energy term which accounts for the hopping of electrons on a lattice and an onsite po-
tential energy (U ) penalizing double occupation of a site by electrons. The interaction
term renders the exact solution of this model impossible in two and three dimensions.
Out of the several approximation schemes implemented to solve this model, we focus
on the Two-Particle Self-Consistent scheme (TPSC) [1, 2] . TPSC is a semi-analytical
non-perturbative scheme to solve the single-band Hubbard model from weak to interme-
diate coupling. While being consistent with many physical principles, like conservation
laws, Pauli principle and Mermin-Wagner theorem, this method can take into account the
effects of long wavelength antiferromagnetic fluctuations. The results from this method
agree well with those from Quantum Monte Carlo calculations.

The exact relation between self-energy and two particle correlation functions for the
Hubbard model, Σσ(1, 1̄)Gσ(1̄, 2) = −U〈Tτc†−σ(1)c−σ(1)cσ(1)c†σ(2)〉 is approximated
in TPSC as Σ

(1)
σ (1, 1̄)Gσ(1̄, 2) = U

〈n↑(1)n↓(1)〉
〈n↑(1)〉〈n↓(1)〉G−σ(1, 1+)Gσ(1, 2). 1 is shorthand for

position and imaginary time (r1, τ1) and 1̄ means summation over the position index and
integration over imaginary time. When r2 = r1, τ2 = τ+

1 , the exact relation is satisfied.
Irreducible vertices in spin (Usp) and charge (Uch) channels are determined as functional
derivatives of this self-energy. The implementation of this method rests on the existence
of local sum rules satisfied by spin (χsp) and charge (χch) susceptibilities. Using these
sum rules and invoking self-consistency, we can compute the values of double occupancy,
〈n↑ n↓〉, and irreducible vertices. By including spin and charge fluctuations, an improved
approximation of the self-energy (Σ(2)) can be made. TPSC can also be extended to
compute the d-wave pairing susceptibility (χd), due to the presence of particle-hole fluc-
tuations [3, 4, 5] .

This thesis discusses the application of TPSC to three cases - a) two-band Hubbard
model on the honeycomb lattice b) Hubbard model on the square lattice with extended
hopping to second and third nearest neighbors, (t-t′-t′′-U model) and c) Hubbard model
on the honeycomb lattice under uniaxial strain.
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Antiferromagnetism in the Hubbard model on the honeycomb lattice : The exis-
tence of a quantum spin liquid phase between the semi-metal and antiferromagnet phases
in the Hubbard model on the honeycomb lattice is a much debated topic [6, 7, 8] . Since
TPSC is a semi-analytical, non-perturbative technique valid from weak to intermediate
coupling, satisfying a number of physical principles including Mermin-Wagner theorem,
we study this problem using TPSC. The honeycomb lattice is a triangular Bravais lattice
with two sublattices. Therefore the formalism needs to be extended to the two-band case
to deal with the Hubbard model on the honeycomb lattice. The Green function (Gαβ) and
self-energy (Σαβ) are 2 × 2 matrices in the sublattice indices(a, b). The susceptibilities
(χαβγδ) are 4 × 4 matrices. The procedure we follow is a generalization of the proce-
dure in the case of the single-band Hubbard model. The existence of appropriate sum
rules has to be ensured. Starting from the equation of motion of the Green function and
using Dyson equation, we arrive at the exact relation satisfied by the self-energy matrix
and matrix of two-particle correlation functions. The TPSC ansatz can be extended in
a straightforward manner - from the first approximation of a local self-energy, we write
down an irreducible spin vertex matrix Usp. This local and frequency independent matrix
has non-zero entries (Uααααsp ) when all the four sublattice indices are the same. We as-
sume that the irreducible charge vertex Uααααch has a similar structure. These vertices can
be determined numerically using spin and charge sum rules.

Ferromagnetic and antiferromagnetic spin susceptibilities can be defined in terms of
the elements of the spin susceptibility matrix for non-interacting (χ0) and interacting (χs)

cases χ0,s
afm,fm = χ0,s

aaaa±
√
χ0,s
aabb χ

0,s
bbaa. Thus, similar to the single band case, we can write

down scalar expressions for the interacting susceptibilities in terms of the non-interacting
susceptibilities. As antiferromagnetic spin fluctuations grow in amplitude, by perform-
ing an expansion around the susceptibility maximum at zero momentum and frequency
(q = 0, iν = 0), we can derive a scaling form for the retarded antiferromagnetic spin
susceptibility. The ratio of the interacting susceptibility to the non-interacting suscepti-
bility at (q = 0, iν = 0), is taken as the measure of the correlation length in both the
ferromagnetic and antiferromagnetic cases. We work at half-filling, for various values of
temperature and interaction U . We numerically compute the double occupancy and the
spin vertex. Correlation lengths in the ferromagnetic and antiferromagnetic channel are
evaluated.

As we increase U , for lower values of temperature, the antiferromagnetic correlation
length (ξ) increases rapidly. The critical interaction for the zero-temperature transition
to the antiferromagnet, Uc, can be determined in two ways. The crossover plots to the
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renormalized classical regime, where the correlation length (ξ) far exceeds the thermal de
Broglie wavelength (ξth ∼ 1/T ), when extrapolated to zero temperature give the value
of Uc. Similarly, from ln ξ vs. lnT plots we can determine Uc as well as the dynamical
critical exponent z. The dynamical critical exponent is numerically evaluated to be z = 1.
Uc is determined to be 3.79± 0.01, consistent with results from other methods. Since the
estimates of the interaction strength for a Mott transition are greater than the value of Uc
we obtain, the intermediate spin liquid phase can be ruled out.

Electron-doping in the Hubbard model with extended hopping on the square lat-
tice : The theory behind high-Tc superconductors is a mystery, especially because of
the lack of exact solutions to the Hubbard model, assumed to be the basic model con-
taining the relevant physics of high - Tc superconductors. Starting from a strongly cou-
pled antiferromagnetic Mott insulator at half-filling, upon doping the system with holes
or electrons, antiferromagnetism is destroyed and superconductivity emerges. On the
electron-doped side, antiferromagnetism is more prominent, compared to the hole-doped
side where superconductivity is prominent. TPSC is especially suited to study electron-
doped cuprates, as the coupling U lies in the weak to intermediate regime. Earlier studies
of electron-doped cuprates using TPSC [3, 4] , gave results which were in remarkable
agreement with experimental results.

The formalism of TPSC can be extended to study pairing correlations. The infinite
Bethe-Salpeter series for the pairing susceptibility (χd) at zero momentum and frequency
(q = 0, iν = 0) is approximated by the first two terms, a direct term and a vertex term.
The direct term describes direct pairing between interacting quasiparticles. The vertex
term describes pairing mediated by spin and charge fluctuations. Hence spin fluctuations
have to be large before this term can make a sizeable contribution to the pairing suscep-
tibility. The temperature at which the ratio of the magnitudes of these two terms equals
one, is taken as a measure of the superconducting transition temperature (Tc).

We revisit the problem of electron doping in the Hubbard model with extended hop-
ping to the second nearest and the third nearest neighbors (t-t′-t′′-U model) , on the two
dimensional square lattice. This model agrees well with bandstructure calculations and
ARPES results for the electron-doped cuprates. We study the transition temperature (Ti)
from commensurate to incommensurate fluctuations as a function of filling by varying t′

and t′′. Antiferromagnetism seems to be stabilized in the presence of extended hopping.
This extended hopping alters the noninteracting Fermi surface compared to the scenario
when hopping is restricted to the nearest neighbor. Because of good agreement with
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experimental results, from [4] , we choose t′ = −0.175, and t′′ = 0.05. The range of fill-
ings studied is from half-filling, (n = 1.0) to n = 1.2 for interaction values till U = 6.55,
for a range of temperatures. The antiferromagnetic correlation length increases as tem-
perature decreases, and the value of interaction increases. The system has a crossover
to the renormalized classical regime when the correlation length equals the thermal de
Broglie wavelength ξth. The single particle density of states shows a pseudogap when
this crossover occurs. For a fixed value of interaction, the antiferromagnetic fluctuations
become less strong as we move away from half-filling and the crossover happens at even
lower temperatures.

The pairing susceptibility, which is given as the sum of direct and vertex terms shows
a dome-shaped variation with respect to filling. At half-filling, the large antiferromagnetic
fluctuations create a pseudogap in the single particle density of states [4] , and away from
half-filling the fluctuations decrease in magnitude. Previous results [3] of Tc showed a
dome shaped variation with filling - there is an optimal doping where Tc is the maximum
and Tc decreases on both sides of this doping. In contrast to this, we get a monotonic
decrease in Tc as filling moves away from close filling. When t′ = t′′ = 0, at half-filling
the noninteracting Fermi surface (FS) and the antiferromagnetic Brillouin zone (AFMBZ)
coincide, and the pseudogap effects are significant all over the Fermi surface. As we turn
on t′ and t′′, the FS intersects AFMBZ only at the hot spots, and the pseudogap does not
have a catastrophic effect on pairing.

Hubbard model on the honeycomb lattice under uniaxial strain : The application of
uniaxial strain to the tight-binding model without interactions on the honeycomb lattice
was studied by Pereira and co. [9] . Once the strain reaches a threshold value ε = 0.23, a
gap opens up in the bandstructure, except when the strain is along the armchair direction.
Thus there is a semi-metal to band insulator transition occurring in the system. We study
this model using TPSC, after introducing an onsite Hubbard interaction. To do so, we
use the multi-band formalism of TPSC developed earlier. In the multi-band case also,
an improved approximation to self energy incorporating the effects of fluctuations in the
particle-hole channel can be written down.

Since the application of strain changes the lattice vectors, the overlap between orbitals
change and hence the hopping parameters change. The hopping parameters are no longer
isotropic and the dispersion relation needs to be modified accordingly. We work with
reciprocal lattice vectors corresponding to the undistorted lattice. The values of double
occupancy as well as the spin and charge vertices can be determined from the spin and
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charge sum rules by self-consistent calculations. We look at cases where strain is along
the zigzag direction. When strain is really large, the antiferromagnetic correlation length
does not show a dramatic increase as interaction increases and temperature decreases.
The system remains an insulator.

For strain greater than the threshold where the gap opens up in the noninteracting case,
if we remain close to the threshold, the antiferromagnetic correlation length becomes
large for decreasing temperature and increasing interaction. This suggests that with the
introduction of interaction, the band insulator becomes metallic. If we keep on increasing
U , there is a transition from metal to an antiferromagnetic Mott insulator. The improved
self energy including the effects of fluctuations lets us compute the interacting Green
function. We can confirm this band insulator to metal to antiferromagnetic Mott insulator
transition by looking at the interacting single particle density of states for various values
of strain.

Summary : To conclude, we extend the formalism of TPSC to the multi-band case and
study the semi-metal to antiferromagnet transition in the Hubbard model on the honey-
comb lattice. The critical interaction strength for the transition is determined. We study
electron-doping in the t-t′-t′′-U model on the square lattice and look at pairing mediated
by antiferromagnetic fluctuations. The pairing susceptibility has a dome shaped variation
with filling, while the superconducting transition temperature decreases monotonically
with filling as we move away from half-filling. Finally we study Hubbard interaction on
the honeycomb lattice under strain using TPSC. Close to threshold strain where a band
gap opens up, the Hubbard interaction turns the system into a metal before finally driving
it into an antiferromagnetic insulator.
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Chapter 0

Introduction and Lexicon

0.1 What do I do ?

Disclaimer : This section is an attempt to explain my work to my parents and friends
with minimum use of technical jargon.

The synergy we see all around us, is the result of interactions and correlations among
the innumerable animate and inanimate objects in the universe. Imagine a world where
there is no ‘give and take’, that would be a dull scenario, no matter how cliched it sounds.
The astounding complexity, unpredictability and beauty of the world as it is, result from
this process of give and take. And, as condensed matter theorists working on strongly
correlated systems, we study a tiny part of this huge world.

Let me start with a very crude example. Consider a hypothetical research institute,
and let their beN number of identical students in that institute. By ‘identical’, I mean they
have some common attributes. They come to the institute, work, have lengthy discussions
with their supervisors and peers, eat, drink coffee, sleep, watch movies or read books
and so on. Suppose I follow one of the students for some days in succession. I get to
know when he turns up at his desk, how long he works, how much time he spends in
idle browsing on the internet, the usual schedule of his discussions with his supervisor,
whether he avoids his supervisor by taking the least favored route to the common canteen
during lunch, whether he has friends who he hangs out with and so on. Similarly, I can
follow a pair of students to see when and where they hang out, whether they discuss their
work, or share gossip, or share their knowledge about the latest of movies, or argue about
who should govern the country and so on.

If the number of students is very large, I would not be able to follow everyone or
every possible pair. I may have to devise some ‘approximate’ method to study trends.

1



Chapter 0. Introduction and Lexicon

That implies that I have to find a method apt to the particular problem I have at hand.
Depending on what I want to know about the students, I can follow them during the day,
or the night, on a sunny day or a rainy day. Or I may follow female students, or students
above a certain age otherwise I watch them only during coffee time everyday. But, there
is no guarantee that I can implement the same method to two extremely different case
scenarios. If I follow the students during the day, I may be able to say what they would
be upto during the evenings crudely. But, their nightlife for sure is beyond my study.

By doing the above exercise, I get a general idea about the students and the institute.
And, I may arrive at conclusions about the style of work, their productivity and average
amount of time spent a day drinking coffee or playing badminton, or how the weather
affects these patterns and so on.

This is a very crude example, nevertheless, this sheds some light on what we attempt
to do. Imagine a box of electrons and we are to write a ‘story’ about this box of electrons.
For simplicity, let us assume that the interactions between the electrons are turned off.
Suppose, we can (have the capability to) follow one particular electron and see what it is
upto. If we are able to do this, we basically know the entire story. The other electrons
are just copies of our electron and do the same things which our electron does. Since we
have turned off the interactions, they all mind their own business, in fact, when they meet
each other, they do not wish each other or exchange pleasantries, they just carry on as if
their counterparts were not there. Studying this box of electrons is not hard, even if there
are a large number of those.

Let us turn on interactions in the system. Now the game changes totally and the story
has to be rewritten. The sheer number of electrons, their interactions and correlations,
and many other interesting ingredients add different layers and twists to the stories. In
fact, newer storylines may ‘emerge’ like ferromagnetism, superconductivity etc. A total
description of the entire system in its finest details is beyond us. Hence, we can devise a
‘model’ which captures the crux of the system. This model is analogous to an ‘outline’
to the beginning of a story and our task is to complete the story.

Even with the outline at hand, we may have to resort to approximations, so that the
outline is amenable and generates an interesting story. And, there may be different meth-
ods to make the outline tractable - for instance, our neighbor may have a totally different
tool which he prefers to use to chisel the story. No matter what the approach is, it cannot
neglect certain basic laws which we expect the system to comply with. If this condition
is not respected, it might result in an ‘unphysical’ scenario in the story.

Just like following a single student or a pair of students in an institute, in a system of
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electrons, I can look at quantities called the single particle Green function (or correlation
function), or the two-particle Green function to study the system. The single particle
Green function contains the entire information about the electron and is easy to calculate
when there are no interactions. When interactions are present in the system, the Green
function of a single electron gets modified. This additional contribution is called the
self-energy. It is sometimes the most ‘wanted’ quantity in our studies and therefore is
hard to track down easily. The two-particle Green functions are related to the ‘responses’
of the system - what happens when we shine light on the system or heat it. The way
two particles propagate in the system is also different when there are interactions in the
system.

Having said that, let me introduce the Hubbard model, the most ubiquitous among
theoretical models in the study of condensed matter systems. Why do we need such theo-
retical models - these models help us describe real life materials in a theoretical language.
The description in most cases is not exact, its usually very crude with the bare essentials
which we can manage. Experimentalists perform experiments on materials, while theo-
reticians try to solve the model on a piece of paper or on a computer, and try to explain
the experimental results, or try and predict new and interesting results. For instance,
the Hubbard model came to the forefront when high temperature superconductivity was
discovered.

Moving on, the Hubbard model is one of the simplest models which describe the
interactions between electrons in a condensed matter system. Let us imagine a set of
points on a square mesh. The square mesh is easy to imagine, in fact this ‘mesh’ can
come in many varieties - square, triangle, cube etc. Assume the electrons are restricted
to move only on the points on this mesh. The electrons have a ‘spin’ - an attribute which
can come in two forms, we call them ‘up’ and ‘down’. A ‘site’ on the mesh can have at
most two electrons, if they have different spins - that is one electron has up spin and the
other electron has down spin. Otherwise, a site can have an electron of either spin, or no
electron at all. These are the only allowed scenarios. A site can never have two electrons
of the same spin - this is ruled out by the famous Pauli exclusion principle. The allowed
physical process is the ‘hopping’ of an electron from a site to its immediate neighbor.
When a site is ‘doubly occupied’, the electrons interact with each other. This is not a
good situation, the electrons do not like to be on the same site because of the repulsion
they feel for each other.

An entity called the Hamiltonian for this system can be written, which is a description
of the scenario - the model - in technical language. The Hubbard model thus includes, the
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hopping of electrons from site to site and the interaction felt by two electrons on the same
site. The model does not talk about interactions between electrons on two neighboring
sites or anything. In that sense, we have a very simple model to start with. This is the
outline of the story and it is complete when we ‘solve’ this model.

When we write down a model, there are certain parameters which describe the system,
the temperature, the value of hopping, the value of interaction, the number of electrons,
the shape of the mesh etc. By attempting to solve the model, we try to figure out the
behavior of the system, or the real-life system which the model approximately describes.
Crudely speaking, when interaction is increased in the Hubbard model, the system can
change from a metal to an insulator. So, for a mesh with a single electron at every site,
we can slowly crank the interaction up and see when the system becomes an insulator
and so on.

In the case of the Hubbard model, when there is only hopping, the model is solvable.
When there is no hopping and there is only onsite interaction between electrons, the
model is solvable. For the most general case, the model despite its innocuous simplicity,
is very hard to solve. So far, it has been solved only in one dimension (when the electrons
are restricted to move on a line of points) and in infinite dimensions (imagining this is
slightly tricky) [1, 2]. Many approximate methods have been devised to study it in two
and three dimensions. And, I study this model with an approach named two-particle
self-consistent (TPSC) approach. Using this method, we study the Hubbard model when
the onsite interaction is of weak to intermediate strengths compared to the strength of
hopping. This method introduces its own approximations, nevertheless so far it has been
remarkably successful in completing many different stories! This thesis is the sum total
of our attempts to study the Hubbard model in different scenarios using this method.
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0.2 Lexicon

0.2.1 Bloch basis and Wannier basis

We are familiar with the description of electrons in a periodic potential by the Bloch basis,
here the wave function is given by the product of a plane wave and a periodic function.
The periodic function has the periodicity of the Bravais lattice.

ψnk(r) = eik·r unk(r) (1)

unk(r +R) = unk(r) (2)

ψnk(r +R) = ψnk(r) (3)

whereR is a vector in the Bravais lattice and k is a vector in the Brillouin zone.

From the delocalized Bloch basis, we can make a unitary transformation to a localized
basis called the Wannier basis. This is done with the tight-binding approximation in
mind. This approximation works when the energy levels centered on each atom in the
lattice give a somewhat accurate description of the lattice, and there is no significant
overlap between the atomic energy levels. The Wannier basis can be reached by a Fourier
transform as,

φn(r −R) =
1

N2

∑
k

e−iR·kψnk(r) (4)

where N2 is the number of sites on the lattice.

We work in the occupation number formalism making use of electron creation and
annihilation operators. These operators can be either in the Bloch basis or in the Wannier
basis. The creation and annihilation operators obey the following relations,

{ck, c†p} = δk,p , {ck, cp} = 0 , {c†k, c†p} = 0 (5)

and

{c(r1), c†(r2)} = δr1,r2 , {c(r1), c(r2)} = 0 , {c†(r1), c†(r2)} = 0 (6)

on a lattice. The number operator is given by nk = c†kck or n(r) = c†(r)c(r). The
transformation is given by

c(r) =
1

N

∑
k

cke
ik·r (7)
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Either description is valid, but the choice is always made depending on which description
aptly describes the system. For electrons moving in a periodic potential without interact-
ing with each other, the Bloch description is suited. But, for instance when electrons on
a single atom interact with each other the Wannier description seems to be more apt.

0.2.2 Correlation functions

Single-particle Green function or two-point correlation function

The single-particle Green function defines the probability amplitude of creating a particle
of spin σ′ at position r′ at time τ ′ and annihilating a particle of spin σ at position r at
time τ . The most general definition is,

Gσσ′(rτ ; r′τ ′) = −〈Tτcrσ(τ)c†r′σ′(τ
′)〉

= −Tr
[
e−βHTτe

τHcrσe
−τHeτ

′Hc†r′σ′e
−τ ′H] (8)

where Tτ means time ordering in imaginary time τ . The concept of imaginary time is a
‘trick’ used to deal with the factor e−βH appearing in expressions at finite temperature,
temperature is treated as an ‘imaginary’ time once we compare this factor to the time
evolution factor given by e−itH . The imaginary time axis stretches from 0 to β, the
inverse temperature. Let us take the most common case, σ = σ′. When the system
has translational invariance and the Hamiltonian is time-independent, G(rτ ; r′τ ′) =

G(r − r′ , τ − τ ′). The single-particle Green function written in momentum space is,

G(k, τ − τ ′) =
∑
r

e−ik·rG(r − r′ , τ − τ ′) (9)

and even defined as,

G(k, τ − τ ′) = −〈Tτckσ(τ)c†kσ(τ ′)〉 (10)

= −Tr
[
e−βHTτe

τHckσe
−τHeτ

′Hc†kσe
−τ ′H] (11)

The fermionic single-particle Green function is anti-periodic in time. The Green func-
tion can be Fourier transformed to the imaginary frequency space as

G(k, iωn) =

∫ β

0

dτeiknτG(k, τ) (12)

6
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Here the frequencies are fermionic Matsubara frequencies which are given by iωn =

(2n+ 1)π
β

. In the noninteracting case, this Green function is

G0(k, iωn) =
1

iωn − εk
(13)

By analytic continuation, iωn → ω + iδ, the retarded Green function and the energy
spectrum of the problem can be determined. This is true for the interacting Green function
also, however in most cases, analytic continuation is a nontrivial problem.

The noninteracting Green function is easy to determine and when interactions are
introduced in the system the Green function changes. Writing down the interacting Green
function in a form like Eq. (13) is tricky. This is where the concept of ‘self-energy’
comes into play. The energy of the particle gets changed from the noninteracting energy
εk because of the interactions it undergoes in the many-particle system. The particle
interacts with ‘itself’ through the changes it causes in the system due to its interactions
with its counterparts [3], hence the name ‘self-energy’.

= + Σ

= + Σ

+ Σ Σ

= + Σ

+ Σ Σ

+ Σ Σ Σ

+ · · ·

Figure 1: Diagrammatic representation of the Dyson equation. Here, the ‘thin’ line rep-
resents the noninteracting Green function G0, the ‘thick’ line represents the interacting
Green function G. Σ is the self-energy.

The interacting Green function may thus be written as,

G(k, iωn) =
1

iωn − εk − Σ(k, iωn)
(14)
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where Σ(k, iωn) is the self-energy function. Written otherwise as,

G−1(k, iωn) = (G0)−1(k, iωn)− Σ(k, iωn) (15)

This is the famous Dyson equation connecting the noninteracting and interacting
Green functions via the self energy function. The interacting Green function is visu-
alized as the ‘total’ of the noninteracting Green function and all ‘possible’ encounters the
particle can have on its trajectory (Fig. 1). All interaction effects are ‘bundled’ into the
self energy and therefore it is the object most sought after in the study of a many-body
system.

Two-particle Green function or four-point correlation function

Γ = +

+

+ · · ·

Figure 2: Diagrammatic representation of the Bethe-Salpeter equation for the particle-
hole propagator. Here, the wiggly line represents the bare interaction and the hatched
rectangle Γ represents the renormalized interaction.

Just like a single-particle correlation function was defined, a two-particle correlation
function can also be introduced. This correlation function is of the form

χ(1, 2, 3, 4) = −〈Tτcr4σ(τ4)c†r3σ
(τ3)cr2σ(τ2)c†r1σ

(τ1)〉 (16)

where (1 = (r1, τ1)).

This represents the probability amplitude for two particles introduced in the system
at (r1, τ1) and (r3, τ3) to end up at (r2, τ2) and (r4, τ4). Depending on time ordering, this
four-point correlation function may either be a particle-particle propagator or particle-
hole propagator. From linear response theory, when small external perturbations like a
magnetic field or an electric field act on the system, the response functions of the system
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are given in terms of two-particle correlation functions [4]. Therefore, quantities like the
magnetic susceptibility, electrical conductivity are described in terms of such two-particle
correlation functions.

When there are no interactions in the system, the two-particle correlation functions
can be factorized in terms of single-particle correlation functions - as the trajectory of a
particle is not affected by other particles. The interacting response function can be written
in terms of the noninteracting response function, just like we did in the case of the single-
particle Green function. The analogue of the Dyson equation in the two-particle case is
usually called the Bethe-Salpeter equation. The concept of the irreducible vertex aids us
in doing this. The irreducible vertex is the so called renormalized interaction - the bare
interaction between two particles gets modified as a result of the many possible events
that can occur in the system, due to the sheer number of interacting particles in it.

This thesis deals with the application of two-particle self-consistent (TPSC) method
to a handful of problems in many-body physics. Chapter 1 introduces the method as
applied to the single-band repulsive Hubbard model, and presents some results for the
half-filled case of the two-dimensional square lattice. Further, in Chapter 2 this method
is generalized to the two-band case of graphene, to study the semi-metal to antiferro-
magnet transition of the half-filled Hubbard model on the honeycomb lattice. Using this
generalized TPSC for the honeycomb lattice again, in Chapter 3, we study graphene un-
der uniaxial strain. Going back to TPSC for the single-band Hubbard model, the pairing
mediated by antiferromagnetic fluctuations in the Hubbard model on the square lattice
with extended hopping to the second and nearest neighbors is studied in Chapter 4. A
brief summary and outlook follow in Chapter 5.

9
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Chapter 1

Introduction to the two-particle
self-consistent method

1.1 Introduction

In the 1960s, in a series of papers titled, ‘Electron correlations in narrow energy bands’,
John Hubbard introduced the eponymous Hubbard model [5–9]. It was visualized by
Kanamori [10] and Gutzwiller [11] around the same time, but it was Hubbard’s name
that got attached to the model. Till then, the model of the free electron gas was success-
ful in the description of the conduction bands of metals and alloys. But, for transition
and rare-earth metals which had partially filled d and f bands, the correlations between
electrons influence their properties. The free electron gas was found inadequate to de-
scribe these materials, even with the addition of electron correlations. Since the electron
charge density is concentrated around the nuclei in the case of d and f bands, we can talk
in terms of electrons being on some specific atom. The new model tried to combine the
characteristics of the band model as well as the atomic model. Although it is stated that
the theory is designed for the case of d and f electrons, the model in its simplest form
contains electrons of two states per atomic site, spin up and spin down.

The Hubbard Hamiltonian is written as

H = H0 +Hint (1.1)

H0 = −t
∑
〈ij〉σ

c†iσcjσ + h.c (1.2)

Hint = U
∑
i

ni↑ni↓ (1.3)

11
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The operator ciσ (c†iσ) destroys (creates) an electron of spin σ on site i on the lattice. The
number operator, niσ = c†iσciσ, gives the number of electrons with spin σ on site i of the
lattice.

This Hamiltonian written in the Wannier basis comes from the tight-binding descrip-
tion of electrons in a material. The kinetic part (1.2) of the Hamiltonian describes the
hopping of an electron in an orbital on a lattice site to the orbital on the neighboring site.
The overlap between the orbitals determines the value of t. Whenever an orbital becomes
occupied by two electrons of opposite spins, there is a potential energy penalty of U to
be paid (1.3). This is the interaction part of the Hamiltonian. 〈ij〉 denotes that the lattice
sites i and j are nearest neighbors.

There are two limits to the model - the two extremes which can be handled. When
U = 0, and t is non-zero, the noninteracting model depicts the hopping of electrons from
site to site, gaining kinetic energy. This situation describes a metal. Suppose t = 0, and
U is non-zero, we reach the so-called atomic limit. The atoms are totally decoupled from
each other and there are no charge fluctuations in the system. At half-filling (n = 1.0),
when every site is occupied by an electron, suppose we slowly increase the interaction
U . Then the electrons would hesitate to hop to the nearest neighbor site, because of the
increasing potential energy penalty to be paid. Thus there is a transition from a metal to
an insulator. This insulator is different from the band insulator we are familiar with and
is known as a Mott insulator.

â1

â2

t

U

Figure 1.1: Hubbard model on the two dimensional square lattice, with the basis vectors
shown in red. The hopping parameter t and the Hubbard interaction U are also indicated.

By a transformation from the Wannier basis to the Bloch basis, the noninteracting
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tight-binding Hamiltonian for the square lattice can be written as,

H0 =
∑
kσ

εkc
†
kσckσ (1.4)

εk = −2t (cos(k · aex) + cos(k · aey))

εk = −2t (cos kx + cos ky) (1.5)

where the distance between nearest neighbors a is taken as unity.

(kx)

(ky)

−π π0

−π

π

Figure 1.2: Brillouin zone of the two dimensional square lattice. The noninteracting
Fermi surface at half-filling is shown in red. Given in purple is the nesting vector at
half-filling given by (π, π), which maps one portion of the Fermi surface to the other.

1.2 Two-particle self-consistent approach

The Hubbard model has so far been solved exactly in one dimension [1] and infinite
dimensions [2]. When it comes to two dimensions and three dimensions, where the
model is applicable to real-life materials, the solutions are somewhat elusive.

The two-particle self-consistent method (TPSC) [12–14] is a non-perturbative, semi-
analytical approach developed to study the single-band repulsive Hubbard model. In
TPSC, when we compute solutions, analytics work till a point. Beyond that, we need
self-consistent numerical calculations to reach the solutions. TPSC is valid from weak to
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intermediate values of coupling. Hence, this method is not fit to study the Mott transition.
TPSC satisfies many physical constraints, like the conservation of spin and charge, the
Pauli exclusion principle and the Mermin-Wagner theorem [15,16] which rules out finite
temperature phase transitions in two dimensional systems. At finite temperature, the
rapidly growing antiferromagnetic fluctuations and the resultant pseudogap in the single-
particle density of states [17,18] in the Hubbard model can be studied using this method.
The results from this method have been shown to be in good agreement with solutions
from Quantum Monte Carlo calculations [14]. The successful implementation of TPSC
rests on the existence of appropriate sum rules. These sum rules are essential for the
computation of irreducible vertices.

The two-particle self-consistent method has been extended to study the attractive
Hubbard model in the weak to intermediate coupling regime [19, 20]. In this model,
the pairing fluctuations in the renormalized classical regime cause a pseudogap in the
single-particle density of states. Further, TPSC can also be extended to study the d- wave
pairing mediated by antiferromagnetic fluctuations in the single-band Hubbard model
[21–23]. By adding next-nearest neighbor interaction is added to the model, TPSC can
be generalized to Extended TPSC (ETPSC) , letting one study competing spin and charge
orders [24–26].

1.3 Spin and charge susceptibilities

If there is a small perturbation which couples to the spin or charge, we can calculate
the linear response of the system. The response functions, the so called spin and charge
susceptibilities are given by,

χsp(1, 2) = 〈TτSz(1)Sz(2)〉 (1.6)

χch(1, 2) = 〈Tτn(1)n(2)〉 − n2 (1.7)

Here, 1 is shorthand for (r1, τ1). Sz is the z component of spin Sz(1) = n↑(1) − n↓(1)

and n is the charge, n(1) = n↑(1) + n↓(1). The susceptibilities, from their definition,
describe how much the spin or charge in the system at different sites ‘talk to’ each other.
If there is some sort of spin order in the system, we would expect the spins to be ‘corre-
lated’ and the spin susceptibility to diverge. If the charge susceptibility is large, there are
charge fluctuations in the system, the system is expected to be a metal. Once the charge
susceptibility is small, the charge fluctuations decrease and the system is an insulator.
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The spin and charge susceptibilities when summed over all momenta and frequencies
give us the following local spin and charge sum rules, these are just the local equal-time
susceptibilities.

χsp(0) = 〈SzSz 〉
= 〈 (n↑ − n↓ )2 〉
= 〈n↑n↑ − n↑n↓ − n↓n↑ + n↓n↓ 〉
= 〈n↑〉+ 〈n↓〉 − 2〈n↑n↓〉
= n− 2〈n↑n↓〉 (1.8)

Similarly for the charge susceptibility

χch(0) = 〈n2 〉 − 〈n〉2

= 〈 (n↑ + n↓ )2 〉 − 〈n〉2

= 〈n↑〉+ 〈n↓〉+ 2〈n↑n↓〉 − 〈n〉2

= n+ 2〈n↑n↓〉 − n2 (1.9)

nσ = n
2

is the average occupation number of the spin species σ, and n is the filling. While
deriving these sum rules, the Pauli principle in the form n2

σ = nσ is made use of. No
matter what approximation gives us the spin and charge susceptibilities, these quantities
have to obey these rules - this is a basic physical constraint on the approximation.

In the noninteracting case, both the spin and charge susceptibilities are given by the
same object, the Lindhard function. The Lindhard function or the noninteracting suscep-
tibility is given by,

χ0(q) = − 1

β

1

N2

∑
k,σ

G0(k)G0(k + q) (1.10)

= − 1

β

1

N2

∑
k,σ

1

iωn − εk
1

iωn + iνn − εk+q

= − 2

N2

∑
k

nF (εk)− nF (εk+q)

iνn + εk − εk+q

(1.11)

where q = (q, iνn) a shorthand for both the momentum q and the bosonic Matsubara
frequency iνn, β = 1

T
is the inverse temperature. In Eq. (1.10) the summation is over

all momenta k, Fermionic Matsubara frequencies (iωn), and spin σ, while in Eq. (1.11)
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the Matsubara summation has already been taken care of and the summation is just over
all the momenta in the Brillouin zone. nF (ε) is the Fermi distribution function, nF (ε) =

1
eβε+1

.

The susceptibilities in the interacting case can be written in terms of the noninter-
acting susceptibilities using the Bethe-Salpeter equation. As mentioned previously, the
Bethe-Salpeter equation is for the two-particle correlation function as the Dyson equation
is to the single-particle correlation function, with the irreducible vertex being analogous
to the self-energy. The irreducible vertex is momentum and frequency dependent in the
most general case.

χsp(q) =
χ0(q)

1− Γsp(q)

2
χ0(q)

(1.12)

χch(q) =
χ0(q)

1 + Γch(q)
2

χ0(q)
(1.13)

where Γsp,ch are the irreducible vertices.

1.3.1 RPA vs. TPSC

Let us consider RPA or mean-field approximation, where the spin and charge vertices are
both equal to the bare interaction U . The vertices are local and frequency independent.
The spin and charge susceptibilities can be written as,

χRPAsp (q) =
χ0(q)

1− U
2
χ0(q)

(1.14)

χRPAch (q) =
χ0(q)

1 + U
2
χ0(q)

(1.15)

Let us take a look at some pitfalls that RPA has. First of all consider the denominator
of the spin susceptibility, given by Eq. (1.14). When the denominator becomes zero, the
spin susceptibility diverges, this means there is long-range spin order in the system. This
scenario is prohibited by the Mermin - Wagner theorem which states that a continuous
symmetry cannot be broken in two dimensions at finite temperature. In RPA, as we
increase U , eventually we reach the mean - field transition value of interaction

Umf =
2

χmax0

(1.16)

where χmax0 is the maximum value of the susceptibility. This gives us a totally unphysical
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result.

Similarly, let us consider the sum rules. The sum of the ‘sum rules’ Eqs. (1.8) and
(1.9) is

T

N2

∑
q

χsp(q) +
T

N2

∑
q

χch(q) = 2n− n2 (1.17)

In RPA, the left hand side can be written after an expansion of the denominators as

T

N2

∑
q

χRPAsp (q) + χRPAch (q) =
T

N2

∑
q

χ0 + U(χ0(q))2 + U2(χ0(q))3

+ χ0 − U(χ0(q))2 + U2(χ0(q))3 + · · · (1.18)

The RHS exceeds the physical result in RPA, because χ0(q) is a positive quantity.

In RPA or mean-field theory, one factorizes the two particle Green function as the
product of two single particle Green functions. For instance, the double occupancy
〈n↑n↓〉 = 〈n↑〉〈n↓〉. So at half-filling, RPA would give 〈n↑n↓〉 = 1

2
× 1

2
= 0.25. Now,

imagine we turn on the onsite Hubbard interaction U . We expect the average probabil-
ity of two electrons being on the same site to decrease in order to reduce the potential
energy. Clearly, mean-field factorization of two-particle correlation functions is not an
accurate approximation. This is where TPSC does a remarkable job in taking care of the
correlation effects. The correlation effects due to two particles being on the same site is
captured using TPSC.

Let us study the single-band Hubbard model on the square lattice at half-filling using
the two-particle self-consistent method (TPSC), so that we get a precise idea regarding
the implementation of this method. The interacting spin susceptibility and charge sus-
ceptibility are given in terms of the noninteracting Lindhard function by means of RPA
like equations.

χsp(q) =
χ0(q)

1− Usp
2
χ0(q)

(1.19)

χch(q) =
χ0(q)

1 + Uch
2
χ0(q)

(1.20)

Here, Usp and Uch denote the irreducible spin and charge vertices or the renormalized
interactions. The spin and charge susceptibilities have to obey local spin and charge sum
rules (Eqs. (1.8) and (1.9)) . But, how should we go about calculating the irreducible
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vertices? We introduce an ansatz for the renormalized interaction in the spin channel
which includes correlation effects by construction.

Usp =
U〈n↑n↓〉
〈n↑〉〈n↓〉

(1.21)

Then, by substituting this ansatz in Eq. (1.12), and looking at the local spin sum rule Eq.
(1.8)

T

N2

∑
q

χsp(q) = 〈n↑〉+ 〈n↓〉 − 2〈n↑n↓〉

T

N2

∑
q

χ0(q)

1− 1
2

U〈n↑n↓〉
〈n↑〉〈n↓〉

χ0(q)
= 〈n↑〉+ 〈n↓〉 − 2〈n↑n↓〉 (1.22)

The quantity, 〈n↑n↓〉, the double occupancy occurs on both sides of the equation and
therefore we can try to obtain a self-consistent solution for this quantity. That is from
where the method derives its name. We can either determine the spin vertex Usp or the
double occupancy 〈n↑n↓〉 self-consistently. We use the value of 〈n↑n↓〉 obtained by our
self-consistent calculations in Eq. (1.9) and solve for Uch. TPSC is designed in such a
way that the spin and charge vertices attain a balance, where both the spin and charge
sum rules are obeyed.

1.4 A peep into the derivation

(Detailed derivation can be found in Appendix A.)

From the equation of motion of the single-particle Green function, we can arrive at
an exact relation between the self-energy, Σ and the two-particle correlation function.

Σσ(1, 2̄)Gσ(2̄, 2) = −U〈n−σ(1)cσ(1)c†σ(2)〉 (1.23)

where a bar over an index means that index will be summed over - i.e. a summation over
the space index and an integration over the imaginary time index is assumed. In fact,
when we evaluate the equation of motion of the single-particle Green function, this two-
particle correlation matrix is the tricky term. The equation of motion of this two-particle
correlation function would generate three-particle correlation functions and so on. The
set of equations never closes. The self-energy is a quantity where all these interaction
effects have been cleverly dumped, and hence it is very hard to evaluate.
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This exact relation is the starting point of the approximation in TPSC. The Hartree-
Fock factorization does a very crude job of approximating the double occupancy as
〈n↑n↓〉 = 〈n↑〉 〈n↓〉. This works well when there is no interaction or when the interaction
is very small. As soon as interactions become large, this is a very poor approximation.
The exact result on the RHS involving the double occupancy has to be retained. Thus
we can modify the approximation which resembles the Hartree-Fock approximation, but
reproduces the exact result when 2→ 1+. This is the TPSC ansatz where we write,

Σσ(1, 2̄)Gσ(2̄, 2) = AG−σ(1, 1+)Gσ(1, 2) (1.24)

We have replaced the bare interaction by a renormalized interaction such that the exact
relation is reproduced when 2→ 1+. This means,

A = U
〈n↑n↓〉
〈n↑〉〈n↓〉

(1.25)

and
Σσ(1, 2) = U

〈n↑n↓〉
〈n↑〉〈n↓〉

G−σ(1, 1+)δ(1− 2) (1.26)

Thus the first approximation gives us a local frequency-independent self-energy. The
spin and charge vertices are functional derivatives of the self-energy with respect to the
single-particle Green function,

Γsp(1, 2; 3, 4) =
∂Σ↑(1, 2)

∂G↓(3, 4)
− ∂Σ↑(1, 2)

∂G↑(3, 4)
(1.27)

Γch(1, 2; 3, 4) =
∂Σ↑(1, 2)

∂G↓(3, 4)
+
∂Σ↑(1, 2)

∂G↑(3, 4)
(1.28)

When we evaluate the spin vertex, we get a local, frequency-independent quantity be-
cause, Usp = U

〈n↑n↓〉
〈n↑〉〈n↓〉

. The higher order correlations from the derivative of 〈n↑n↓〉
〈n↑〉〈n↓〉

cancel because of the minus sign. But, as far as the charge vertex is concerned, this does
not happen. For simplicity, we assume that the charge vertex Uch is also local.

Once we have spin and charge fluctuations in the system, we can make use of these
to get an improved approximation to the self-energy of the system. The self-energy in-
cluding fluctuations in the longitudinal and transverse channels can be written as,

Σ(2)
σ (k) = Un−σ +

U

8

T

N2

∑
q

(3Uspχsp(q) + Uchχch(q))G
0
σ(k + q) (1.29)
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The first term in the expression is the average interaction energy of a particle of spin σ
with the electrons of the opposite spin. The second term includes the effect of the spin
and charge fluctuations on the self-energy.

1.5 Numerical procedure

1.5.1 Noninteracting susceptibility

Substituting the dispersion relation, Eq. (1.5) in Eq. (1.11) seems to be a straightfor-
ward way to evaluate the noninteracting susceptibility. Suppose we divide our Brillouin
zone (BZ) into a grid with a total of N2 momentum points and there are Nq numbers
of Matsubara frequencies at which the noninteracting susceptibility is to be evaluated.
Computing χ0(q) by direct evaluation of Eq. (1.11) is tedious - for each pair of (q, iνn),
the value of the summand in Eq.(1.11) has to be evaluated at N2 points in the BZ. The
number of operations scales like N2 ×Nq ×N2.

Although we may make use of symmetries to reduce the number of operations, here
we make use of another fact to simplify the numerics. The noninteracting susceptibility
in the momentum- frequency space is in the form of a convolution

χ0(q, iνn) = −2
T

N2

∑
k,iωn

G0(k, iωn)G0(k + q, iωn + iνn)

(1.30)

and in Fourier space, i.e., the position - imaginary time space it can be written as a
product.

χ0(r, τ) = −2G0(r, τ)G0(−r,−τ) (1.31)

= 2G0(r, τ)G0(r, β − τ) (1.32)

where the inversion symmetry of the two dimensional square lattice as well as the an-
tiperiodicity of the single particle Green function, G0(−r,−τ) = −G0(r, β − τ) have
been be invoked. Starting from G(k, τ), we can evaluate G(r, τ) using FFT,

G0(r, τ) =
1

N2

∑
k

G0(k, τ)eik·r (1.33)
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where

G0(k, τ) = −e−εkτnF (−εk) (1.34)

= −e−εk(β−τ)nF (εk) (1.35)

for 0 < τ < β.

Once we have G0(r, τ), the calculation of χ0(r, τ) is straightforward. Then, by per-
forming FFT χ0(q, iνn) is obtained.

χ0(q, iνn) =

∫ β

0

dτeiνnτ
∑
r

e−iq·rχ0(r, τ) (1.36)

There is one aspect we have to pay attention to. The imaginary time τ is a continuous
parameter and performing a discrete Fourier transform on this dimension, gives wrong
results at high frequencies. χ0(q, iνn) has to decay at high frequencies, the results from
FFTs which are periodic in iνn would not be appropriate.

In order to get around this difficulty, we make use of cubic splines [27]. Suppose we
divide the imaginary time from 0 to β into Nt equal slices. Along each slice, χ0(r, τ)

is approximated using by a cubic polynomial and the continuous Fourier transform is
written as,

f(ν) =
Nt∑
n=1

∫ xn

xn−1

dx Sn(x)eiνx

=
−SNt(β)− S0(0)

iν
− −S

′
Nt(β)− S ′0(0)

(iν)2

+
−S ′′Nt(β)− S ′′0 (0)

(iν)3
−
(
1− eiν∆x

)Nt−1∑
n=0

S ′′′n e
iνx (1.37)

where x0 = 0 and xNt = β. The first derivative of χ0(r, τ) at τ = 0 and τ = β are
provided in order to complete the set of equations needed to determine the unknowns -
the spline coefficients. We can evaluate the derivatives of χ0(r, τ) from the derivatives
of G0(r, τ) and G0(r, β − τ).

Here the expression has been simplified using integration by parts, and Sn represents
the cubic spline for the n-th slice of imaginary time. S ′n, S ′′n and S ′′′n represent the first,
second and third derivatives of the spline respectively. Since we are successively differ-
entiating a cubic polynomial, S ′′′n is proportional to the coefficient of the third degree term
in the spline. Therefore, the final term in the expression (1.37) includes a discrete Fourier
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transform which can be easily evaluated using FFTs. The noninteracting susceptibility at
zero frequency can be computed as the integral of the spline over all the intervals. χ0(q)

is real and symmetric about the imaginary frequency axis. In fact, after FFT we have
χ0(q) for a momentum grid containing N2 points, with Nq = Nt/2 number of positive
and negative Matsubara frequencies in the resulting data. In the evaluation of G(r, τ),
the number of operations required isNt×N2 logN2, and the three dimensional FFT Eq.
(1.36) requires N2Nt log(N2Nt) operations.

1.5.2 Self-energy

If we take a look at Eq. (1.29), we can see that here also we have a convolution form for
the second term involving spin and charge fluctuations. This helps us recast the expres-
sion in position - imaginary time space as a product using FFTs. We can come back to
the momentum - frequency space using FFTs once more.

V (r, τ) =
U

8
(3Uspχsp(r, τ) + Uchχch(r, τ)) (1.38)

and this lets us rewrite the second term in the self-energy as

U

8

T

N2

∑
q

(3Uspχsp(q) + Uchχch(q))Gσ(k + q) =

∫ β

0

eiωnτ
∑
r

e−ik·rV (−r,−τ)G(r, τ)

(1.39)

where

V (r, τ) =
U

8
(3Uspχsp(r, τ) + Uchχch(r, τ)) (1.40)

We can compute V (r, τ) accurately, by the following trick,

V (r, τ) =
U

8

T

N2

∑
q,iνn

[
eiq·re−iνnτ (3Uspχsp(q) + Uchχch(q))− (3Usp + Uch)χ0(q))

]
+
U

8
(3Usp + Uch)χ0(r, τ) (1.41)

This is done because, asymptotically χsp(q) and χch(q) approach χ0(q). The above ‘trick’
accomplishes one thing, the high frequency parts are removed in the Fourier transform,
and this lets us use a smaller cutoff frequency.

Here also, we have to approximate the continuous Fourier transform over τ making
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use of cubic splines. The derivatives of V (−r,−τ)G0(r, τ) with respect to τ need to be
evaluated at τ = 0 and τ = β for the evaluation of the spline coefficients. As χ0(q),
χsp(q) and χch(q) are even functions of iν, only the derivative of the final term in Eq.
(1.41) with respect to τ matters.

1.6 Results

This section gives a glimpse of the results from the TPSC method. Following the proce-
dure mentioned in Refs. [13, 14, 27] we have attempted to replicate the results, in order
to better grasp the various aspects of the method.

We work with the two dimensional square lattice, at half-filing (n = 1.0). t is taken
as unity. For a particular value of temperature, T , at half-filling we can evaluate the
noninteracting susceptibility using a combination of FFTs and cubic splines. For each
value of U , we start with a guess value of the double occupancy. This is used to evaluate
the spin susceptibility using (1.12). From the sum rule given by (1.8) the updated value of
spin vertex can be obtained. This procedure is repeated till self-consistency is achieved.
Using the value of double occupancy so obtained, making use of the charge sum rule (1.9)
the irreducible charge vertex can be determined. Usually, we start with a very small value
of U , the guess value of double occupancy being the value of double occupancy for the
case of zero interaction. Then for the next value of U , the guess value we choose is the
double occupancy obtained self-consistently for the previous value of U . For a smooth U
grid, this ensures smooth numerical calculations.

Fig. 1.3 shows the plot of the noninteracting susceptibility χ0(q) at zero-frequency
for T = 0.2, at half-filling. At half-filling, because of nesting, the susceptibility peaks at
(π, π) as can be seen from the plot.

1.6.1 Double occupancy and irreducible vertices

When we are in the paramagnetic regime we have spin rotational invariance. The average
number of electrons with spin up as well as spin down is the same, 〈nσ〉 = nσ = n

2
. When

there is no interaction between the electrons, the average value of double occupancy
is given by 〈n↑n↓〉 = 〈n↑〉〈n↓〉 = n

2
× n

2
. At half-filling, therefore when U = 0.0,

〈n↑n↓〉 = 1
2
× 1

2
= 0.25. As the value of the interaction U increases, the probability of

two electrons to be on the same site gets reduced because of the increased penalty to be
paid. Therefore, the double occupancy 〈n↑n↓〉 decreases steadily with increasing U . This
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Figure 1.3: Plot of noninteracting susceptibility χ0(q) at zero frequency, as a function of
q for T = 0.2.

trend is clearly seen in the plot given in Fig. 1.4.

The curves for spin and charge vertices with respect to U are also given in Fig. 1.4.
The spin and charge vertices are almost equal to U , for really small values of U . But,
as the interaction increases, the spin vertex tends to saturate, while the charge vertex
increases rapidly. In TPSC, the spin vertex can reach arbitrarily close to the mean-field
transition value of interaction Umf , but never crosses it. The saturation of the spin vertex
is due to Kanamori-Brueckner screening. If the amplitude of the two-body wave function
decreases, there is a reduced probability of a site being occupied by two electrons. This
reduces the ‘effect’ of the interaction. The energy cost associated with this phenomenon
would be the difference between the energy of the one-particle wave function with the
maximum number of allowed particles and that of the one-particle wave function with just
one particle in it. This is the bandwidth. Hence, the effective interaction Usp saturates to
a value of the order of the bandwidth. The rapid increase in the charge vertex shows that
the charge fluctuations are suppressed, this means that the system is approaching a Mott
transition.
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Figure 1.4: Plots of double occupancy 〈n↑n↓〉 and irreducible vertices Usp and Uch as
functions of interaction U for T = 0.5.
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1.6.2 Correlation lengths

The interacting spin and charge susceptibilities are given in terms of the noninteract-
ing susceptibility by Eqs. (1.12) and (1.13), We study the interacting susceptibilities by
studying a quantity called the correlation length, which we define as

ξafm =

√
χsp(Q, 0)

χ0(Q, 0)
(1.42)

ξch =

√
χch(Q, 0)

χ0(Q, 0)
(1.43)

where Q = (π, π), the wave vector at which the noninteracting susceptibility peaks in
this case because of nesting.

In Fig. 1.5, we can see that, as the interaction increases, the charge correlation length
ξch decreases steadily. Also, the charge correlation decreases as temperature is decreased
too. We have already seen the rapid growth of the charge vertex with increasing inter-
action. The plots of the charge correlation length give us the same information - that
the charge fluctuations are suppressed as the interaction increases or as the temperature
decreases. This reflects the tendency to Mott transition.

When we take a look at the antiferromagnetic correlation length, we see that the anti-
ferromagnetic susceptibility increases as interaction increases. As we lower temperature,
this increase in antiferromagnetic susceptibility is very large. This means that the antifer-
romagnetic fluctuations in the system are becoming huge. When the correlation length of
these antiferromagnetic fluctuations exceed the thermal de Broglie wavelength, we say
that the system has entered the ‘renormalized classical regime’. This is the regime where
the spin fluctuation energy is very small compared to the temperature. The quasiparticles
are destroyed by these huge antiferromagnetic fluctuations and the single-particle density
of states has a pseudogap when this crossover happens [17,18]. The system is very close
to the zero temperature quantum phase transition to antiferromagnetic order and even a
small temperature is enough to produce huge fluctuations.

1.6.3 Self-energy

In order to have an idea about the self-energy we obtain from TPSC after the inclusion of
the effects of spin and charge fluctuations, let us plot the imaginary part of the self-energy
as a function of the fermionic Matsubara frequency, for various values of interaction. The
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ξafm with respect to interaction U for various temperatures.
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plots in Fig. 1.6 have been generated for a temperature T = 0.2. −Im Σ(ωn) is shown
to increase as ωn → 0, for U ∼ 5.0. This indicates a pseudogap in the single-particle
excitation spectrum, caused by the growing antiferromagnetic fluctuations.

0 20 40 60 80 100
−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2

0

ωn

Im
Σ

(2
)

(0,π)

 

 

U = 1.0
U = 2.0
U = 3.0
U = 4.0
U = 5.0

0 50 100 150 200 250
−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2

0

ωn

Im
Σ

(2
)

(π/2, π/2)

 

 

U = 1.0
U = 2.0
U = 3.0
U = 4.0
U = 5.0

Figure 1.6: Plots of the imaginary part of self energy ImΣ(2) as a function of Matsubara
frequency ωn for various values of interaction U shown in the legend for T = 0.2. The
plots show the self energy at two points on the Fermi surface at half-filling.
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1.7 Summary

The two-particle self-consistent method (TPSC) is an approximation technique used to
study the single-band Hubbard model, from weak to moderate values of interaction. Al-
though it cannot capture the Mott transition, this method satisfies many physical con-
straints like the conservation of spin and charge and the Pauli exclusion principle exactly.
Most important of all, the method is apt to capture the growing antiferromagnetic fluctu-
ations in the system, without compromising the validity of the Mermin- Wagner theorem.
Unlike RPA, this method does not generate the unphysical result of a phase transition
at finite temperatures in two dimensions. The crossover to the ‘renormalized’ classical
regime, when the correlation length of the antiferromagnetic fluctuations grows beyond
the thermal de Broglie wavelength is captured by TPSC.

From an exact relation between the self-energy and two-particle correlation functions,
the first approximation to the self-energy can be made, the self-energy is assumed to
be local and frequency independent. From this we can derive the expression for the
irreducible spin vertex, which is local and frequency independent. The charge vertex is
also assumed to be local and frequency independent. The irreducible spin and charge
vertices are determined self-consistently by a combined implementation of the Bethe-
Salpeter equation, the local spin and charge sum rules and the TPSC ansatz. Therefore,
TPSC is a non-perturbative and semi-analytical technique. From the results of spin and
charge susceptibilities, we may calculate an improved approximation for the self-energy.

The results obtained for antiferromagnetic correlation length show the rapid growth
of antiferromagnetic fluctuations for decreasing temperature and increasing interaction.
The rapid increase in charge vertex shows the tendency to Mott transition, the same is
validated by the decreasing charge correlation length. Further, from the imaginary part
of self-energy, the pseudogap induced by these antiferromagnetic fluctuations can also be
seen.
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Chapter 2

Antiferromagnetism in the Hubbard
model on the honeycomb lattice

2.1 Introduction

The concepts of ‘symmetry’ and ‘symmetry breaking’ are very crucial to the understand-
ing of most phases of matter - usually by the breaking of some appropriate symmetry,
long-range order sets in the system. Viewed against this background, the quantum spin
liquid is an ‘exotic’ phase, in this phase of matter, long-range order is hindered in the
ground state of the system. A good analogy can be made by citing the example of clas-
sical paramagnets, where thermal fluctuations prevent long-range order. In the case of
a quantum spin liquid, even at zero temperature, the presence of quantum fluctuations
prevent long-range order.

P. W. Anderson was behind the theoretical proposal of a spin liquid phase on the
triangular lattice [28], following the concept of ‘resonating valence bonds’ introduced by
Pauling [29]. Suppose we arrange spins on an equilateral triangular lattice and introduce
an antiferromagnetic interaction between the spins. Its clearly visible that the spin on one
site cannot simultaneously remain antiferromagnetically aligned to both its neighbors.
So, if we imagine a triangular lattice, this geometric frustration prevents the formation of
long-range order [30].

Later, Anderson used this concept of a resonating valence bond state in the context of
high temperature superconductors, [31] prompting the extensive search of such a phase
in materials. Since geometric frustration can act as a crucial ingredient for the occurrence
of spin liquids, systems with geometric frustration are expected to host such phases. In
three dimensions, the pyrochlore spin ices are expected to host this phase [32] whereas
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experimental evidence for such a phase has been obtained in organic materials of the
BEDT family, with a triangular lattice structure [33]. Also, the existence of such a phase
in the Kagome lattice has also been theoretically proved [34].

Theoretically, if we take the Hubbard model on a lattice, and if we increase the in-
teraction U , the model undergoes a phase transition from a Fermi liquid to an antiferro-
magnetic Mott insulator. Suppose, we add some frustration to the system, then quantum
fluctuations would prohibit the antiferromagnetic long-range order and result in a spin
liquid.

Usually, low-dimensional systems have large quantum fluctuations, so looking for
such a phase in two-dimensional materials is deemed appropriate. The honeycomb lattice
does not have any geometric frustration, but its lowest possible coordination number for a
two-dimensional lattice, makes it a good candidate to search for a spin liquid phase. Meng
and coworkers predicted the existence of such a spin liquid phase in the Hubbard model
on the half-filled honeycomb lattice [35], by doing large scale Quantum Monte Carlo
calculations. They claimed that for a small window of interaction values, a spin liquid
phase exists in the system before the transition to the antiferromagnetic Mott insulator
occurs. This theoretical result was confirmed later by further studies. However, Sorella
et al. [36] worked on larger lattice sizes and ruled out the possibility of a spin liquid
phase. So, whether the spin liquid phase exists in the half-filled Hubbard model on the
honeycomb lattice is an interesting question to study.

A spin liquid can be considered as a Mott insulator without any long-range order.
Methods like the Dynamical Mean Field Theory (DMFT) and its extensions (quantum
cluster approaches) [37–39] are apt to study the Mott transition in the Hubbard model.
Therefore, these methods can be implemented to study the ‘so-called’ intermediate spin
liquid phase between the semimetal and the antiferromagnetic Mott insulator. Mott tran-
sition in the Hubbard model on the honeycomb lattice was confirmed by single-site
DMFT studies as well as studies using quantum cluster approaches [40–46]. However,
Hassan et al. [47] using CDIA (Cluster Dynamical Impurity Approximation) proved that
the Mott transition was preempted by antiferromagnetic long-range order. The subtleties
of various methods - cluster shape, various implementations of cluster methods [48–51],
give varying results for the critical interaction strength.

The result from quantum cluster approaches can be taken as an upper bound to the
critical interaction strength, since these approaches track down the Mott transition with-
out any long-range order. But, if we have to locate the precise value of critical interaction
strength for antiferromagnetism to set in, we need to apply a method which takes into
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account the long wavelength antiferromagnetic fluctuations in the system. Since the in-
teraction strength in the problem is of the order of 2/3, TPSC as a non-perturbative,
semi-analytical method valid from weak to intermediate coupling is well-suited to an-
alyze the problem [13, 14]. The crossover plot can be obtained by picking the values
at which the antiferromagnetic correlation length exceeds the thermal de Broglie wave-
length. By extrapolating the crossover plot to zero temperature, we can have an estimate
of the critical interaction strength Uc for the quantum phase transition.

2.2 Model

So far TPSC has been used to study the single-band Hubbard model. The honeycomb
lattice is not a Bravais lattice - it can be visualized as a triangular Bravais lattice with two
sublattices A and B. We first need to extend the formalism to the multi-band case of the
Hubbard model on the honeycomb lattice.

(1.732,0)(0,0)

(0.866,1.5)

â1â2

Figure 2.1: Honeycomb lattice which is a triangular Bravais lattice with two sublattices,
indicated using red and blue circles. The lattice vectors a1 and a2 are also shown.
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The Hubbard Hamiltonian on the honeycomb lattice is written as

H = H0 +Hint (2.1)

H0 = −t
∑
i,∆,σ

(
a†iσbi+∆,σ + h.c

)
(2.2)

Hint = U
∑
i∈A,B

(nia↑nia↓ + nib↑nib↓) (2.3)

where the hopping is from a site on sublattice A to a site on sublattice B or vice versa.
The hopping from one site i can be to any of its three neighbor sites belonging to the other
sublattice i + ∆. In momentum space, the noninteracting Hamiltonian can be written as
a 2× 2 matrix with non-zero off-diagonal elements as

H0(k) =

 0 f(k)

f ∗(k) 0

 (2.4)

where

f(k) = −t
(
1 + e−ik·a1 + e−ik·a2

)
(2.5)

The form of f(k) can be understood by considering lattice points on a triangular
lattice. Corresponding to each lattice point on the triangular lattice, there are two sites
associated with the two sublattices. Each lattice point has six neighbors. Hopping to the
three neighboring sites on the honeycomb lattice, can therefore be seen on the triangular
lattice as i) hopping to the other sublattice belonging to the same lattice point and ii)
hopping to the other sublattice belonging to two neighboring lattice points out of the six
neighbors.

We may diagonalize this Hamiltonian to obtain the energy eigenvalues, Ec(k) =

|f(k)| corresponding to the conduction band and Ev(k) = −|f(k)| corresponding to the
valence band.

H0(k) =

Ec(k) 0

0 Ev(k)

 (2.6)

where we basically switch to a diagonal basis description in terms of creation and anni-
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hilation operators for the conduction and valence bands.

a†kσ =
1√
2

(
v†kσ + c†kσ

)
(2.7)

b†kσ =
1√
2
eiφk

(
v†kσ − c†kσ

)
(2.8)

where
eiφk =

f(k)

|f(k|

2.2.1 Single-particle correlation function

The Green function is a 2× 2 matrix in this case,

G =

Gaa Gab

Gba Gbb

 (2.9)

For instance, in the position - imaginary time representation, we have the following
definition

Gρλ
σσ′(1, 2) = −〈Tτρσ(1)λ†σ′(2)〉δσσ′ (2.10)

where ρ, λ = a, b represent the sublattice indices. We have used a shorthand notation, 1

describes both the position (r1) and the imaginary time (τ1). This 2 × 2 matrix form of
the Green function has been written down, assuming spin rotational invariance.

In the momentum- imaginary frequency representation, we can write the noninteract-
ing Green function as,

G0(k, iωn) = [iωn −H0]−1

=

 iωn −f(k)

−f ∗(k) iωn


−1

(2.11)

=
1

iω2
n − |f(k)|2

 iωn f(k)

f ∗(k) iωn

 (2.12)
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This can be viewed as,

Gaa(k) =
1

2
[Gvv +Gcc] (2.13)

=
1

2

[
1

iωn − Ev
+

1

iωn − Ec

]
(2.14)

Gab(k) =
1

2
eiφk [Gvv −Gcc] (2.15)

=
1

2
eiφk

[
1

iωn − Ev
− 1

iωn − Ec

]
(2.16)

(2.17)

We also have

Gba(k) =
1

2
e−iφk [Gvv −Gcc] (2.18)

Here also, we make use of a shorthand k → (k, iωn) for the momentum vector and the
fermionic Matsubara frequency.

2.2.2 Two-particle correlation functions

The noninteracting as well as the interacting susceptibilities are 4 × 4 matrices with the
following structure,

χ =



χaaaa χaaab χaaba χaabb

χabaa χabab χabba χabbb

χbaaa χbaab χbaba χbabb

χbbaa χbbab χbbab χbbbb


(2.19)

Although the most general element of the noninteracting susceptibility is given by,

χρληγ0 (q) = − T

N2

∑
kσ

G(0)ηρ
σ (k) G(0)λγ

σ (k + q) (2.20)
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we can write a 2× 2 matrix non-interacting susceptibility relevant for our purposes,

χ0(q) =

χaaaa0 (q) χaabb0 (q)

χbbaa0 (q) χbbbb0 (q)

 (2.21)

where

χρρλλ0 (q) = − T

N2

∑
kσ

G(0)λρ
σ (k) G(0)ρλ

σ (k + q) (2.22)

Here, q → (q, iνn) where the only difference is that iνn is the bosonic Matsubara fre-
quency. The spin and charge susceptibilities in the position-imaginary time representation
are,

χρρλλsp (1, 2) = 〈TτSzρ(1)Szλ(2)〉 (2.23)

χρρλλch (1, 2) = 〈Tτnρ(1)nλ(2)〉 − 〈nρ〉〈nλ〉 (2.24)

The local spin and charge sum rules are obtained when we set 1→ 2 in (2.23) and (2.24)
for the case λ = ρ

T

N2

∑
q

χρρρρsp (q) = 〈nρ↑〉+ 〈nρ↓〉 − 2〈nρ↑nρ↓〉 (2.25)

T

N2

∑
q

χρρρρch (q) = 〈nρ↑〉+ 〈nρ↓〉+ 2〈nρ↑nρ↓〉 − n2
ρ (2.26)

The interacting spin and charge susceptibilities are given by

χsp(q) =

[
1− 1

2
χ0(q)Usp

]−1

χ0(q) (2.27)

χch(q) =

[
1 +

1

2
χ0(q)Uch

]−1

χ0(q) (2.28)

in terms of the noninteracting susceptibility. This is the matrix version of the scalar
equation appearing in the single-band case. The elements of the matrix spin (Usp) and
charge Uch vertices appearing in the above expression can be obtained as the functional
derivatives of the elements of the self-energy matrix with respect to the elements of the
Green function matrix.
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The crux of the TPSC ansatz lies in making an approximation to the self energy ma-
trix, starting from the exact relation between the self-energy matrix and the two-particle
correlation matrix.

2.3 A peep into the derivation

(Detailed derivation can be found in Appendix B.)

From the equation of motion of the Green function and the Dyson equation, in this
case also, we can write the most general relation between the self energy and the two-
particle correlation functions as

Σ(1, 2̄) G(2̄, 2) = u(1, 2) (2.29)

where an element of the two-particle correlation matrix is

uρλσσ′(1, 2) = −U〈Tτρ†−σ(1)ρ−σ(1)ρσ(1)λ†σ′(2)〉δσσ′ (2.30)

Let us consider a single element in the most general relation between the self energy
matrix and the two-particle correlation matrix. Suppose we have 2→ 1+, which implies
r1 = r2 and τ2 = τ1 + ε where ε is an infinitesimal increment for the right time ordering
and in the multi-band case λ = ρ, then the RHS of the above equation can be written in
terms of double occupancy at (1).

[Σ(1, 2̄) G(2̄, 2)]
ρλ
σσ′ δσσ′δρλ = uρλ(1, 2) (2.31)

= −U〈Tτρ†−σ(1)ρ−σ(1)ρσ(1)λ†σ′(2)〉δσσ′ (2.32)

= U〈nρ,↑(1)nρ,↓(1)〉δρλδσσ′ (2.33)

We can extend the TPSC ansatz to the multi-band case and write

Σρη
σ (1, 2̄)Gηλ

−σ(2̄, 2) = AGρρ
−σ(1, 1+)Gρλ

σ (1, 2) (2.34)

such that the exact expression involving the double occupancy is obtained on the RHS.
When 2→ 1+, we have

AGρρ
−σ(1, 1+)Gρλ

σ (1, 1+) = A〈nρ,−σ(1)〉〈nρ,σ(1)〉 (2.35)

= U〈nρ,↑(1)nρ,↓(1)〉δρλ (2.36)
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Therefore, we have

A =
U〈nρ,↑nρ,↓〉
〈nρ,↑〉〈nρ,↓〉

(2.37)

and

Σρη
σ (1, 2̄)Gηλ

−σ(2̄, 2) =
U〈nρ,↑nρ,↓〉
〈nρ,↑〉〈nρ,↓〉

Gρρ
−σ(1, 1+)Gρλ

σ (1, 2) (2.38)

Σρλ
σ (1, 2) =

U〈nρ,↑nρ,↓〉
〈nρ,↑〉〈nρ,↓〉

Gρρ
−σ(1, 1+)δ(1− 2)δρλ (2.39)

The irreducible vertices in the spin and charge channel are given by,

Γκηιυsp (1, 2; 3, 4) =
∂Σκη
↑ (1, 2)

∂Gιυ
↓ (3, 4)

−
∂Σκη
↑ (1, 2)

∂Gιυ
↑ (3, 4)

(2.40)

Γκηιυch (1, 2; 3, 4) =
∂Σκη
↑ (1, 2)

∂Gιυ
↓ (3, 4)

+
∂Σκη
↑ (1, 2)

∂Gιυ
↑ (3, 4)

(2.41)

The spin vertex has a matrix structure where only the aaaa and bbbb terms are non-
zero and equal to each other because of sublattice symmetry. This term denoted by Usp =

U
〈n↑n↓〉
〈n↑〉〈n↓〉

〉 is local and frequency-independent. We assume the charge vertex has such a
structure, despite the fact that we get higher order correlation functions if we evaluate the
functional derivatives as shown in the above equations.

2.4 Ferromagnetic and antiferromagnetic spin suscepti-
bilities

The ferromagnetic and the antiferromagnetic spin susceptibilities can be defined for both
the noninteracting and interacting cases.

χ0,sp
fm = χaaaa0, sp −

√
χaabb0, sp χ

aabb
0, sp (2.42)

χ0,sp
afm = χaaaa0, sp +

√
χaabb0, sp χ

aabb
0, sp (2.43)

If we consider a 2 × 2 matrix Usp, from the structure of the self-energy only the diag-
onal aaaa and bbbb elements are non-zero. Therefore expanding the expression for the
interacting spin susceptibility,
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χsp(q) =

[
1− 1

2
χ0(q)Usp

]−1

χ0(q) (2.44)

=
1

det

 1− Usp
2
χbbbb0

Usp
2
χaabb0

Usp
2
χbbaa0 1− Usp

2
χaaaa0


 χaaaa0 χaabb0

χbbaa0 χbbbb0

 (2.45)

=
1

det

 (1− Usp
2
χbbbb0 )χaaaa0 + Usp

2
χaabb0 χbbaa0 χaabb0

χbbaa0 (1− Usp
2
χaaa0 )χbbbb0 + Usp

2
χbbaa0 χaabb0


(2.46)

where making use of symmetry between the two sublattices χaaaa0 = χbbbb0 , we can write
the determinant as

det =

(
1− Usp

2
χbbbb0

)(
1− Usp

2
χaaaa0

)
−
(
U2
sp

4

)
χaabb0 χbbaa0

= 1− Usp
2
χaaaa0 − Usp

2
χbbbb0 +

U2
sp

4

(
χaaaa0 χbbbb0 − χaabb0 χbbaa0

)
= 1− Uspχaaaa0 +

U2
sp

4

(
(χaaaa0 )2 − χaabb0 χbbaa0

)
=

[
1− Usp

2

(
χaaaa0 +

√
χaabb0 χbbaa0

)][
1− Usp

2

(
χaaaa0 −

√
χaabb0 χbbaa0

)]
(2.47)
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From the definition of antiferromagnetic spin susceptibility, we can write

χspafm =
1

det

[(
1− Usp

2
χbbbb0

)
χaaaa0 +

Usp
2
χaabb0 χbbaa0 +

√
χaabb0 χbbaa0

]

=

[
χaaaa0 − Usp

2
χaaaa0 χbbbb0 + Usp

2
χaabb0 χbbaa0 +

√
χaabb0 χbbaa0

]
[
1− Usp

2

(
χaaaa0 +

√
χaabb0 χbbaa0

)] [
1− Usp

2

(
χaaaa0 +

√
χaabb0 χbbaa0

)]
=

[
χaaaa0 +

√
χaabb0 χbbaa0 − Usp

2

(
χaaaa0 +

√
χaabb0 χbbaa0

)(
χaaaa0 −

√
χaabb0 χbbaa0

)]
[
1− Usp

2

(
χaaaa0 +

√
χaabb0 χbbaa0

)] [
1− Usp

2

(
χaaaa0 −

√
χaabb0 χbbaa0

)]
=

[(
χaaaa0 +

√
χaabb0 χbbaa0

)(
1− Usp

2

(
χaaaa0 −

√
χaabb0 χbbaa0

))]
[
1− Usp

2

(
χaaaa0 +

√
χaabb0 χbbaa0

)] [
1− Usp

2

(
χaaaa0 −

√
χaabb0 χbbaa0

)]
=

χaaaa0 +
√
χaabb0 χbbaa0

1− Usp
2

(
χaaaa0 +

√
χaabb0 χbbaa0

)
=

χafm0

1− Usp
2
χafm0

(2.48)

Similarly, we can derive the expression for ferromagnetic susceptibility in the interacting
channel as

χspfm =
χfm0

1− Usp
2
χfm0

(2.49)

This simplification lets us reach scalar equations for the interacting ferromagnetic and
antiferromagnetic susceptibilities, resembling those equations we had in the single-band
case.

2.4.1 Scaling form of antiferromagnetic susceptibility

With the following definition,

Mαβ(k, q, iνn) =
nF (Eα

k )− nF (Eβ
k+q)

Eα
k + Eβ

k+q + iνn
(2.50)

where α, β = ± and Eα
k = α|f(k)|, f(k) is given by (2.5). If α = +, that means

Eα
k = +|f(k)| = Ec(k). Similarly, for α = −, we have Eα

k = Ev(k).

The noninteracting susceptibilities can be written in the following form where, the
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Matsubara summation over the frequencies has already been taken care of.

χaaaa0 (q, iνn) = − 2

N2

1

4

∑
k

[
M++(k, q, iνn)

+M+−(k, q, iνn) +M−+(k, q, iνn) +M−−(k, q, iνn)
]

(2.51)

χaabb0 (q, iνn) = − 2

N2

1

4

∑
k

(ei(φk+q−φk))
[
M++(k, q, iνn)

−M+−(k, q, iνn)−M−+(k, q, iνn) +M−−(k, q, iνn)
]

(2.52)

χbbaa0 (q, iνn) = − 2

N2

1

4

∑
k

(e−i(φk+q−φk))
[
M++(k, q, iνn)

−M+−(k, q, iνn)−M−+(k, q, iνn) +M−−(k, q, iνn)
]

(2.53)

If q = 0 then√
χaabb0 (q = 0, iνn)χbbaa0 (q = 0, iνn) =

2

N2

1

4

∑
k

[
M++(k, q = 0, iνn)−M+−(k, q = 0, iνn)

−M−+(k, q = 0, iνn) +M−−(k, q = 0, iνn)
]

(2.54)

Therefore the non-interacting anti-ferromagnetic susceptibility can be written as

χ0
afm(q = 0, iνn) = − 1

N2

∑
k

[
M+−(k, q = 0, iνn) +M−+(k, q = 0, iνn)

]
(2.55)

and the non-interacting ferromagnetic susceptibility can be written as

χ0
fm(q = 0, iνn) = − 1

N2

∑
k

[
M++(k, q = 0, iνn) +M−−(k, q = 0, iνn)

]
(2.56)

The contribution to the anti-ferromagnetic susceptibility comes from the inter-band electron-
hole pair excitations while that to the ferromagnetic susceptibility comes from intra-band
electron-hole pair excitations as seen form the above result.

When the correlation length is large, a scaling form for the antiferromagnetic suscep-
tibility can be written. The maximum of χ0

afm(q) occurs at q = (0, 0) at iνn = 0. Start-
ing from the relation Eq. (2.48), the numerator is replaced by the maximum χ0

afm(q =

0, iνn = 0) and the denominator is expanded about the maximum. The antiferromagnetic
susceptibility has a conical shape around q = 0, as can be seen from the surface plot in
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Fig. 2.2. Therefore the dependence is on q = |q| =
√
q2
x + q2

y . This can be numerically
confirmed by fitting χ0

afm(q) close to q = 0 at zero frequency by a form a+ b|q|+ c|q|2.

The magnitude of coefficient b =
∂χ0

afm

∂q
is numerically confirmed to be one order greater

than that of the coefficient c. The scaling form for the retarded function can be obtained

Figure 2.2: Plot of χafm0 (q, iνn = 0) for T = 0.005.

as,

χspafm(q, ω + iδ) =
2χ0

afm(q = 0, iνn = 0)

2− Usp χ0
afm(q, iνn)

=
2

2
χ0
afm(q=0,iνn=0)

− Usp

χ0
afm(q=0,iνn=0)

χ0
afm(q, iνn)

=
2

Umf − Usp

χ0
afm(q=0,iνn=0)

[χ0
afm(q = 0, iνn = 0) + q ∂∂qχ

0
afm(q, iνn)

∣∣∣
(q=0,iνn=0)

+ iω ∂
∂ωχ

0′′
afm(q, ω)

∣∣∣
(q=0,ω=0)

]

=
2

Umf − Usp − Usp

χ0
afm(q=0,iνn=0)

 q ∂∂qχ0
afm(q, iνn)

∣∣∣∣∣
(q=0,iνn=0)

+ iω ∂
∂ωχ

0′′
afm(q, ω)

∣∣∣∣∣
(q=0,ω=0)


(2.57)

where χ0′′

afm is the imaginary part of the analytically continued antiferromagnetic suscep-
tibility.
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The microscopic length ξ0 is defined as

ξ0 = − 1

χ0
afm(q = 0, iνn = 0)

∂χ0
afm(q, iνn)

∂q

∣∣∣∣∣
q=0,iνn=0

(2.58)

Using the following definitions for the mean-field critical interaction strength Umf

Umf =
2

χ0
afm(q = 0, iνn = 0)

(2.59)

and the variation of the spin vertex Usp in TPSC from Umf

δU = Umf − Usp (2.60)

the correlation length is defined as

ξ = ξ0
Usp
δU

(2.61)

In TPSC, when the interaction increases, Usp reaches arbitrarily close to Umf , then the
value of δU becomes very small. The correlation length increases rapidly when this
happens, as can be seen from (2.61). We can rewrite the above equation (2.57) as

χspafm(q, ω + iδ) =
2

δU

1 +
(
Usp
δU
ξ0

)
q −

(
Usp
δU
ξ0

)  1
ξ0

1
χ0
afm(q=0,iνn=0)

∂
∂ω
χ0′′
afm(q, ω)

∣∣∣∣∣
(q=0,ω=0)

 iω


(2.62)

Γ−1
0 is given as

1

Γ0

=
1

ξ0χ0
afm(q = 0, iνn = 0)

∂χ0′′

afm(q, ω)

∂ω

∣∣∣∣∣
q=0,ω=0

(2.63)

we may write the scaling form as

χspafm(q, ω + iδ) =
2ξ

Uspξ0

1

1 + qξ − iωξ
Γ0

(2.64)
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For our calculations, we can define practical measures of correlation length as

ξsafm =
χspafm(q = 0, iνn = 0)

χ0
afm(q = 0, iνn = 0)

(2.65)

ξsfm =
χspfm(q = 0, iνn = 0)

χ0
fm(q = 0, iνn = 0)

(2.66)

From Eq. (2.65), starting from the scaling form given by Eq. (2.64),

ξsafm =
2ξ

Uspξ0

1

χ0
fm(q = 0, iνn = 0)

(2.67)

=
ξ

ξ0

Umf
Usp

(2.68)

For large correlation length, as Usp ∼ Umf the two definitions of correlation length es-
sentially are the same.

2.5 Numerical procedure

We need to determine χaaaa0 (q) and χaabb0 (q). Because of sublattice symmetry, χbbbb0 (q) =

χaaaa0 (q). Once we know χaabb0 (q), χbbaa0 (q) can be written down. The definition of nonin-
teracting susceptibility given by Eq. (2.22) is in the form of a convolution. The suscepti-
bility in the Fourier space, the position - imaginary time space, is a product. Therefore, as
in the case of the two-dimensional square lattice we can make use of FFTs in the numer-
ical computation of the noninteracting susceptibilities. Using spin rotational symmetry,
and then performing the Matsubara summation we can write down the expression for the
susceptibilities given in Eqs. (2.51) and (2.52).

χaaaa0 (r, τ) = −2G(0)aa(r, τ)G(0)aa(−r,−τ)

= 2G(0)aa(r, τ)G(0)aa(r, β − τ) (2.69)

χaabb0 (r, τ) = −2G(0)ab(r, τ)G(0)ba(−r,−τ)

= 2G(0)ab(r, τ)G(0)ab(r, β − τ) (2.70)

We can write

Gρλ(r, τ) =
1

N2

∑
k

Gρλ(k, τ)eik·r (2.71)
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Using

G(0)aa(k, τ) = G(0)aa(−k, τ) (2.72)

G(0)ab(k, τ) = G(0)ba(−k, τ) (2.73)

The phase factor associated with Gab changes sign when the sign of k changes, hence
using the above relation

G(0)ba(−r, τ) =
1

N2

∑
k

G(0)ba(k, τ)eik·(−r)

=
1

N2

∑
k

G(0)ba(k, τ)ei(−k)·r

=
1

N2

∑
−k′

G(0)ba(−k′, τ)eik
′·r

=
1

N2

∑
k′

G(0)ab(k′, τ)eik
′·r

= G(0)ab(r, τ) (2.74)

For a particular k, we can evaluate f(k) and get the energy eigenvalues for the valence
band and the conduction band. From this we can determine, G0

vv(k, τ) and G0
cc(k, τ).

For 0 < τ < β

Gvv(k, τ) = −e−Ev(k)τnF (−Ev(k)) (2.75)

Gcc(k, τ) = −e−Ec(k)τnF (−Ec(k)) (2.76)

(2.77)

G(0)aa(k, τ) and G(0)ab(k, τ) are given as

G(0)aa(k, τ) =
1

2
[Gvv(k, τ) +Gcc(k, τ)] (2.78)

G(0)ab(k, τ) =
1

2
e−iφk [Gvv(k, τ)−Gcc(k, τ)] (2.79)

Using FFTs we can evaluate, G(0)aa(r, τ) and G(0)ab(r, τ). The procedure we applied
for the computation of noninteracting susceptibility for the square lattice [27] can be
extended in a straightforward manner. We can compute χaaaa0 (r, τ) and χaabb0 (r, τ) as the
product of Green functions in the position-imaginary time space, and perform a 3D FFT
to get χaaaa0 (q, iνn) and χaabb0 (q, iνn). Just as we did in the case of the square lattice, the
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continuous transform along the imaginary time direction is approximated making use of
cubic splines. The derivatives of χaaaa0 (r, τ) and χaabb0 (r, τ) needed for the evaluation
of spline coefficients can be easily computed from the derivatives of G(0)aa

0 (r, τ) and
G

(0)ab
0 (r, τ).

2.6 Results

In generating the results given in this section, steps detailed in this flowchart, Fig. 2.3,
were followed. We work at half-filling (n = 1.0). The real (momentum) space grid was of
sizeN×N , whereN = 50, 100, 200 were taken. The noninteracting susceptibility obeys
T
N2

∑
q χ

ρρρρ
0 (q) = 〈nρ〉 = 0.5, the number of Matsubara frequencies was fixed in such a

way that this relation was satisfied to 1 percent accuracy. Fixing a temperature T , once we
calculate the noninteracting susceptibility, the double occupancy can be computed self-
consistently for a range of interaction values U . Once we have the double occupancy, the
calculation of spin vertex is straightforward. We do not venture into the calculation of
charge vertex here. The correlation lengths in the ferromagnetic and antiferromagnetic
channels can be evaluated using the expressions Eqs. (2.66) and (2.65).

2.6.1 Double occupancy 〈n↑n↓〉
Because of bipartite symmetry, 〈na↑na↓〉 = 〈nb↑nb↓〉. We denote the double occupancy
by 〈n↑n↓〉 and plot it as a function of interaction U for various values of temperature
in Fig .2.4. The results shown are for N = 100. From the inset, we can see that the
temperature dependence of 〈n↑n↓〉 is very small.

When U = 0, at half-filling, the average number of up spin particles on a site is 1
2
.

The case is the same for down spin particles also. Therefore, the average value of double
occupancy can be written as the product of the probability of an up spin particle being
on the site and the probability of a down spin particle being on the site. That means,
〈n↑n↓〉 = 〈n↑〉 × 〈n↓〉 = 1

2
× 1

2
= 0.25. As we turn on the interaction, the double

occupancy of a site becomes less favorable energetically. The double occupancy 〈n↑n↓〉
steadily decreases as we increase U .

2.6.2 Spin vertex Usp

The spin vertex is given by Usp =
U〈n↑n↓〉
〈n↑〉〈n↓〉

and is plotted in Fig. 2.5(for N = 100). For
small values of U , Usp is almost equal to U . As the interaction increases, the spin vertex
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Figure 2.4: Plot of double occupancy 〈n↑n↓〉 as a function of interaction U for given
temperatures. The temperature dependence is very small as seen from the inset.
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Figure 2.5: Plot of spin vertex Usp as a function of interaction U for given temperatures.
From the inset, its clear that this quantity is almost temperature independent.

increases and tends to saturate to a constant value. When U increases, the amplitude
of the two-body wave function is reduced so as to decrease the probability of double
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occupancy. This results in a reduced effective interaction. The maximum energy this can
cost is the bandwidth, hence Usp saturates to a value of the order of the bandwidth. This
physics is a result of Kanamori-Brueckner screening [10, 13, 14].

Once we have the spin vertex, the interacting susceptibilities can be calculated using
the Bethe - Salpeter equation. The susceptibilities in the ferromagnetic and antiferromag-
netic channels can be computed from Eqs. 2.42 and 2.43.

2.6.3 Ferromagnetic correlation length

The ratio of the interacting susceptibility in the ferromagnetic channel to the correspond-
ing noninteracting susceptibility at(q = 0, iνn = 0), as defined in Eq. (2.66) is the
measure of correlation length. This quantity denoted as ξsfm is plotted as a function of
interaction, for T = 0.1 and T = 0.05 in Fig. 2.6, again for N = 100. Although the

0 0.5 1 1.5 2.5 3 3.5 4
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1.01
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1.07
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ξ
s f
m

 

 

T = 0.1
T = 0.05

Figure 2.6: Plot of ferromagnetic correlation length ξsfm as a function of interaction U for
given temperatures.

correlation length increases, as the value of interaction increases, we see that a reduction
in temperature results in a reduction in the correlation length.

2.6.4 Antiferromagnetic correlation length

First calculating the ratio of the interacting susceptibility to the noninteracting suscepti-
bility in the antiferromagnetic channel (Eq. 2.65), ξsafm, we multiply it by the microscopic
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length ξ0 (Eq. 2.58) to obtain the antiferromagnetic correlation length ξ. Fig. 2.7 shows a
plot of ξ as a function of interaction, for various temperatures. Its clearly visible that, as
we increase interaction U , the correlation length increases rapidly. This increase is even
more dramatic as one goes to lower and lower temperatures. This is clearly in contrast
to the behavior of the ferromagnetic correlation length (Fig. 2.6). These results are for
N = 100.
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Figure 2.7: Semilogarithmic plot of antiferromagnetic correlation length ξ = ξ0 ξ
s
afm as

a function of interaction U for given temperatures.

2.6.5 Crossover temperature and Uc

For the quantum phase transition, when U is greater than the critical interaction strength,
there is antiferromagnetic order in the system. At finite temperature, when U exceeds
some particular value, we expect a ‘crossover’ to the renormalized classical regime. This
crossover occurs when the spin fluctuation frequency ωsp is smaller than the temperature
thereby leading to large antiferromagnetic fluctuations.

In order to numerically determine the we use the condition that the correlation length
exceeds the thermal de Broglie wavelength

ξth =
vF
T
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where vF is the Fermi velocity. Here vF is at the Dirac point, since we are working at
half-filling. The crossover points can be picked in two ways:

a) We fix the value of interaction U , and plot ξ vs. T as well as ξth vs. T . The point
of intersection where ξ = vF

T
gives us the crossover temperature TX . The crossover plot

is the plot of TX as a function of U .

b) We fix the value of temperature T and scan the U axis for the value where the
condition ξ = vF

T
holds. A crossover plot can be generated where T is plotted vs UX .

The crossover plots given by both the methods for various system sizes are given in Fig.
2.8. The crossover plot can be extrapolated to zero temperature to obtain an estimate

3.8 3.9 4 4.1
0

0.02

0.04

0.06

0.08

0.1

U

T

 

 

T vs. UX ,N = 50
T vs. UX ,N = 100
T vs. UX ,N = 200
TX vs. U ,N = 50
TX vs. U ,N = 100
TX vs. U ,N = 200

Figure 2.8: Crossover temperature as a function of U for given values of N .

of the critical interaction strength. The results which we obtain for linear and quadratic
extrapolations are given in the Table 2.1.

2.6.6 Alternate determination of Uc and critical exponent z

The critical interaction strength Uc can be estimated by another method, which also lets
us estimate the dynamical critical exponent z. In Fig. 2.9, we plot ln ξ as a function of
lnT for N = 100 and N = 200. For U < Uc, ln ξ saturates at low temperatures and
for U > Uc, ln ξ diverges at low temperatures. When U = Uc, ξ has pure power law
behavior. We try to fit ln ξ vs lnT by a straight line for various values of U and pick the
value of U which gives the best fit as Uc. The slope of this plot is taken as the estimate
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N = 50 N = 100 N = 200

T vs. UX
linear 3.8 3.794 3.793

quadratic 3.825 3.806 3.808

TX vs. U
linear 3.779 3.775 3.775

quadratic 3.809 3.795 3.789

Table 2.1: Table of the values of critical interaction strength obtained from linear and
quadratic extrapolation of the crossover plots for various values of N .

−4 −3.5 −3 −2.5 −2
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ln T

ln
ξ

 

 

N = 100, U = Uc = 3.8
N = 100, U = 3.65 < Uc

N = 100, U = 3.92 > Uc

N = 200, U = Uc = 3.8
N = 200, U = 3.65 < Uc

N = 200, U = 3.92 > Uc

Figure 2.9: Plots of ln ξ as a function of lnT for various values of U (N = 100 and
N = 200).

of z. For N = 100 and N = 200, the critical interaction strength thus determined is
Uc = 3.8 ± 0.005 and the dynamical critical exponent is z = 1.00. For N = 50, the
largest correlation length is half the system size. Finite size effects cannot be neglected
in this scenario, there Uc = 3.85± 0.005 and z = 0.87.
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2.6.7 ξ0 and Γ−10

From the expression for χafm0 (q = 0, iνn) given by Eq. (2.55) we may write the analyti-
cally continued χafm0 (q = 0, ω + iδ) as

χ0
afm(q = 0, ω + iδ) = − 1

N2

∑
k

[
M+−(k, q = 0, ω + iδ) +M−+(k, q = 0, ω + iδ)

]
= − 1

N2

∑
k

[
2nF (E+

k )− 1

2E+
k + ω + iδ

+
−2nF (E+

k ) + 1

−2E+
k + ω + iδ

]
(2.80)

In order to evaluate the imaginary part of this entity,

Im χ0
afm(q = 0, ω + iδ) = −π 1

N2

∑
k

tanh(βE+
k /2)

[
δ(2E+

k + ω)− δ(2E+
k − ω)

]
(2.81)

The sum over k is rewritten in terms of an integral, and it is evaluated by a transformation
to cylindrical coordinates,

1

N2

∑
k

→
∫

d2k

4π2
→
∫ Λ

0

kdk

2π
→ 1

v2
F

∫ ΛE

0

εdε

2π

Here ΛE is the cutoff in energy. Assuming that ω > 0, the second delta function in Eq.
(2.81) contributes. We take a factor of 2 to account for the two Dirac points, and evaluate
Eq. (2.81) as,

Im χ0
afm(q = 0, ω + iδ) = π

2

v2
F

∫ ΛE

0

εdε

2π
tanh(βε/2) δ(2ε− ω) (2.82)

In the limit of zero temperature, tanh(βε/2)→ 1, therefore

Im χ0
afm(q = 0, ω + iδ) =

1

v2
F

∫ ΛE

0

δ(2ε− ω) εdε

=
1

2v2
F

ω

2
(2.83)
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Now let us evaluate the real part, taking into account the two Dirac points

Re χ0
afm(q = 0, ω + iδ) =

1

N2
P
∑
k

tanh(βE+
k /2)

[
4E+

k

(2E+
k )2 − ω2

]
(2.84)

= P 2

v2
F

∫ ΛE

0

εdε

2π
tanh(βε/2)

[
4ε

(2ε)2 − ω2

]
(2.85)

= P 1

v2
F

∫ ΛE

0

dε

π

(2ε)2

(2ε)2 − ω2
(2.86)

where in the last line the zero temperature limit has been taken. By rewriting the numer-
ator as (2ε)2 − ω2 + ω2, we can simplify the integration as

Re χ0
afm(q = 0, ω + iδ) =

1

v2
F

∫ ΛE

0

dε

π
+
ω2

v2
F

P
∫ ΛE

0

dε

π

1

(2ε)2 − ω2
(2.87)

=
1

πv2
F

ΛE +
ω2

2πv2
F

P
∫ 2ΛE/ω

0

dx

ω

1

x2 − 1
(2.88)

We assume ω > 0, to get

Re χ0
afm(q = 0, ω + iδ) =

1

πv2
F

ΛE −
ω

2πv2
F

tanh−1

(
ω

2ΛE

)
(2.89)

∼ 1

πv2
F

ΛE −
ω2

4πv2
FΛE

(2.90)

From these results, we can estimate the values of Γ−1
0 and ξ0.

1

Γ0

=
1

ξ0

1

Re χ0
afm(0, 0)

∂

∂ω
Im χ0

afm(0, ω + iδ)
∣∣∣
ω=0

(2.91)

=
1

ξ0

1
4v2
F

ΛE
1

πv2
F

(2.92)

=
π

4ξ0ΛE

(2.93)

Taking ΛE = vFΛ, where the cutoff Λ = π/a, the above expression becomes,

Γ0 =
4ξ0ΛE

π
=

4ξ0vF
a

(2.94)

From Lorentz invariance, we expect Γ0 = vF and a is taken as unity. Therefore this
means ξ0 ∼ 0.25.
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Numerically, this can be confirmed by plotting ξ0 and Γ0 as a function of temperature
as shown in Fig. 2.10. Γ0 converges to the estimate

√
3/2 only for low temperatures and

−12 −10 −8 −6 −4 −2
0.29

0.295

0.3

0.305

0.31

ln T

ξ 0

0

2

4

6

8

Γ
0

Figure 2.10: Plots of ξ0 and Γ0 as a function of T for the range T = 0.001 to 0.1. Each
quantity has its own vertical axis, left for ξ0 and right for Γ0. ξ0 is shown in blue, while
the dot-dashed green curve shows Γ0.

large lattice sizes N = 2000. The microscopic length ξ0 is of the order of 0.25, and is
almost temperature independent for low values of temperature.

2.7 Summary

The technique of TPSC has been extended to study the multi-band case of the Hubbard
model on the honeycomb lattice. This non-perturbative method is valid from weak to in-
termediate coupling and satisfies crucial physical constraints like conservations laws for
spin and charge, Pauli exclusion principle, Mermin-Wagner theorem. The spin and charge
vertices are evaluated self-consistently using spin and charge sum rules. Along with the
above mentioned physical laws, this method affirms the physics of Kanamori Brueck-
ner screening for the renormalization of spin and charge vertices. The nearest-neighbor
antiferromagnetic fluctuations grow as the interaction increases and as the temperature
decreases. When the antiferromagnetic correlation length grows beyond the thermal de
Broglie wavelength, the system has a crossover to the renormalized classical regime.
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This crossover is the finite temperature signature of the zero temperature quantum phase
transition and a pseudogap is expected to open up as the system enters this regime.

The critical interaction strength for the semimetallic to antiferromagnetic quantum
phase transition as determined from the extrapolation of the crossover plot as well as the
scaling form of the antiferromagnetic correlation length is Uc = 3.79 ± 0.01. This esti-
mate is consistent with the estimates from large scale quantum Monte Carlo calculations
and functional renormalization group calculations [36, 52–54]. Since the estimates for
the Mott transition, UMott are larger than the estimated value of Uc, the intermediate spin
liquid phase can be ruled out.
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Chapter 3

Exploring novel quantum criticality in
strained graphene

3.1 Introduction

Tuning the value of strain applied to matter can generate novel effects which are inter-
esting, so is the case with graphene. Such ‘strain engineering’ may aid us in uniting the
mechanical and electronic properties of graphene, this can be exploited for the fabrication
of devices. As shown by experimental studies, controlled and reversible strain upto 20
percent can be applied on graphene [55]. The effects of electron - electron interactions
on the electronic structure modified by strain demands attention, as this interplay might
lead to new and interesting phase transitions and responses.

The starting point of our study is the tight-binding analysis of uniaxial strain in
graphene performed by Pereira and coworkers [56]. Our idea is to study the effects of the
introduction of the Hubbard interaction U . Since graphene is a two-dimensional material,
long-range antiferromagnetic fluctuations are very relevant. The interplay of the growing
antiferromagnetic fluctuations (especially at low temperatures), with the strain induced
anisotropy in the electronic structure might produce interesting physics. TPSC with its
proven track record in capturing the physics of long-wavelength antiferromagnetic fluc-
tuations is again the method of choice for this study.

The two main results of the tight-binding analysis done by Pereira and coworkers are
i) the application of strain generates a gap in the band structure, when the applied strain
exceeds a threshold value and ii) the strain along every direction does not produce a band
gap. For instance, a strain along the armchair direction never produces a gap. In this
work, we focus only on strain along the zigzag direction.
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3.2 Tight-binding analysis

We follow the analysis given in Reference [56]. Upon the application of uniaxial ten-
sional strain, naturally the bond lengths change. As a result, the overlap between the
orbitals on nearest neighbor sites change. This can be written down as a change in the
hopping parameters of the tight-binding Hamiltonian. The change in the lattice vectors
modifies the reciprocal lattice vectors also, but in our study we do not consider the change
in the reciprocal lattice. We work with modified hopping parameters and the reciprocal
lattice of the undistorted lattice in our calculations.

zigzag direction

x

z

Figure 3.1: Honeycomb lattice showing zigzag direction in magenta, the z-bonds are
colored in cyan.

Suppose the coordinate system is chosen such that the x-axis lies along the zigzag
direction of the lattice. The tension T can be written in terms of the components as

T = T cos(θ) x̂+ T sin(θ)ŷ (3.1)

From Hooke’s law relating stress τij and strain εij

τij = Cijklεkl (3.2)

εij = Sijklτij (3.3)
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where Cijkl and Sijkl are the components of the stiffness tensor and the compliance tensor
respectively. Usually the components of these tensors depend on the choice of the coor-
dinate system. But, as graphene is elastically isotropic, the choice of coordinate system
does not matter. So we go to the coordinate system, where T = T x̂′. We assume the x
-axis is along the direction in which strain is applied. We have,

ε′ij = Sijklτ
′
kl

= TSijklδkxδlx

= TSijxx (3.4)

Only five components of the compliance tensor are independent in graphite out of which
Sxxxx and Sxxyy are relevant to us. Therefore we may write,

ε′xx = TSxxxx (3.5)

ε′yy = TSxxyy (3.6)

The above set of equations is easy to understand - when strain is applied along the x′ di-
rection, there is a deformation along that direction. There is a corresponding deformation
along the perpendicular y′ direction - transverse deformation. The strain tensor

ε′ = ε

1 0

0 −σ

 (3.7)

where σ = −Sxxyy/Sxxxx is the Poisson ratio and the strain is rewritten as ε = TSxxxx.
The value of Poisson ratio in our computations is σ = 0.165.

Rewriting the strain tensor in the coordinate system we initially chose,

ε = ε

 cos2 θ − σ sin2 θ (1 + σ) cos θ sin θ

(1 + σ) cos θ sin θ sin2 θ − σ cos2 θ

 (3.8)

Here, θ is the angle the direction of application of strain makes with the zigzag direction.
θ = 0 is the zigzag direction and θ = π/2 is the armchair direction.
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From the relation connecting the deformed vector r to the original vector r0,

r = (1 + ε) · r0

we can evaluate the changed bond vectors. The bond lengths are the magnitudes of the
bond vectors (δi and i = 1, 2, 3) and these are given by

|δ1| = 1 +
3

4
ε11 −

√
3

2
ε12 +

1

4
ε22 (3.9)

|δ2| = 1 + ε22 (3.10)

|δ3| = 1 +
3

4
ε11 +

√
3

2
ε12 +

1

4
ε22 (3.11)

The change in the hopping parameter is assumed to be given by

t = te−3.37(l/a0−1) (3.12)

t is the hopping parameter in the undistorted lattice. In the undistorted lattice, the hopping
parameters along all the bonds are the same, and is equal to ti = t for i = 1, 2, 3. In
general, when strain is applied, the parameters change and are no longer equal to each
other. l is the bond length and a0 is the distance between nearest carbon atoms taken as
unity in our computations. t is also taken as unity.

The dispersion relation can be written in terms of the modified hopping as,

εk = ±
∣∣t2 + t3e

−ik·a1 + t1e
−ik·a2

∣∣ (3.13)

When the strain is along the zigzag direction, θ = 0, we have |δ1| = |δ3| and therefore
t1 = t3.

|δ1| = 1 +
3

2
ε− 1

4
εσ (3.14)

|δ2| = 1− εσ (3.15)

|δ3| = 1 +
3

2
ε− 1

4
εσ (3.16)

For the gap to open up, the threshold strain needed along the zigzag direction is ε ≈ 0.235.
Fig. 3.2 shows plots of the bandstructure and density of states(DOS) for the tight-binding
model on the honeycomb lattice for various values of strain applied along the zigzag
direction. The strain values for which the plots are made fall under the critical strain
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required to produce a gap. The plots in Fig. 3.3 show the corresponding plots when the
strain exceeds the critical strain, the band gap is clearly visible from the plots.

3.2.1 Energy minimum under the application of strain

When strain is applied on the lattice, the Dirac point starts moving from the K point
towards the direction of the M point. This is shown in Fig. 3.4. Once the gap opens up,
the minimum of the energy thus lies at the M point in the Brillouin zone. For the case
where t1 = t3, the position of the minimum can be found out by minimizing ε2

k which is
given by,

ε2
k = t22 + 2t21 + 4t1t2 cos

(√
3

2
kx

)
cos

(
3

2
ky

)
+ 2t21 cos

(√
3kx

)
= t22 + 4t1t2 cos

(√
3

2
kx

)
cos(

3

2
ky) + 4t21 cos2

(√
3

2
kx

)
(3.17)

Minimizing this expression with respect to kx and ky, we can find the position of the
minimum as,

kmin =

(
± 2√

3
cos−1

(
− t2

2t1

)
, 0

)
(3.18)

Numerically, we can locate the momentum value kmin by dividing the Brillouin zone
into a N × N mesh, and looking for the minimum energy. But, as we introduce strain,
pinpointing kmin might be a bit tricky. If we choose the same Brillouin zone mesh for
all values of strain, the momentum value corresponding to the zero energy may not lie on
the mesh. We have to modify the value of N with strain and choose the appropriate value
of N which gives us an energy close to zero. This is applicable till the threshold strain,
because once the threshold strain is crossed and the gap opens up, the minimum is at the
M point. To check the correctness of our choice of N , for a fine grid of ω, we plotted
the non-interacting spectral function as A(kmin, ω) = − 1

π
ImGaa(kmin, ω + iδ), to see

whether we get a single peak at ω = 0 for a frequency grid step of 0.0005.

3.2.2 TPSC applied to graphene under strain

In undistorted graphene, the value of hopping is independent of the direction of the bond.
But, when we apply strain along the zigzag direction, the hopping parameters (t1 = t3)
reduce, while the hopping parameter along the third bond (t2) increase. This obviously
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Figure 3.2: Band structure and DOS for for the tight-binding Hamiltonian on the honey-
comb lattice for various values of ε along the zigzag direction. The DOS for the undis-
torted case is shown in black dotted lines.
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Figure 3.3: Band structure and DOS for for the tight-binding Hamiltonian on the honey-
comb lattice for various values of ε along the zigzag direction. The DOS for the undis-
torted case is shown in black dotted lines. The strain is greater than critical strain and the
gaps formed are clearly visible from both the bandstructure and DOS plots.
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Figure 3.4: The background plot is a contour plot of the energy values of the conduction
band for the ‘unstrained’ case, ε = 0.0. The movement of the Dirac point along the
direction from K point to M point is shown for some values of strain.

reflects as a change in the dispersion relation and the energy values. In our work, as men-
tioned previously, we assume the reciprocal lattice is the same as that of the undistorted
honeycomb lattice. But, the information regarding the change in bond lengths is taken
into account. For a particular value of strain, we find the changed hopping parameters,
then evaluate the noninteracting Green function and susceptibilities using these values.
These quantities then form the starting point of our TPSC calculations. The rest of the
computations proceed as stated previously. For a particular value of interaction U , the
double occupancy (〈n↑n↓〉), is obtained self-consistently. The spin and charge vertices
(Usp and Uch) can then be evaluated. The self-energy which includes the effects of these
spin and charge fluctuations can be evaluated (detailed derivation given in Appendix B).
The second approximation to self-energy including the effects of spin and charge fluctu-
ations can be made as

Σσ(k) = Unρ,−σ +
U

4

T

N2

∑
Gaa
σ (k + q)

[
Uspχ

aaaa
sp (q) + Uchχ

aaaa
ch (q)

]
(3.19)
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3.3 Results

First of all, let us compare the results at two temperatures (T = 0.1 and T = 0.01). The
following figure 3.5 shows plots of double occupancy, 〈n↑n↓〉), irreducible vertices (Usp
and Uch) and antiferromagnetic correlation length (given by (2.65)) as functions of strain
ε for various values of interaction shown in the legends. As expected, antiferromagnetic
fluctuations grow in magnitude when the temperature decreases and the interaction in-
creases (the interaction values are given in terms of the isotropic hopping parameter for
the unstrained lattice). In addition to this, close to critical strain, ε ≈ 0.235, we see a dis-
continuity in the double occupancy and irreducible vertices. Also, the correlation length
steadily goes down as the strain crosses the critical strain.

We take a look at the self energy computed using TPSC, for values of strain less than
critical strain (3.6). The interaction values implemented vary till U ∼ 3.5. For the zero
strain case, or when the strain is very small (ε = 0.05), for small values of U , the Dirac
Landau Fermi liquid (LFL) is stable as can be seen from the behavior of self-energy when
ωn → 0. For 0.1 < ε < 0.23, when U < Uc(ε) we have a correlated Dirac LFL with
Im Σ(ωn) = A(ε)ωn. But, once the interaction value goes beyond this strain dependent
critical value, the imaginary part of self energy increases as ωn → 0. This points to the
appearance of a pseudogap in the single-particle density of states.

Fig. 3.7 shows Im Σ for ε = 0.23 at β = 100, the inset shows a plot of A(ε) as a
function of ε. It can be clearly seen from the inset that the quantity A(ε) develops an
anomaly around Uc/t ≈ 3.5.

Electronic nematic order occurs when the rotational symmetry of the lattice is sponta-
neously broken. In our problem, the presence of strain destroys the rotational symmetry.
So the presence of strain rules out electronic nematic criticality. However, in order to
study the feedback effects of strong antiferromagnetic fluctuations on the anisotropic
electronic structure resulting from the application of strain, we can compute the quantity,
N = 〈(Txx−Tzz)〉

〈(Txx+Tzz)〉 . The average kinetic energies along the x- bonds (shown in Fig. 3.1), Txx
and the z- bonds, Tzz can be evaluated from the interacting Green function. The defini-
tion is, Tµµ = 〈b†i,σai+µ,σ〉, (µ = x, z). This can be calculated using Gab(r, τ), for µ = z,
we need to evaluate Gab(r = 0, τ = 0−) and for µ = x we need Gab(r = a1, τ = 0−).
Fig. 3.8 shows the variation of N with respect to strain for various values of interac-
tion at β = 100. The upper inset shows the quantity when there is no Hubbard U . For
smaller values of strain, this quantity is almost independent of the value of interaction.
For U/t ≥ 3.5, as strain increasingly approaches critical strain, there is a slight enhance-
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Figure 3.5: Plots of double occupancy (〈n↑n↓〉) , irreducible vertices (Usp, Uch) and an-
tiferromagnetic correlation length ξsafm as functions of strain ε at β = 10 and β = 100.
Interaction values (U ) are indicated in the legend.
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Figure 3.6: Imaginary part of the self energy Σ plotted as a function of Matsubara fre-
quency ωn, for various values of strain 0.0 ≤ ε < 0.23 for β = 100. The legend indicates
the values of interaction U .
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Figure 3.7: Imaginary part of the self-energy Σ as a function of Matsubara frequency
ωn, for ε = 0.23. The inset shows how the A(ε) co-efficient of -ImΣ(ωn) develops clear
anomaly around U/t = 3.4.

ment in this parameter. This results from a feedback of the growing antiferromagnetic
fluctuations. From the lower inset we can see that, the nematic susceptibility χN = dN

dε

shows singular behavior near Uc(ε). Thus we see that a nematic quantum criticality exists
in the system, driven by the large antiferromagnetic fluctuations near the critical interac-
tion strength

This criticality can be observed by studying the magneto-volume and the thermal
expansion coefficient. A magneto-elastic interaction occurs because of the coupling of
antiferromagnetic fluctuations to strain. The spin fluctuation contribution to the magneto-
volume is defined as Ωm(T ) = δV (T )

V
, and the thermal expansion coefficient is defined as

its derivative, αm(T ) = ∂Ωm
∂T

. From Moriya - Usami theory [57] the magneto-volume is
given by Ωm = (D0/B)〈S2

z 〉 where D0 is related to the strain dependence of bandwidth
(D0 = ∂ln(W )/∂ε) and is negative and of the order of 1, and B is the bulk modulus (for
graphene, it is 200Nm−1).

〈S2
z 〉 can be evaluated from the spin sum rule connecting it to double occupancy,

(2.25). The plots of 〈S2
z 〉 and those of d〈S2

z 〉
dT

are given in Figs. 3.9 and 3.10 respectively.
These quantities are plotted as functions of temperature
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From these plots, we can see that, there will be a sizable contribution from magnetic
fluctuations to the magneto-volume and thermal expansion coefficient at small strains,
but this vanishes as T → 0. For ε = 0.2, we plot Ωm and αm in Fig. 3.11 as functions
of temperature. We can see that as strain increases, beyond the strain dependent critical
interaction, these quantities show a divergence.

By looking at the derivative of 〈S2
z 〉 with respect to strain ε, (d〈S

2
z 〉

dε
), as a function

of strain, we can further substantiate the quantum criticality associated with large anti-
ferromagnetic fluctuations close to critical strain. In Fig. 3.12, the plot shows singular
behavior close to critical strain when the interaction is more than the critical interaction
strength. Since the magnetic Grüneisen coefficient is defined as Γm(T ) = αm(T )/Cel(T )

where Cel(T ) is the electronic specific heat, we anticipate a divergence in Γm(T ) also.
Cel(T ) ≈ T 2 up to logarithmic corrections in two dimensions, if this is valid as we ap-
proach critical values of strain and interaction, then , as T → 0, the magnetic Grüneisen
parameter will also show a critical divergence.

3.3.1 Scenario beyond critical strain

The features of quantum criticality vanish beyond critical strain. For values of strain
beyond the critical strain ε ≥ 0.24, the system becomes a band insulator. Even at low
temperatures with growing values of interaction, the antiferromagnetic fluctuations do
not become huge as seen previously in Fig. 3.5. These corroborate the statement that the
features of quantum criticality are influenced by the growing antiferromagnetic fluctua-
tions in the system. Since the antiferromagnetic fluctuations do not become huge, we do
not expect the self energy to show any anomalous feature as ωn → 0. This can be seen
clearly from Fig. 3.13 where we have plotted imaginary part of the self-energy as a func-
tion of the fermionic Matsubara frequency, for values of strain beyond the critical strain.
The plots of 〈S2

z 〉 in Fig. 3.14 and the derivative of d〈S2
z 〉

dT
in Fig. 3.15 also give us the

same information. From the plots of Fig. 3.14, we can see that 〈S2
z 〉 is almost temperature

independent, for the same values of interaction at which we see large antiferromagnetic
fluctuations in the system below critical strain. And, d〈S2

z 〉
dT

does not diverge as T → 0,
and is almost independent of the value of interaction.
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Figure 3.9: Plots of 〈S2
z 〉 = 1−2〈n↑n↓〉 as a function of temperature T , for various values

of strain ε below the critical strain. The legends indicate the values of interaction U .
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Figure 3.10: Plots of d〈S2
z 〉

dT
as a function of temperature T , for various values of strain ε

below the critical strain. The legend indicates the values of interaction U .
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Figure 3.13: Imaginary part of the self energy Σ plotted as a function of Matsubara
frequency ωn, for various values of strain ε greater than critical strain for β = 100. The
values of interaction U are shown in the legend.
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3.4 Summary

The formalism of TPSC which was generalized previously to study the multi-band case of
graphene was implemented to study the Hubbard model on the honeycomb lattice under
uniaxial strain. Focusing on the case where strain is applied along the zigzag direction,
taking into account only the change in the hopping parameters, the method was executed.
As usual, the double occupancy, the irreducible vertices and the antiferromagnetic corre-
lation length were computed. The self-energy containing the effects of spin and charge
fluctuations was also evaluated.

For small values of strain, for 0 < U/t < 3.5, the Dirac Landau Fermi liquid is
stable. For 0.1 < ε < 0.23, although at low values of interaction we have a Landau
Fermi liquid, as interaction exceeds a strain-dependent critical interaction strength, a
pseudogap develops in the single-particle density of states. All these are clearly seen
from the imaginary part of self-energy. The growing antiferromagnetic fluctuations, with
decreasing temperature and increasing interaction causes this pseudogap.

Further, close to critical strain, the electronic nematic order parameter (defined in
terms of the kinetic energies along the bonds) is seen to be enhanced by the influence
of strong antiferromagnetic fluctuations. The nematic susceptibility shows a divergence
near the critical interaction strength. Thus the transition from Dirac metal to an incoherent
metal near critical strain, is connected to the nematic quantum criticality driven by large
antiferromagnetic fluctuations.

In order to observe this quantum criticality, the magneto-volume and the thermal
expansion and magnetic Grüneisen parameters can be studied. Using the value of double
occupancy obtained from TPSC, the spin fluctuation in the system is studied. Close to
zero temperature, antiferromagnetic fluctuations enhance the spin fluctuation contribution
to the magneto-volume. The divergence of the thermal expansion coefficient near zero
temperature substantiates this quantum criticality. By taking a look at the derivative of
the spin fluctuation with respect to strain, this quantum criticality can be confirmed by
the singular behavior close to critical strain. Once the applied strain opens up a gap the
antiferromagnetic fluctuations never grow large. Therefore, when strain is greater than
critical strain, all these features of quantum criticality vanish.
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Chapter 4

Pairing in the single-band Hubbard
model with extended hopping

4.1 Introduction

The most repeated lore in condensed matter physics might be that of high-temperature
superconductivity, and three decades have passed since the discovery of the phenomenon
in hole-doped cuprates [58] in the 1980’s. The discovery of high-temperature super-
conductivity in electron-doped cuprates followed soon [59, 60]. As far as cuprates are
concerned, the single-band Hubbard model on the square lattice is said to be the basic
model which captures the relevant physics of the CuO planes [31]. Starting from an anti-
ferromagnetic Mott insulator at half-filling, the system is doped away from this half-filled
state. Antiferromagnetism is destroyed and superconductivity emerges in the system.

One of the important puzzles is the asymmetry in the phase diagram for hole-doped
and electron-doped systems. Antiferromagnetism seems to be more prominent on the
electron-doped side compared to the hole-doped side. The hole-doped systems are said
to lie in the strongly coupled region and superexchange mediates the pairing. In contrast
to this, the electron-doped materials are supposed to lie in the weak to intermediate region
of coupling [21,61]. The pairing glue is made up of antiferromagnetic fluctuations. Such
a pairing mediated by growing antiferromagnetic fluctuations near an instability had been
discussed earlier in the context of heavy-fermion compounds and organic superconduc-
tors [62–65].

While modeling cuprates, in addition to nearest neighbor hopping, extended hopping
t′ and t′′ to the second nearest and third nearest neighbors is deemed essential to explain
the results from bandstructure calculations and many experiments like ARPES [61, 66–
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71]. A multitude of techniques have been applied to the study of the single-band Hubbard
model - theories based on the idea of pairing mediated by magnetic fluctuations [72–76],
renormalization group methods [77–80], quantum cluster approaches [61,81–86], Monte
Carlo studies [87–89], density matrix embedding theory (DMET) [90] to name a few, to
better understand superconductivity in the system.

The incorporation of additional hopping might explain the observed asymmetry in the
phase diagram [91]. In fact, extended hopping seems to stabilize antiferromagnetism on
the electron-doped side [92–96]. Various numerical methods - variational Monte Carlo
methods[96], Cellular Dynamical Mean Field theory(CDMFT) [86], Variational Cluster
Perturbation Theory (VCPT)[81] - have been applied to this problem which bring out
the asymmetry in the phase diagram and emphasize antiferromagnetism on the electron-
doped side.

Since electron-doped cuprates lie in the region of weak to intermediate interaction,
the problem is amenable to study by TPSC. TPSC has already been successfully im-
plemented in computing the pairing mediated by antiferromagnetic fluctuations in the
single-band Hubbard model. The results for pairing susceptibility χd from TPSC agree
well with those from QMC calculations. The study by Kyung et al. [21] done on the
single-band Hubbard model on the square lattice with only nearest neighbor hopping t,
concludes that antiferromagnetic fluctuations aid pairing in the system. But, when the
fluctuations are very large, the pseudogap which opens up is detrimental to pairing. The
plot for the superconducting transition temperature Tc as a function of doping is dome-
shaped. As we increase U , the value of the estimated Tc increases. This sheds light
on the negative pressure derivative observed in electron-doped high Tc superconductors.
This further cements the idea that these are weakly coupled in contrast to their hole-doped
counterparts which lie in the strongly coupled regime. A subsequent study by Kyung and
coworkers [22] apply TPSC to the t-t′-t′′-U Hubbard model, and obtain results which
are in excellent agreement with experimental results. The reduced spectral weight at the
hotspots observed in ARPES experiments are attributed to the growing antiferromagnetic
fluctuations. Antiferromagnetic correlation length results obtained from neutron scatter-
ing also agree quite well with results from TPSC. Later, the effect of the variation in t′ on
the nature of magnetic fluctuations and the resultant pairing at half-filling were studied
by Hassan et al [23]. The doping dependence of the transition temperature Tc in this
study for a) dx2−y2 pairing at low values of frustration mediated by commensurate fluc-
tuations and b) dxy pairing mediated by fluctuations near (0, π) had a dome-shape. Thus
the variation in frustration at half-filling acts like a change in doping.
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Recently Ogura and colleagues [97], using TPSC, studied the doping dependence of
Tc for both types of doping. The formalism used in this work is not entirely similar to
that used previously - in this work the eigenvalue of the linearized Eliashberg equation is
used as a measure of Tc. Their motivation was to shed light on the experimental results
where Tc on the hole-doped side was dome-shaped, while on the electron-doped side it
showed monotonic variation. Despite using realistic band structure parameters, according
to them a single-band Hubbard model is insufficient to bring out this contrast. The results
are claimed to match those from experiments, when a three-band model is used to depict
the system.

4.2 Pairing susceptibility in TPSC

Using TPSC, so far, we have looked at correlations in the particle-hole channel. The
formalism can be extended to study pairing mediated by antiferromagnetic fluctuations.
We already know how the self-energy can be written in an improved approximation by
incorporating the effects of spin and charge fluctuations. By introducing a source field
in the particle-particle channel, two-particle correlations in the particle-particle channel -
the so-called pairing channel - can be looked at.

We start from the most general generating function with source fields of particle-hole
fluctuations, as well as pairing fluctuations. The first step is the computation of spin and
charge susceptibilities. These two-particle correlation functions have the same form as
before. In the second step, we can express the self-energy by including the effects of
the spin and charge fluctuations calculated in the first step. The expression for pairing
susceptibility is [21–23],

χd(q = 0, iνn = 0) =
1

βN2

∑
k

g2
d(k)G

(2)
↑ (−k)G

(2)
↓ (k)

− U

4

(
1

βN2

)2∑
k,k′

gd(k)G
(2)
↑ (−k)G

(2)
↓ (k)

×
(

3

1− Usp
2
χ0(k − k′)

+
1

1 + Uch
2
χ0(k − k′)

)
× gd(k

′)G
(1)
↑ (−k′)G(1)

↓ (k′) (4.1)

Here, k (k′) indicates both the momentum and fermionic Matsubara frequency. gd is the
form factor for d-wave pairing and we take it to be that corresponding to dx2−y2 symmetry.
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Therefore gd(k) = cos(kx) − cos(ky). G(2)(k) is the interacting Green function, and
G(1)(k) is the noninteracting Green function.

We can see that the pairing susceptibility contains two terms. The first term is the
eponymous direct term which gives the direct pairing between two particles. The Green
function in the first term is the interacting Green function, including the self-energy ef-
fects of spin and charge fluctuations. Therefore, as the fluctuations grow in magnitude,
the lifetime of the particles decreases, and the contribution from this term decreases.

Meanwhile, the second term is the pairing mediated by some kind of vertex. The
vertex, as we can see, is in terms of spin and charge susceptibilities and hence mediates
the pairing via the exchange of particle-hole fluctuations. The increase in the magnitude
of antiferromagnetic fluctuations results in an increased contribution of this term to the
overall pairing.

4.3 Results

4.3.1 Commensurate and incommensurate fluctuations

Let us start with some results obtained directly from the noninteracting (spin) suscepti-
bility χ0(q). The position of the maximum of the noninteracting susceptibility at zero
frequency, tells us whether the fluctuations are commensurate or incommensurate in na-
ture. If the peak lies at the momentum vector (π, π), the fluctuations are commensurate
and are antiferromagnetic in nature. As the fluctuations become incommensurate, the
peak position shifts from (π, π), and the peak gets split into more than one. The tran-
sition temperature Ti from commensurate to incommensurate fluctuations, for various
values of filling on both sides of half-filling is studied for different values t′ and t′′ (t is
taken as unity).

The transition temperature can be determined by looking at the microscopic length ξ0

associated with the noninteracting susceptibility given by,

ξ2
0 = − 1

2χmax0

∂2χ0(q, iνn)

∂q2
x

∣∣∣∣∣
(q=Qmax,iνn=0)

(4.2)

In order to find Ti for a particular value of filling (n), we calculate ξ0 at (π, π) and
scan the entire temperature grid for a change in the sign of this quantity. The temperature
at which the sign change occurs is picked as Ti(n). Fig. 4.1 shows the curves of Ti as a
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Figure 4.1: Comparison of the plots of Ti as a function of filling n, for given values of t′

and t′′.

function of filling n for various values of t′ and t′′. The area around half-filling bounded
by the Ti curves is the area of parameter space with commensurate fluctuations. From
the plots, it is clear that the area of commensurate fluctuations increases with an increase
in the magnitude of t′ and t′′. That means, antiferromagnetism is stabilized as a result of
extended hopping.

This result can be checked from a plot of the noninteracting Fermi Surface(FS) for
various values of filling also. If the FS intersects with the antiferromagnetic Brillouin
zone(AFMBZ), the peak of the susceptibility lies at (π, π). Fig. 4.2 shows the plots for
FS at T = 1

64
for t′ = −0.175 and t′′ = 0.05. The FS intersects the AFMBZ for all

values of filling studied 1.0 ≤ n ≤ 1.2. These values of t′ and t′′ are used further in our
calculations.
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Figure 4.2: Non-interacting Fermi surfaces for 1.0 ≤ n ≤ 1.2. t′ = −0.175 and t′′ =
0.05, T = 1/64. The antiferromagnetic Brillouin zone is shown in black dotted lines.

4.3.2 Antiferromagnetic correlation length and crossover to the renor-
malized classical regime

The hopping parameters are set to t = 1.0, t′ = −0.175 and t′′ = 0.05, and we look
at values of filling 1.0 ≤ n ≤ 1.2. The lattice size chosen is 256 × 256. The number
of Matsubara frequencies we include in numerical calculations has to be set at a high
value so that this cutoff does not affect our results. As the temperature is lowered, we
are forced to access more number of frequencies. This calls for imaginary frequency
grids with more number of points, therefore calculations at lower temperature require
more computational resources. RG acceleration is implemented to deal with this crunch
[21, 98].

RG is implemented on the imaginary frequency axis. Suppose we have a sequence of
temperatures, T1 > T2 > T3 > . . ., and let Q1 ≤ Q2 ≤ Q3 ≤ . . . be the corresponding
frequency cutoff. We have Qi = 2πTiNq(Ti) and Qi−1 = 2πTiMq(Ti). From these
conditions, we can see thatMq(Ti) ≤ Nq(Ti). In order to preserve the length of frequency
axis, at every step the temperature has to be halved, and the cutoff also has to be halved.
Ti
Ti−1

= 1
2

and Qi
Qi−1

= 1
2
. The number Nq(Ti) does not change at each step. Therefore, the

computational time needed for each step remains roughly the same.
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As the value of interaction increases and the temperature gets smaller, the antiferro-
magnetic fluctuations in the system grow rapidly. In order to see this, the antiferromag-
netic correlation length ξsp plotted as a function of temperature. There can be various
measures to quantify this correlation length. As the interaction increases, the irreducible
spin vertex Usp nearly reaches the mean field critical interaction strength Umf to an insta-
bility, but never exceeds it. This idea is contained in the following in the definition

ξsp = ξ0

√
Usp
δU

(4.3)

δU = Umf − Usp (4.4)

Umf =
2

χmax0

(4.5)

When δU becomes really small, the correlation length becomes really large.

Another measure of the correlation length is

ξsp =

√
χmaxsp

χmax0

(4.6)

This comes from the scaling form of the spin susceptibility for the square lattice (refer-
ence). With the thermal de Broglie wavelength approximated as,

ξth ∼
1

T
(4.7)

we can check when the antiferromagnetic correlation length exceeds ξth, and track down
the crossover to the renormalized classical regime. In this regime, the characteristic spin
fluctuation frequency is smaller than the temperature. This crossover is accompanied by
a pseudogap in the single particle density of states [13,14, 22]. Once in the renormalized
classical regime, the results from TPSC are no longer valid. Fig. 4.3 shows the plots for
the antiferromagnetic correlation length plotted alongside the thermal de Broglie wave-
length for various values of filling. The value of interaction is U = 6.55.

The crossover is a finite temperature (TX) signature of the zero temperature quantum
phase transition. We can plot a crossover plot as a function of filling. By extrapolating
the crossover plot to the zero temperature we can obtain the critical strength of filling nc
at which the quantum phase transition occurs. Beyond this quantum critical point, the
system is not antiferromagnetic. It must be noted that for U = 5.05 and U = 5.55, two
values of interaction we looked at, no crossover to the renormalized classical regime is
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Figure 4.3: Plots of ln ξ as a function of lnT for various n, U = 6.55, t′ = −0.175 and
t′′ = 0.05.

observed. The crossover plot for U = 6.55 is shown in Fig. 4.4. This plot, upon linear
extrapolation gives nc = 1.218 and upon quadratic extrapolation gives nc = 1.211.

4.3.3 Pairing susceptibility χd

The pairing susceptibility χd(0) given by (4.1) is plotted for U = 6.05 and U = 6.55

in Fig. 4.5. The pairing is mediated by antiferromagnetic fluctuations as mentioned ear-
lier. Close to half-filling, when the fluctuations grow large, the quasiparticle lifetime falls
accordingly. This results in a decrease in the direct contribution. As we move away
from half-filling, this contribution increases. Similarly, near half-filling, since the anti-
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Figure 4.4: Crossover plot as a function of filling for U = 6.55, t′ = −0.175 and t′′ =
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Figure 4.5: Pairing susceptibility χd(0) as a function of filling n, for various values of β,
t′ = −0.175 and t′′ = 0.05.

ferromagnetic fluctuations are the largest at those points on the Fermi surface where the
pseudogap opens up (hotspots), the vertex contribution is also small [21]. Far away from
half-filling, around n = 1.2, because of the decreasing magnitude of these fluctuations,
the vertex contribution again decreases. Therefore the vertex contribution is dome-shaped
as a function of filling and the total pairing susceptibility follows this trend. Since for a
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larger value of U , the fluctuations are larger, the pairing susceptibility close to half-filling
for U = 6.05 is seen to be larger than that for U = 6.55.

4.3.4 Superconducting transition temperature Tc

The transition temperature to the superconducting phase, Tc is given by the temperature
at which the direct contribution and the vertex contribution are equal in magnitude. For
instance, the series 1

1−x , diverges when x = 1. If we approximate the series by the first
two terms as 1

1−x ∼ 1 + x, whether the series diverges can be checked from the equality
of the first two terms. This analogy helps us understand the choice of Tc [23].

For a particular value of interaction U and for a specific value of filling n, we plot the
ratio of the direct term to the vertex term as a function of temperature and pick that value
of temperature where this ratio is equal to unity as Tc corresponding to that value of U .
Tc can be plotted as a function of filling for various values of interaction. The plots are
depicted in Fig. 4.6. It is clear that the transition temperature increases as the interaction
increases. This emphasizes the weakly coupled nature of the superconductivity mediated
by antiferromagnetic fluctuations [21]. If we fix the filling, for a larger value of inter-
action, as we scan down the temperature axis, we can see that the fluctuations become
sufficiently large at higher values of temperature. It was previously observed that Tc has
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Figure 4.6: Plot of the superconducting transition temperature Tc as a function of filling
n for various values of U , t′ = −0.175 and t′′ = 0.05.

88



Chapter 4. TPSC - Pairing in e-doped cuprates

a dome-shaped variation with respect to filling in the case of the single-band Hubbard
model with only nearest-neighbor hopping [21]. In total contrast to that result and the
commonly seen experimental results, we obtain a monotonic variation of Tc as a function
of doping. When there is no extended hopping, at half-filling the FS coincides totally
with the AFMBZ and the pseudogap effects are detrimental to superconductivity. But,
when there is extended hopping, these pseudogap effects are limited to the hotspots and
are not catastrophic to pairing. The steady decrease in antiferromagnetic fluctuations as
a function of filling is reflected in this monotonic variation.

Experimentally, a monotonic variation in the superconducting transition temperature
has been observed [99–101], with even claims of an undoped parent compound which
shows superconductivity. The difference in structures of the parent compounds - T struc-
ture of the hole-doped cuprates and T ′ structure of the electron-doped cuprates - appears
to be crucial. If excess oxygen is removed by reduction processes, the doping range where
superconductivity occurs in electron-doped systems can be enhanced. This suggests that
the co-ordination of copper can be a new degree of freedom [101].

4.4 Summary

The method of TPSC has been used previously to study pairing mediated by antifer-
romagnetic fluctuations under electron doping in the single-band Hubbard model. We
revisit the problem of electron doping in the single-band Hubbard model with hopping
to the second (t′) and third (t′′) nearest neighbors in addition to the usual hopping (t)
to the nearest neighbors, making use of the same method. A glimpse at the sign of the
microscopic length associated with the noninteracting susceptibility, helps us determine
the transition temperature between the region of commensurate fluctuations and that of
incommensurate fluctuations. The extended hopping seems to stabilize commensurate
fluctuations around half-filling. This can be verified by plots of the noninteracting Fermi
surface - the nesting vector between the points of intersection of the Fermi surface and
the antiferromagnetic Brillouin zone helps us locate the maximum of the noninteracting
susceptibility.

We can compute the spin vertex self-consistently using TPSC, and thereby take a look
at the antiferromagnetic spin correlation length. The correlation length increases rapidly
when the interaction is increased and the temperature is lowered. The growing antiferro-
magnetic fluctuations cause a crossover to the renormalized classical regime, where the
antiferromagnetic correlation length exceeds the thermal de Broglie wavelength. Once
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the system enters the renormalized classical regime, a pseudogap can be observed in
the single particle density of states. The crossover plot is extrapolated to determine the
critical value of filling where antiferromagnetism disappears.

The pairing mediated by the growing fluctuations given as the total of a direct term
and a vertex term, is seen to have a dome-shaped variation. Near half-filling, because
of pseudogap effects, the pairing is reduced, near a filling of n = 1.2 the decreasing
magnitude of fluctuations cause a reduction in pairing. Contrary to previous work using
TPSC which got a dome shaped variation in the superconducting transition temperature,
we get a monotonic variation in Tc. The extended hopping changes the noninteracting
Fermi surface - the Fermi surface intersects the antiferromagnetic Brillouin zone only
at the hotspots. The pseudogap effects are limited to these hotspots, and therefore the
antiferromagnetic fluctuations are not fully detrimental to pairing.
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Chapter 5

Summary and Outlook

In this thesis, using the two-particle self-consistent method, we have studied a handful
of problems. As a non-perturbative method which satisfies many physical constraints,
including the Mermin-Wagner theorem, this method is very powerful and had already
given results which gave good agreement with Quantum Monte Carlo results [14]. The
physics of the growing antiferromagnetic fluctuations, and the effects of these fluctuations
on the system are aptly captured using this method.

As mentioned in Chapter 1 the two-particle self-consistent (TPSC) approach was ini-
tially developed to study the single-band Hubbard model. In this work, this approach
has been generalized to study the multi-band case of the Hubbard model on the honey-
comb lattice. In Chapter 2, we present in detail how the semi-metal to antiferromagnet
transition of the half-filled Hubbard model on the honeycomb lattice was studied using
this method. The critical interaction strength for the transition was computed, and the
intermediate spin liquid phase was ruled out.

Further, in Chapter 3, again using TPSC for the honeycomb lattice, we study graphene
under uniaxial strain along the zigzag direction. The interplay of strain and strong anti-
ferromagnetic fluctuations results in a novel quantum criticality.

TPSC can also be used to study pairing mediated by the antiferromagnetic fluctua-
tions. In Chapter 4 we return to TPSC for the single-band case to study the Hubbard
model with extended hopping to second and third nearest neighbors. Contrary to earlier
results from TPSC which gave a dome-shaped variation in the superconducting transition
temperature as a function of filling, we get a monotonic variation.

The generalized multi-band version of TPSC can be further extended to study pairing
mediated by antiferromagnetic fluctuations. Also, application of this method to study the
transport properties in graphene seems to be interesting. Also, it would be exciting to gen-
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eralize the method even more by including the effects of spin-orbit coupling. This method
can not only be used to look at antiferromagnetic fluctuations, but can be broadened to
study ferromagnetism also. Further, the possibility of developing time-dependent TPSC
sounds fascinating. For instance, using such a time-dependent version of this approach,
we can study the effect of quenching on the antiferromagnetic fluctuations near the Mott
transition. Thus, the two-particle self-consistent method still holds a lot of promise and
offers a variety of possibilities for the future.
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Appendix A

TPSC for the single-band Hubbard
model

A.1 Self Energy and two-particle correlation functions

The Hamiltonian is given by,

H = H0 +Hint (A.1)

H0 =
∑
i,j,σ

−tij
(
c†i σcj σ + h.c

)
(A.2)

Hint = U
∑
i

ni↑ni↓ (A.3)

Here H0 is the noninteracting Hamiltonian and Hint is the Hubbard interaction term.
The noninteracting Hamiltonian (A.2) describes the hopping of electrons on the lattice,
here tij is the hopping term. Usually, the hopping between nearest neighbors 〈i, j〉 is
considered and tij = t. The interaction term penalizes the double occupation of a site by
two electrons - whenever a site is occupied by two electrons, a potential energy ‘cost’ U
has to be paid.

The Green function is defined as the time ordered product,

Gσ(1, 2) = −〈Tτcσ(1)c†σ(2)〉 (A.4)

= −θ(τ1 − τ2)〈cσ(1)c†σ(2)〉+ θ(τ2 − τ1)〈c†σ(2)cσ(1)〉 (A.5)

Here we have assumed a four vector notation where 1 = (r1, τ1) - comprising both
position and imaginary time. Let us consider the equation of motion of the Green’s
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function. Using the Heisenberg equation of motion for the time evolution of an operator
in the Heisenberg representation.

∂

∂τ1

Gσ(1, 2) = − ∂

∂τ1

〈Tτcσ(1)c†σ(2)〉

=
∂

∂τ1

[
−θ(τ1 − τ2)〈cσ(1)c†σ(2)〉+ θ(τ2 − τ1)〈c†σ(2)cσ(1)〉

]
= −〈Tτ

∂

∂τ1

cσ(1)c†σ(2)〉 − δr1r2δ(τ1 − τ2)

= −〈Tτ [H − µN , cσ(1)]c†σ(2)〉 (A.6)

where µ is the chemical potential, and N is the total number of particles. We have,

[H0, cσ(1)] = [
∑
〈ij〉,σ′

−t
(
c†i σ′cj σ′ + h.c

)
, cσ(1)]

= t
∑

∆

cr1+∆,σ (A.7)

where the summation is over all the nearest neighbors of the site r1. Similarly,

[Hint, cσ(1)] = [U
∑
i

ni↑ni↓, cσ(1)]

= −Ucσ(1)n−σ(1) (A.8)

and,

[−µN , cσ(1)] = µcσ(1) (A.9)

Concisely,(
[− ∂

∂τ1

+ µ]δ(∆) + tr1,r1+∆

)
Gσ(r1+∆ − r2, τ1 − τ2) = δr1r2δ(τ1 − τ2)

− U〈n−σ(1)cσ(1)c†σ(2)〉
(A.10)

From the Dyson equation, relating the interacting Green function (Gσ) is related to the
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noninteracting Green function (G0
σ) via the self-energy (Σσ),

G−1
σ (1, 2̄) = (G0

σ)−1(1, 2̄)− Σσ(1, 2̄)

(G0
σ)−1(1, 2̄)Gσ(2̄, 2) = δ(1− 2) + Σσ(1, 2̄)Gσ(2̄, 2) (A.11)

where a bar over an index means that index will be summed over - a summation over
the space index and an integration over the imaginary time index is assumed. From Eqs.
(A.10) and (A.11), we arrive at an exact relation between the self energy, Σ and two-
particle correlation functions.

Σσ(1, 2̄)Gσ(2̄, 2) = −U〈n−σ(1)cσ(1)c†σ(2)〉 (A.12)

This exact relation is the starting point of the approximation in TPSC.

A.2 Spin and charge susceptibilities

The spin response function is defined as,

χsp(1, 2) = 〈TτSz(1)Sz(2) 〉 (A.13)

= 〈Tτ (n↑(1)− n↓(1) ) (n↑(2)− n↓(2) )〉
= 〈Tτ n↑(1)n↑(2) − n↑(1)n↓(2) − n↓(1)n↑(2) + n↓(1)n↓(2) ) 〉

Using spin rotational invariance,

χsp(1, 2) = 2 ( 〈Tτ n↑(1)n↑(2) 〉 − 〈Tτ n↑(1)n↓(2) 〉 ) (A.14)

Similarly, for the charge response function,

χch(1, 2) = 〈n(1)n(2) 〉 − 〈n(1)〉〈n(2) 〉 (A.15)

= 〈Tτ (n↑(1) + n↓(1) ) (n↑(2) + n↓(2) )〉 − 〈n(1)〉〈n(2) 〉
= 2 ( 〈Tτ n↑(1)n↑(2) 〉 + 〈Tτ n↑(1)n↓(2) 〉 )− 〈n(1)n(2) 〉 (A.16)

The two-particle correlation functions on the RHS of the spin and charge response func-
tions, Eqs. (A.14) and (A.16) can be written in terms of functional derivatives of the
Green function with respect to source fields.
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A.3 Bethe-Salpeter equation

Taking into account a source field Φ of particle-hole fluctuations in the system, we can
define susceptibilities in the particle-hole channel as functional derivatives of the Green
function with respect to these source fields. The source fields are set to zero at the end of
calculations. The source field is given by,

Φ =

φ↑ 0

0 φ↓

 (A.17)

and the partition function in the presence of this source field is

Z[Φ] = Tr[e−β(H−µN )Tτe
−c†σ̄(1̄)φσ̄(1̄,2̄)cσ̄(2̄)] (A.18)

The Green function is,

Gσ(1, 2; Φ) =
Tr[e−β(H−µN )Tτe

−c†σ̄(1̄)φσ̄(1̄,2̄)cσ̄(2̄)cσ(1)c†σ(2)]

Tr[e−β(H−µN )Tτe−c
†
σ̄(1̄)φσ̄(1̄,2̄)cσ̄(2̄)]

(A.19)

= −〈Tτcσ(1)c†σ(2)〉 (A.20)

The response function written as the functional derivative of the Green function with
respect to φσ,

∂Gσ(1, 2; Φ)

∂φσ′(3, 4)
= Gσ′(4, 3; Φ)Gσ(1, 2; Φ)− 〈Tτc†σ′(3)cσ′(4)c†σ(2)cσ(1)〉Φ (A.21)

Taking the functional derivative of,

Gσ(1, 1̄; Φ)G−1
σ (1̄, 2; Φ) = δ(1− 2) (A.22)

we have,

∂Gσ(1, 1̄; Φ)

∂φσ′(3, 4)
G−1
σ (1̄, 2; Φ) = −Gσ(1, 1̄; Φ)

∂G−1
σ (1̄, 2; Φ)

∂φσ′(3, 4)
(A.23)

∂Gσ(1, 2; Φ)

∂φσ′(3, 4)
= −Gσ(1, 1̄; Φ)

∂G−1
σ (1̄, 2̄; Φ)

∂φσ′(3, 4)
Gσ(2̄, 2; Φ) (A.24)

In order to rewrite the above equation, we make use of the Dyson equation in the presence
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of the source field,

Gσ(1, 2,Φ) = (G(0)
σ )−1(1, 2; Φ)− Σ(1, 2; Φ)− φσ(1, 2) (A.25)

∂G−1
σ (1, 2; Φ)

∂φσ′(3, 4)
= −δ(1− 3)δ(2− 4)δσσ′ −

∂Σσ(1, 2; Φ)

∂φσ′(3, 4)
(A.26)

Hence, the response function can be written as,

∂Gσ(1, 2; Φ)

∂φσ′(3, 4)
= Gσ(1, 1̄; Φ)Gσ(2̄, 2; Φ)δ(1̄− 3)δ(2̄− 4)δσσ′

+Gσ(1, 1̄; Φ)
∂Σσ(1̄, 2̄; Φ)

∂φσ′(3, 4)
Gσ(2̄, 2; Φ)

(A.27)

Applying chain rule to evaluate the functional derivative of the self energy

∂Gσ(1, 2; Φ)

∂φσ′(3, 4)
= Gσ(1, 3; Φ)Gσ(4, 2; Φ)δσσ′

+Gσ(1, 1̄; Φ)
∂Σσ(1̄, 2̄; Φ)

∂Gσ̄(3̄, 4̄; Φ)

∂Gσ̄(3̄, 4̄; Φ)

∂φσ′(3, 4)
Gσ(2̄, 2; Φ) (A.28)

The functional derivative of the self energy with respect to the Green function gives us
the irreducible vertex,

Γσσ′(1, 2; 3, 4) =
∂Σσ(1, 2)

∂Gσ′(3, 4)
(A.29)

Hence,

∂Gσ(1, 2; Φ)

∂φσ′(3, 4)
= Gσ(1, 3; Φ)Gσ(4, 2; Φ)δσσ′

+Gσ(1, 1̄; Φ)Γσσ̄(1̄, 2̄, 3̄, 4̄; Φ)
∂Gσ̄(3̄, 4̄; Φ)

∂φσ′(3, 4)
Gσ(2̄, 2; Φ) (A.30)

This is the Bethe-Salpeter equation, which is the integral equation for the response func-
tions in the particle - hole channel.

Let us consider the following combination of response functions at zero source field,

χ±(1, 2; 3, 4) = −2

(
∂G↑(1, 2; Φ)

∂φ↑(3, 4)
± ∂G↑(1, 2; Φ)

∂φ↓(3, 4)

) ∣∣∣∣∣
Φ=0

(A.31)

Substituting the expression for the response function from Eq. (A.30) in the above, we
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can write an integral equation for response functions χ±. In writing this ‘new’ Bethe-
Salpeter equation, we can make use of spin rotational invariance,

G↑ = G↓ = G

The integral equations are,

χ±(1, 2; 3, 4) = −2G(1, 3)G(2, 4)± Γsp,ch(1, 2; 3, 4)G(1, 1̄)G(2̄, 2)χ±(3̄, 4̄, 3, 4)

(A.32)
where the irreducible vertices in the spin and charge channel are given by,

Γsp(1, 2; 3, 4) =
∂Σ↑(1, 2)

∂G↓(3, 4)
− ∂Σ↑(1, 2)

∂G↑(3, 4)
(A.33)

Γch(1, 2; 3, 4) =
∂Σ↑(1, 2)

∂G↓(3, 4)
+
∂Σ↑(1, 2)

∂G↑(3, 4)
(A.34)

The spin and charge response functions are special cases of the response functions given
by χ± and Eqs. (A.14) and (A.16) can be rewritten as,

χsp,ch(1, 2) = −2

(
∂G↑(1, 1

+)

∂φ↑(2+, 2)
± ∂G↑(1, 1

+)

∂φ↓(2+, 2)

) ∣∣∣∣∣
Φ=0

(A.35)

In the four-point correlation function, a couple of points are identified to be the same
except for a minor change in the time so that we get the correct time ordering in the
correlation function.

A.4 TPSC ansatz

From the exact relation given by Eq. (A.12), we can write an approximation to the two-
particle correlation function on the RHS. TPSC does a mean-field or Hartree-Fock ap-
proximation to the two-particle correlation function, but with a twist. On the RHS of Eq.
(A.12) if 2 → 1+, i.e., r2 = r1 and τ2 = τ1 + ε where ε is an infinitesimal increment
which we have for the proper time ordering, the equation can be rewritten as

Σσ(1, 2̄)Gσ(2̄, 2) = −U〈n−σ(1)cσ(1)c†σ(1+)〉 (A.36)

= U〈n−σ(1)c†σ(1+)cσ(1)〉 (A.37)

= U〈n↑(1)n↓(1)〉 (A.38)
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The exact result on the RHS involving the double occupancy is retained in TPSC by a
modified approximation. This resembles the Hartree-Fock approximation, but reproduces
the exact result when 2→ 1+. This is the TPSC ansatz,

Σσ(1, 2̄)Gσ(2̄, 2) = AG−σ(1, 1+)Gσ(1, 2) (A.39)

We have replaced the bare interaction by a renormalized interaction such that the exact
relation is reproduced when 2→ 1+. So we have

U 〈n↑(1)n↓(1)〉 = AG−σ(1, 1+)Gσ(1, 1+) (A.40)

= A〈n↑(1)〉〈n↓(1)〉 (A.41)

which gives us

A = U
〈n↑n↓〉
〈n↑〉〈n↓〉

(A.42)

Therefore, the first approximation to the self-energy is local and frequency-independent.

Σσ(1, 2) = U
〈n↑n↓〉
〈n↑〉〈n↓〉

G−σ(1, 1+)δ(1− 2) (A.43)

When we evaluate the spin vertex from (A.33), we get a local, frequency-independent
quantity Usp = U

〈n↑n↓〉
〈n↑〉〈n↓〉

. The higher order correlations from the derivative of 〈n↑n↓〉
〈n↑〉〈n↓〉

cancel because of the minus sign. But, as far as the charge vertex is concerned (A.34),
this does not happen. For simplicity, we assume that the charge vertex (Uch) is also local.

A.5 Improved approximation for the self-energy

The exact relation between the self-energy and two-particle correlation function given by
Eq. (A.12) can be rewritten from the information available in Eq. (A.21) as,

Σσ(1, 2̄)Gσ(2̄, 2) = −U
[

∂Gσ(1, 2)

∂φ−σ′(1+, 1; Φ)
−G−σ(1, 1+; Φ)Gσ(1, 2; Φ)

]
(A.44)

Σσ(1, 2) = −U
[
Gσ(1, 1̄; Φ)

∂Σσ(1̄, 2; Φ)

∂Gσ̄(3̄, 4̄; Φ)

∂Gσ̄(3̄, 4̄; Φ)

∂φ−σ(1+, 1)
−G−σ(1, 1+; Φ)δ(1− 2)

]
(A.45)
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Suppose, σ = ↑. Then the RHS contains the combination Γ↑↑χ↑↓ + Γ↑↓χ↓↓. From the
equation of spin and charge vertices and response functions, we can rewrite this as,

Γ↑↑ =
1

2
(Γch − Γsp) (A.46)

Γ↑↓ =
1

2
(Γch + Γsp) (A.47)

χ↑↑ = −1

4
(χ+ + χ−) (A.48)

χ↑↓ = −1

4
(χ+ − χ−) (A.49)

Lets us set the source field to zero. We can use the fact that the irreducible vertices are
local Γch,sp(1̄, 2, 3̄, 4̄) = Uch,spδ(1̄− 2)δ(1̄− 3̄)δ(2− 4̄), and we have the special case of
χ±(3̄, 4̄, 1, 1+) = χch,sp(2, 1). Therefore,

Σσ(1, 2) =
U

4
[Gσ(1, 2)Uspχsp(2, 1) + Uchχch(2, 1)] + UG−σ(1, 1+)δ(1− 2) (A.50)

This can be written in the momentum - imaginary frequency space as,

Σσ(k) = Un−σ +
U

4

T

N

∑
q

[Uspχsp(q) + Uchχsp(q)]Gσ(k + q) (A.51)

The above derivation of the self-energy is when the source field is in the longitudinal
channel. Source fields can be introduced in the transverse channel also.
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TPSC for the multi-band case of the
Hubbard model on the honeycomb
lattice

B.1 Self-energy and two-particle correlations

The honeycomb lattice is in reality a triangular Bravais lattice with two sublattices, A and
B. Hence, when we consider the noninteracting tight-binding Hamiltonian, we get two
bands which touch at the Dirac points. The Hamiltonian for the Hubbard model on the
honeycomb lattice which comprises the nearest neighbor hopping Hamiltonian and the
Hubbard term is given by,

H = H0 +Hint (B.1)

H0 = −t
∑
i,∆,σ

(
a†iσbi+∆,σ + h.c

)
(B.2)

Hint = U
∑
i∈A,B

(ai↑ai↓ + bi↑bi↓) (B.3)

H0 describes the hopping of an electron from site i onA (B) to the three nearest neighbors
given by i+∆ onB (A). The Green function is a matrix in a and b indices. Assuming spin
rotational invariance, we can write the Green function as a 2× 2 matrix in the sublattice
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space as

G(1, 2) =

Gaa(1, 2) Gab(1, 2)

Gba(1, 2) Gbb(1, 2)

 (B.4)

where each element is a time ordered product of the following form

Gρλ
σσ′(1, 2) = −〈Tτρσ(1)λ†σ′(2)〉δσσ′ (B.5)

where ρ, λ = a, b.

Let us consider the equation of motion for the element given by Eq. (B.5)

∂

∂τ1

Gρλ
σσ′(1, 2) = − ∂

∂τ1

(
〈Tτρσ(1)λ†σ′(2)〉δσσ′

)
(B.6)

= −δ(1− 2)δσσ′δρλ − 〈Tτ
∂

∂τ1

ρσ(1)λ†σ′(2)〉δσσ′ (B.7)

Using Heisenberg equation of motion for the operator, we can write

∂

∂τ1

aσ(1) = [H − µN , aσ(1)] (B.8)

=

(
t
∑

∆

bσ(r1 + ∆, τ1)

)
− Una,−σ(1)aσ(1) + µaσ(1) (B.9)

∂

∂τ1

bσ(1) = [H − µN , bσ(1)] (B.10)

=

(
t
∑

∆

aσ(r1 + ∆, τ1)

)
− Unb,−σ(1)bσ(1) + µbσ(1) (B.11)

(B.12)

We must be able to rewrite the equation of motion of the Green function in terms of
the Dyson equation to get the most general relation between self-energy and two-particle
correlation functions. For this, we define

hρλσσ′(1, 2) =
∑

∆

t δr1+∆,r2δ(τ1 − τ2)ζxρλδσσ′ (B.13)
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where

ζx =

0 1

1 0


and using (

G(0)
)−1

(1, 2) =

(
− ∂

∂τ1

+ µ

)
I− h(1, 2) (B.14)

we can rewrite the equation of motion of the Green function as(
− ∂

∂τ1

+ µ

)
δ(1− 2̄)Gρλ

σσ′(2̄, 2)− hρησσ′′(1, 2̄)Gηλ
σ′′σ′(2̄, 2) =

δ(1− 2)δσσ′δρλ − U〈Tτρ†−σ(1)ρ−σ(1)ρσ(1)λ†σ′(2)〉δσσ′ (B.15)

Thus, (
G(0)

)−1
(1, 2̄) G(2̄, 2) = δ(1− 2)I− u(1, 2) (B.16)

where
uρλσσ′(1, 2) = −U〈Tτρ†−σ(1)ρ−σ(1)ρσ(1)λ†σ′(2)〉δσσ′ (B.17)

From the Dyson equation

G−1(1, 2) =
(
G(0)

)−1
(1, 2)−Σ(1, 2) (B.18)

the exact relation between self-energy and the two-particle correlation function is given
by

Σ(1, 2̄) G(2̄, 2) = u(1, 2) (B.19)

B.1.1 Bethe-Salpeter equation

The partition function in the presence of a source which produces particle-hole fluctua-
tions, for the multi-band case is

Z[Φ] = Tr
[
e−β(H−µN )Tτe

−η†σ̄(1̄)φηγσ̄ (1̄,2̄)γσ̄(2̄)
]

(B.20)
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Here the source field for each spin species, is a 2× 2 matrix

Φ =

φ↑ 0

0 φ↓

 (B.21)

where

φσ =

φaaσ φabσ

φbaσ φbbσ

 (B.22)

The Green function can be written as

Gρλ
σ (1, 2; Φ) =

Tr[e−β(H−µN )Tτe
−η†σ̄(1̄)φηγσ̄ (1̄,2̄)γσ̄(2̄)ρσ(1)λ†σ(2)]

Tr[e−β(H−µN )Tτe−η
†
σ̄(1̄)φηγσ̄ (1̄,2̄)γσ̄(2̄)]

(B.23)

= −〈Tτρσ(1)λ†σ(2)〉 (B.24)

To derive the integral equation for the response function in the multi-band case

∂Gρλ
σ (1, 2; Φ)

∂φηγσ′ (3, 4)
= Gγη

σ′ (4, 3; Φ)Gρλ
σ (1, 2; Φ)− 〈Tτη†σ′(3)γσ′(4)λ†σ(2)ρσ(1)〉Φ (B.25)

we start from the identity,

Gρκ
σ (1, 1̄; Φ)(G−1

σ )κζ(1̄, 2; Φ) = δ(1− 2)δρζ (B.26)

and take its functional derivative with respect to the source field

∂Gρκ
σ (1, 1̄; Φ)

∂φηγσ′ (3, 4)
(G−1

σ )κζ(1̄, 2; Φ) = −Gρκ
σ (1, 1̄; Φ)

∂(G−1
σ )κζ(1̄, 2; Φ)

∂φηγσ′ (3, 4)

∂Gρλ
σ (1, 2; Φ)

∂φηγσ′ (3, 4)
= −Gρκ

σ (1, 1̄; Φ)
∂(G−1

σ )κζ(1̄, 2̄; Φ)

∂φηγσ′ (3, 4)
Gζλ
σ (2̄, 2; Φ) (B.27)

From the Dyson equation,

(G−1
σ )κζ(1, 2) = ((G(0)

σ )−1)κζ(1, 2)− φκζσ (1, 2)− Σκζ
σ (1, 2) (B.28)
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This lets us write,

∂(G−1
σ )κζ(1, 2; Φ)

∂φηγσ′ (3, 4)
= −δκηδζγδσσ′δ(1̄− 3)δ(2̄− 4)− ∂Σκζ

σ (1, 2; Φ)

∂φηγσ′ (3, 4)
(B.29)

Making use of this relation we can rewrite the expression for the response function as

∂Gρλ
σ (1, 2; Φ)

∂φηγσ′ (3, 4)
= Gρκ

σ (1, 1̄; Φ)Gζλ
σ (2̄, 2; Φ)δκηδζγδσσ′δ(1̄− 3)δ(2̄− 4)

+Gρκ
σ (1, 1̄; Φ)

∂Σκζ
σ (1̄, 2̄; Φ)

∂φηγσ′ (3, 4)
Gζλ
σ (2̄, 2; Φ) (B.30)

Using chain rule,

∂Gρλ
σ (1, 2; Φ)

∂φηγσ′ (3, 4)
= Gρη

σ (1, 3; Φ)Gγλ
σ (4, 2; Φ)δσσ′

+Gρκ
σ (1, 1̄; Φ)

∂Σκζ
σ (1̄, 2̄; Φ)

∂Gιυ
σ̄ (3̄, 4̄; Φ)

∂Gιυ
σ̄ (3̄, 4̄; Φ)

∂φηγσ′ (3, 4)
Gζλ
σ (2̄, 2; Φ) (B.31)

The functional derivative of the self-energy with respect to the Green function is the
irreducible vertex,

Γκζιυσσ′ (1, 2; 3, 4) =
∂Σκζ

σ (1, 2)

∂Gιυ
σ′(3, 4)

(B.32)

Hence, the integral equation for the response function

∂Gρλ
σ (1, 2; Φ)

∂φηγσ′ (3, 4)
= Gρη

σ (1, 3; Φ)Gγλ
σ (4, 2; Φ)δσσ′

+Gρκ
σ (1, 1̄; Φ)Γκζιυσσ̄ (1̄, 2̄; 3̄, 4̄)

∂Gιυ
σ̄ (3̄, 4̄; Φ)

∂φηγσ′ (3, 4)
Gζλ
σ (2̄, 2; Φ) (B.33)

This is a matrix generalization of the scalar equations we got in the single-band case.
Therefore, here also we can consider the following combination of the response functions
at zero source field,

χρληγ± (1, 2; 3, 4) = −2

(
∂Gρλ
↑ (1, 2; Φ)

∂φηγ↑ (3, 4)
±

∂Gρλ
↑ (1, 2; Φ)

∂φηγ↓ (3, 4)

)∣∣∣∣∣
Φ=0

(B.34)

Substituting the expression for the response function from Eq. (B.33) in the above, we
can write an integral equation for the response functions χ±. In writing this ‘new’ Bethe-
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Salpeter equation, we can make use of spin rotational invariance,

Gρλ
↑ = Gρλ

↓ = Gρλ

The integral equations are,

χρληγ± (1, 2; 3, 4) = −2Gρη(1, 3)Gγλ(2, 4)

± Γκζιυsp,ch(1, 2; 3, 4)Gρκ(1, 1̄)Gζλ(2̄, 2)χιυηγ± (3̄, 4̄, 3, 4) (B.35)

where the irreducible vertices in the spin and charge channel are given by,

Γκηιυsp (1, 2; 3, 4) =
∂Σκη
↑ (1, 2)

∂Gιυ
↓ (3, 4)

−
∂Σκη
↑ (1, 2)

∂Gιυ
↑ (3, 4)

(B.36)

Γκηιυch (1, 2; 3, 4) =
∂Σκη
↑ (1, 2)

∂Gιυ
↓ (3, 4)

+
∂Σκη
↑ (1, 2)

∂Gιυ
↑ (3, 4)

(B.37)

The spin and charge response functions are special cases of the response functions given
by χ±.

B.2 TPSC ansatz

Consider a single element in the most general relation between the self-energy matrix and
the two-particle correlation matrix. Suppose we have 2 → 1+, which implies r1 = r2

and τ2 = τ1 + ε where ε is an infinitesimal increment for the right time ordering and in
the multi-band case λ = ρ. The RHS of the above equation can be written in terms of
double occupancy at (1).

[Σ(1, 2̄) G(2̄, 2)]
ρλ
σσ′ δσσ′δρλ = uρλ(1, 2) (B.38)

= −U〈Tτρ†−σ(1)ρ−σ(1)ρσ(1)λ†σ′(2)〉δσσ′ (B.39)

= U〈nρ,↑(1)nρ,↓(1)〉δρλδσσ′ (B.40)

We can extend the TPSC ansatz to the multi-band case and write

Σρη
σ (1, 2̄)Gηλ

σ (2̄, 2) = AGρρ
−σ(1, 1+)Gρλ

σ (1, 2) (B.41)

106



Chapter B. Multi-band TPSC

such that the exact expression involving the double occupancy is obtained on the RHS.
When 2→ 1+ (ρ = λ), we have

AGρρ
−σ(1, 1+)Gρρ

σ (1, 1+) = A〈nρ,−σ(1)〉〈nρ,σ(1)〉δρλ (B.42)

= U〈nρ,↑(1)nρ,↓(1)〉δρλ (B.43)

Therefore, we have

A =
U〈nρ,↑nρ,↓〉
〈nρ,↑〉〈nρ,↓〉

(B.44)

and

Σρη
σ (1, 2̄)Gηλ

σ (2̄, 2) =
U〈nρ,↑nρ,↓〉
〈nρ,↑〉〈nρ,↓〉

Gρρ
−σ(1, 2̄)Gρλ

σ (2̄, 2)

Σρη
σ (1, 2) =

U〈nρ,↑nρ,↓〉
〈nρ,↑〉〈nρ,↓〉

Gρρ
−σ(1, 1+)δ(1− 2)δρλ (B.45)

From this the spin and charge vertices can be computed. The spin vertex has a matrix
structure where only the aaaa and bbbb terms are non-zero and equal to each other be-
cause of sublattice symmetry. This term denoted by Usp =

〈n↑n↓〉
〈n↑〉〈n↓〉

is local and frequency-
independent. We assume the charge vertex has such a structure with only aaaa and bbbb
elements denoted by Uch, despite the fact that we get higher order correlation functions
if we evaluate the functional derivatives as shown in the above equations.

B.2.1 Improved approximation for the self-energy

The self-energy expression given by

Σρη
σ (1, 2̄)Gηλ

σ (2̄, 2) = −U〈Tτρ†−σ(1)ρ−σ(1)ρσ(1)λ†σ′(2)〉
= UGρρ

−σ(1, 1+; Φ)Gρλ
σ (1, 2; Φ)

− UGρκ
σ (1, 1̄; Φ)Γκζιυσσ̄ (1̄, 2̄; 3̄, 4̄)

∂Gιυ
σ̄ (3̄, 4̄; Φ)

∂φρρ−σ(1+, 1)
Gζλ
σ (2̄, 2; Φ) (B.46)
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can be simplified making use of Eqs. (B.25) and (B.33)

〈Tτη†σ′(3)γσ′(4)λ†σ(2)ρσ(1)〉Φ = Gγη
σ′ (4, 3; Φ)Gρλ

σ (1, 2; Φ)− ∂Gρλ
σ (1, 2; Φ)

∂φηγσ′ (3, 4)

= Gγη
σ′ (4, 3; Φ)Gρλ

σ (1, 2; Φ)−Gρη
σ (1, 3; Φ)Gγλ

σ (4, 2; Φ)δσσ′

−Gρκ
σ (1, 1̄; Φ)Γκζιυσσ̄ (1̄, 2̄; 3̄, 4̄)

∂Gιυ
σ̄ (3̄, 4̄; Φ)

∂φηγσ′ (3, 4)
Gζλ
σ (2̄, 2; Φ)

(B.47)

Therefore the self-energy matrix element is,

Σργ
σ (1, 2) = UGρρ

−σ(1, 1+; Φ)δ(1− 2)δργ

− UGρκ
σ (1, 1̄; Φ)Γκγιυσσ̄ (1̄, 2; 3̄, 4̄)χιυρρσ̄,−σ(3̄, 4̄; 1+, 1) (B.48)

Since the vertices are local, the above expression can be written as,

Σργ
σ (1, 2) = UGρρ

−σ(1, 1+; Φ)δ(1− 2)δργ

− UGργ
σ (1, 2; Φ)Γγγγγσσ̄ (2, 2; 2, 2)χγγρρσ̄,−σ(2, 2; 1+, 1) (B.49)

We also make use of the expressions for the spin and charge vertices and susceptibilities,
to get the final form as,

Σργ
σ (1, 2) = UGρρ

−σδ(1− 2) +
1

4
UGργ

σ (1, 2)
[
Uspχ

γγρρ
sp (2, 1) + Uchχ

γγρρ
ch (2, 1)

]
(B.50)

In the momentum - frequency representation, the self-energy takes the form

Σργ
σ (k) = Unρ,−σ +

U

4

T

N2

∑
Gργ
σ (k + q)

[
Uspχ

γγρρ
sp (q) + Uchχ

γγρρ
ch (q)

]
(B.51)

108



Bibliography

[1] E. H. Lieb and F. Y. Wu, “Absence of mott transition in an exact solution of the
short-range, one-band model in one dimension,” Physical Review Letters, vol. 20,
no. 25, p. 1445, 1968.

[2] W. Metzner and D. Vollhardt, “Correlated lattice fermions in d=âĹd̄ dimensions,”
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