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Abstract

Colloidal suspensions have been studied extensively in the past several decades. In the

recent years a new class of colloids, called active colloids, have been synthesized. These

active colloids are capable of producing flow, and possibly motion, in absence of external

forces or torques. Thus microorganisms naturally belong to this category. In this thesis,

we study the interplay of activity, fluid-mediated interactions, and external potentials in

active colloidal suspensions and derive several testable predictions. We use the boundary-

domain integral representation of the Stokes flow to obtain the full expression of the force

per unit area on the surface of active colloids. The result is expressed as an infinite set

of linear relations - generalized Stokes laws - between the tensorial spherical harmonic

coe�cients of the force per unit area and the boundary velocity. The generalized fric-

tion tensors give the linear relations between these coe�cients. These are many-body

functions of the colloidal configuration and can be obtained to any desired accuracy by

solving a system of linear equations. The expression of the force per unit is then used

to derive forces, torques, and thus, to obtain the Langevin description of active colloids

in terms of the familiar mobility matrices and, the newly introduced, propulsion tensors.

These Langevin equations have been implemented in a homegrown library to perform

the numerical simulations reported in the thesis. The formalism is then applied to study

various experimentally realizable settings. Our applications include the identification of

the universal mechanisms of crystallization of active colloids at a plane wall. We also

elucidate the role of boundaries in determining the collective behavior of active colloids.

We show that the collective steady-states are characterized using the flow-induced phase

separation mechanisms, which are of dynamical origin, and obtained from the balance of

forces and torques. Our predictions are in excellent agreements with recent experiments

on microorganisms, self-propelling droplets, and synthetic microswimmers.
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Synopsis

Introduction

This thesis explores the role of hydrodynamic interaction in determining the collective

behavior of active colloids. Active colloids are common in many physical, chemical, and

biological contexts, where the nonequilibrium processes on their surfaces drive exterior

flow and allow them to self-propel without external potential gradient. Their examples

include auto-phoretic synthetic colloids [1–5], and microorganisms [6–8].

The force per unit area on the colloidal surface is a fundamental dynamical quantity in the

mechanics and statistical mechanics of colloidal suspensions. We derive the force per unit

area on the surface of the active colloids using the boundary-domain integral formulation

of the Stokes equation. The expression of the force per unit area gives forces and torques

on these colloids. Langevin equations for active colloids are then derived from the explicit

forms of the forces and the torques.

The Langevin equations are implemented in a homegrown library, PyStokes, to perform

the numerical simulations reported in this thesis. Using the analytical and numerical

methods of this thesis, we derive several testable predictions by studying the interplay

of active propulsion, hydrodynamic interaction, and external potential. We find excellent

agreements of our theory with experiments on synthetic active colloids and microorgan-

isms [9]. A detailed summary of the main results follows.
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Generalized Stokes laws and boundary integrals

The non-equilibrium processes occurring in a thin layer around the colloidal surface man-

ifest themselves as the active slip. We model active colloids by a slip velocity on the

surface of a sphere. The active slip drives the exterior fluid flow and, possibly, leads to the

motion of the colloid. Given the active slip, we seek a solution for the force per unit area

on the surface of the colloid. The most direct way of obtaining the force per unit area is

through the boundary integral representation of the Stokes equation. Expanding the force

per unit and the slip in the basis of tensorial spherical harmonics, we obtain a solution

of the boundary integral equation [10]. The solution leads to a system of linear equa-

tions for the unknown force per unit area in terms of the boundary velocity. We call the

infinite set, the generalized Stokes laws [11]. The tensorial harmonic coe�cients of the

boundary velocity and the force per unit area, in the generalized Stokes laws, are related

by the generalized friction tensors. We derive explicit forms of the generalized friction

tensors in terms of the Green’s function of Stokes flow. The solution is then valid for any

geometry of Stokes flow. These laws have been applied to obtain exact expressions for

forces, torques and stresslets on the colloids; and flow, pressure and entropy production

in the fluid [11].

Langevin equations and boundary-domain integral equation

The Brownian contribution to the force per unit area is derived using the boundary-domain

formulation of the fluctuating Stokesian fluid [12]. From the passive, active and Brownian

contributions to forces and torques, we derive the Langevin description of active colloids.

The solution linearly relates the unknown rigid body motion to the known values of the

expansion coe�cients, motivating the introduction of propulsion tensors. These tensors

completely characterize hydrodynamic interactions in active suspensions just as mobility

matrices completely characterize hydrodynamic interactions in passive suspensions. The

hydrodynamic interactions of active colloids are then computed exactly without the need

to explicitly resolve the fluid degrees of freedom. Dynamic simulation of hundreds of
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thousand of hydrodynamically interacting colloids on a multi-core computational archi-

tecture is thus possible.

Unbounded flows: Active colloids in external potentials

Using the Langevin description, we study the dynamics of polar active colloids in a har-

monic trap. We demonstrate the formation of orbits in a system of two active colloids by

the interplay of leading one-body force and two-body torque [10]. These individual orbits

coalesce to produce sustained convection-rolls, the so-called ‘self-assembled pump’ [13].

We then study synchronization of active colloids in a 2D lattice of harmonic traps and

show that the entropy production in the lattice is related to the synchronization [11]. We

have also studied dynamics of apolar and chiral active colloids and the distribution of the

fluid pressure on a spherical surface confining them. We find that the dynamics and the

distribution of fluid pressure are di↵erent for suspensions of extensile and contractile col-

loids. The di↵erence is understood qualitatively from the fluid flow created by the active

colloids.

Wall-bounded flows: Crystallization of active colloids at a plane wall

We then consider Stokes flows bounded by a plane wall. From the expressions for ac-

tive forces and torques, we identify the universal mechanisms for the crystallization of

active colloids near a plane wall [9]. We show that fluid flow produced by polar or ap-

olar active colloids near plane walls mediates attractive hydrodynamic forces that drive

crystallization of active colloids observed in experiments [5, 8]. Hydrodynamically me-

diated torques tend to destabilize the crystal but stability can be regained through critical

amounts of bottom-heaviness or chiral activity. Normal modes of these active crystals

relax di↵usively, vanishing quadratically with wavenumber.

Stokes flows in periodic geometry

Calculations of transport properties in an infinite suspension leads to divergent quantities

while there are no such divergences in experiments. We explicitly remove the divergent
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contributions to the flow and then use the Ewald summation procedure to sum the ab-

solutely convergent expression. The resulting convergent answer is then used to estimate

the renormalized self-propulsion speed of active colloids as a function of volume fraction.

We also study a lattice of polar active colloids in periodic geometry. The vectorial nature

of the flow produced by polar colloids leads to a Crowley-like instability in this system.

Boundaries determine the collective dynamics of active colloids

We theoretically study the collective dynamics of active colloids at the air-water interface,

fluid-solid wall and in a Hele-Shaw cell. We find, both in experiments and theory, that the

collective behavior of active colloids crucially depends on the boundaries of the flow. The

fluid flow is distorted by the presence of nearby boundaries and thus qualitatively new

features appear. The results of the numerical simulations are in excellent agreements with

the experiments for respective geometries of the flow.

Smoluchowski description of active colloids

We then present a study of the Smoluchowski equation for active colloidal suspensions.

We derive a solution of the Smoluchowski equation by considering the Hamilton-Jacobi

method [14, 15]. This is achieved by using a large deviation form of the distribution

function, which reduces the Smoluchowski equation to a Hamilton-Jacobi equation. The

Hamilton-Jacobi equation is then solved using well-established methods to obtain the

distribution function.

Electrohydrodynamic flows: Formation of nanosheets

In collaboration, with the experimental group of Prof. T. Pradeep, we provide mechanism

for the formation of nanosheets at the air-water interface by studying the electrohydrody-

namic flow in a rectangular geometry. In the experiment, free charged ions are sprayed

using electrospray on the air-water interface of the container with an electrode on its sur-

face. The motion of the charged ions, due to the electrode, on the air-water interface

drives the electrohydrodynamic flows at the surface [16]. The surface flow drives bulk
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flow which recirculates the nanoparticles at the interface. The combined surface and bulk

flow produce growing nanosheet at the interface, on opposite wall to the electrode.

PyStokes: Cython library for simulating active colloidal suspensions

PyStokes is a Cython library for computing rigid body motion of active colloidal spheres

and fluid flows produced by them [17]. The library currently supports unbounded, wall-

bounded, and periodic geometries of Stokes flow. Fluid flows near a fluid-fluid boundary

is also supported. All the simulations reported in the thesis are performed using PyStokes.

Summary

To summarize, we have developed a formalism for studying the hydrodynamic interac-

tion between active colloids that does not need to resolve the explicit fluid degrees of

freedom. Using the boundary-domain integral representation of the Stokes flow, we de-

rive new force laws for active colloids by expanding the boundary fields - force per unit

area and the slip - in the tensorial spherical harmonics. The force laws are expressed as a

set of linear relations, generalized Stokes laws, between the coe�cients of the force per

unit and the slip. The generalized Stokes laws have been used to directly obtain the forces,

torques, fluid flow, fluid pressure, power dissipation and suspension stress. Since forces

and torques are fundamental dynamical quantities in Newtonian or Langevin descriptions

of particle dynamics, our contribution forms the basis for a microscopic theory of active

suspension mechanics and statistical mechanics that conserves momentum in both the

bulk fluid and at fluid-solid boundaries. The formalism is, then, applied to experimen-

tally realizable situation. We find excellent agreements of our theory with experimental

observations.
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List of Symbols

The Einstein summation convention is used in this thesis. We use i, j, . . . for particle

indices and Greek letters ↵,�, . . . for Cartesian indices. In this list, we have used the

abbreviate rigid body motion as RBM and boundary integral equation as BIE.

S ymbol Meaning

Ri coordinate of the centre of the i-th colloid

pi orientation of the i-th colloid

⇢i radius vector of the i-th colloid

ri a point on the surface of the i-th colloid

S i surface of the i-th colloid

FH
i hydrodynamic force on the i-th colloid

FP
i body force on the i-th colloid

F̂i Brownian force on the i-th colloid

TH
i hydrodynamic torque on the i-th colloid

TP
i body torque on the i-th colloid

T̂i Brownian torque on the i-th colloid

Vi translational velocity of the i-th colloid

⌦i angular velocity of the i-th colloid
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S ymbol Meaning

vi boundary velocity of the i-th colloid

vDi boundary velocity due to RBM

vAi active slip at the surface of the i-th colloid

f force per unit area (traction) on the i-th colloid

fD force per unit area due to RBM

fA force per unit area due to active slip

f̂ force per unit area due to Brownian motion

VAi active velocity of the i-th colloid

⌦Ai active angular velocity of the i-th colloid

Y(l) l-th tensorial spherical harmonics

F(l)
i l-th coe�cient of traction expansion

V(l)
i l-th coe�cient of slip expansion

P(l�) Projection operator: V(l�)
i = P(l�)

·V(l)
i

V(ls)
i symmetric irreducible part of V(l)

i

V(la)
i antisymmetric part of V(l)

i

V(lt)
i trace of V(l)

i

G(l)
i single-layer integral for fluid flow

K(l)
i double-layer integral for fluid flow

P(l)
i single-layer integral for fluid pressure

Q(l)
i double-layer integral for fluid pressure

S(l)
i single-layer integral for fluid stress

M(l)
i double-layer integral for fluid stress

G(l, l0)
i j single-layer matrix elements

K(l, l0)
i j double-layer matrix elements
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S ymbol Meaning

�(l0�0, l�)
i j generalized friction tensors

µ↵�i j mobility matrix for ↵,� = T,R

⇡(↵, l�)
i j propulsion tensors

⇧
(l�)
i contribution to flow from slip mode (l�)

⇤
(l�)
i contribution to pressure from slip mode (l�)

�
(l�)
i contribution to stress from slip mode (l�)

F
l
i operator encoding finite size of colloids

G Green’s function of Stokes equation

K stress tensor associated with G

P pressure tensor associated with G

Gw Lorentz-Blake tensor

Go Oseen tensor

G single-layer operator of the BIE

K double-layer operator of the BIE

 distribution function for active colloids

c(n) n-body density

kB Boltzmann constant

T temperature

w Brownian velocity field

u Harmonic excitation of a lattice

�(l) symmetrization operator: F(ls)
i = �(l)

·F(l)
i

" Levi-Civita tensor

� Kronecker delta

I identity tensor
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S ymbol Meaning

b radius of a colloid

vs self-propulsion speed of an active colloid

!s self-rotation speed of an active colloid

V volume of the fluid

N number of colloids

� volume fraction

⌘ dynamic viscosity of the fluid

� stress tensor

�H hydrodynamic stress tensor

�E electrostatic stress tensor

v fluid velocity

p fluid pressure

v1 externally imposed flow

U external potential

⇠ thermal force acting on the fluid

Ė power dissipation in the fluid

Ṡ entropy production in the fluid

⌃H hydrodynamic suspension stress

⌃P particle contribution to the stress

AT translational Activity number

AR rotational Activity number

BT translational Brown number

BR rotational Brown number
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Chapter 1

Introduction

The study of colloids - particles of size between few nanometers to several microns -

suspended in a fluid medium is of importance for fundamental research as well as for

practical applications [18–21]. Colloids are small enough to exhibit Brownian motion,

and yet, large enough for them to be studied by methods like optical microscopy [22] and

confocal microscopy [23]. Colloidal size allows tuning of interaction between them to

desired strengths [24], and thus colloids form the backbone of the ubiquitous soft mat-

ter systems. Examples of colloidal systems include day-to-day things like, toothpaste,

shaving cream, paint, liquid crystal displays, etc. Representative biological examples are

bacterial suspensions, blood and cell cytoskeleton. The study of colloids can also be

used for technological applications in guided self-assembly of functional materials and to

design novel catalytic nanomotors for targeted drug delivery.

The study of colloidal suspensions has a long and distinguished history. The molecular

nature of the matter was confirmed by Einstein [25] and Perrin [26] using the balance

of the Brownian fluctuation and the dissipation in an equilibrium colloidal suspension.

They showed that the Brownian motion of colloidal particles is a striking proof of the

‘graininess’ (molecular nature) of the ambient fluid. The investigation on colloids has

since developed in many directions and continues to hold current research [20, 27–32].
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More recently, a new class of colloids has been synthesized which are capable of pro-

ducing flow in the absence of external forces or torques [1–5]. The resulting fluid stress

can act back on the colloids and may cause them to translate or rotate. Microorganisms

[6–8], then naturally belong to the same category of active colloids, which are capable of

producing flow, and possibly motion, in absence of external forces or torques.

A system of many active colloids is an example of active matter [33–37]. Active matter

describes systems driven out-of-equilibrium by input of energy at the level of each “active

agent”, where it is continuously dissipated into mechanical work. These systems spans

over a wide range of length scales. Examples of active matter include bird flocks, fish

schools, synthetic colloids, microorganisms etc [33, 36]. In this thesis, we only consider

systems of active matter where each active agent is of colloidal dimensions. These active

colloids interact hydrodynamically through the ambient fluid.

We now provide a brief introduction to the field of active colloids. An outline of the

material covered in the thesis is also provided.

1.1 Active colloids

The classical phoretic motion of passive colloids is observed in systems with gradients

of external imposed fields. These external fields interacts with the interfacial boundary

layer of each colloid, resulting in colloidal transport [38]. Examples of phoretic phe-

nomena include thermophoresis, where a colloid moves due to interfacial forces caused

by externally imposed temperature gradient. In case of synthetic active colloids, on the

other hand, the gradient of the field is created by the colloid itself [4]. These autophoretic

colloids can be experimental realized in various settings by inducing surface forces from

locally generated fields. This is achieved by designing asymmetric (Janus) colloids, such

that a gradient of local field is established at the colloidal level, leading to interfacial

forces driving the self-phoretic motion [4, 39].
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Figure 1.1: Examples of collective behaviour of active colloids observed in experiments.
Left: Synthetic active colloids, which catalyze hydrogen peroxide when optically illu-
minated, crystallize into two-dimensional hexagonal crystals, when confined by a plane
wall [5]. Right: Crystallization of chiral fast-swimming bacteria of the species Thiovulum
Majus at a plane wall [8].

The principal feature common to both synthetic active colloids and classical phoretic mo-

tion is the appearance of interfacial forces on the colloid-fluid boundary. The typical width

of this boundary layer is approximately a thousand times smaller than the size of the col-

loidal particle. This wide separation of scales makes it possible to partition the problem

of determining the global fluid flow into an interior problem inside the boundary layer,

where the flow is driven by the surface forces, and an exterior problem outside the bound-

ary layer, where the exterior fluid is presented with a boundary condition determined by

the flow in the boundary layer. The non-universal aspects of the problem are contained,

therefore, entirely within the boundary layer leaving the exterior fluid flow to assume uni-

versal forms determined by the boundary conditions. We owe this method of analysis to

Smoluchowski who applied it first to his study of electrophoresis [40]. With Derjaguin’s

analysis of di↵usiophoresis [41] and its subsequent application to other kinds of phoretic

motion [42], the generality and the power of this approach is now well-established [38].

The swimming of ciliated microorganisms presents another instance of the separation of

scales, as the length of the cilium on the surface of such organisms is typically a hundred

times smaller than the dimensions of their body [43, 44]. The flow in the ciliary layer can
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be obtained from the prescribed kinematics of each cilium and the exterior fluid fluid then

obtained by matching boundary conditions at the interface. This analysis has been devel-

oped extensively by Blake [44], following Lighthill’s abstract analysis of the squirming

motion of a sphere [43]. These authors only considered axisymmetric squirming motion

and it is only recently that the most general non-axisymmetric motion has been studied

systematically [45–48].

Though the microscopic mechanisms that generate motility in the various autophoretic

systems and in microorganisms are vastly di↵erent, a remarkable similarity emerges at

the length scale of the colloid and beyond. This is substantiated by the fact that two dis-

parate experiments on synthetic active colloids [5] and microorganisms [8] have observed

crystallization when these colloids are confined by a plane wall (see Fig. 1.1). The ratio-

nale behind these observations is the fact that the surface forces, be they of synthetic or

biological origin, act on a thin interfacial region whose thickness is between a hundred to

a thousand times smaller than the colloidal radius. The flow in this thin boundary layer

appears at the macroscopic scale as an apparent violation of the no-slip boundary condi-

tion. Thus, microscopic details determine the form of the “slip”, but to the exterior fluid,

these appear only as a boundary condition. To these, we add the recent observation that

the slip velocity (vA) need not be identified with the material surface of the colloid but

can, instead, be thought of as the velocity at the surface of an e↵ective sphere enclosing a

non-spherical active body such as the biflagellate green algae C. Reinhardti [45].

Thus, a sphere with slip provides a good representation for a surprisingly large variety

of active flows and should be preferred as the simplest dynamical model of a finite-sized

active body. It has also been realized that the phoretic phenomena in gradients of exter-

nally applied fields [38], the swimming of micro-organisms [49], and the self-propulsion

of droplets [50, 51], though distinct in the microscopic mechanisms that produce fluid

flow, share many points of similarity with synthetic active colloids when viewed at the

suspension scale, and are subsumed in the field of active colloids.
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1.2 Outline of the thesis

The thesis is organized as follows. In Chapter 2 we use the boundary integral represen-

tation of the Stokes flow to obtain the force per unit on the surface of active colloids.

To determine the solution, we expand the force per unit area and the slip in the basis of

tensorial spherical harmonics [10]. The solution of the boundary integral equation leads

to a linear system of equations between the coe�cients of the slip and the force per unit

area. These relations are called the generalized Stokes laws [11]. These laws have been

applied to obtain exact expressions for active suspension stress, fluid pressure and entropy

production in the fluid [11].

In Chapter 3, we derive the Brownian contribution to the force per unit area using the

boundary-domain formulation of the fluctuating Stokesian fluid [12]. From the passive,

active and Brownian contributions to forces and torques, we derive the Langevin descrip-

tion of active colloids [10, 11]. These Langevin equations have been used to do numerical

simulations of active colloids in distinct natural and engineered settings.

In Chapter 4, we study the dynamics of active colloids in an unbounded geometry of

Stokes flow. In particular, we study the e↵ects of confinements on active colloids by

studying: (a) polar active colloids in a harmonic potential, (b) polar active colloids in

two-dimensional lattice of harmonics traps, and (c) apolar active colloids in a spherical

confinement.

In Chapter 5, we investigate Stokes flows bounded by a plane no-slip walls. From the

expressions for active forces and torques, derived in the preceding chapter, we identify the

universal mechanisms for the crystallization of active colloids near a plane wall [9]. We

show that fluid flow produced by polar or apolar active colloids near plane walls mediates

attractive hydrodynamic forces that drive crystallization of active colloids observed in

experiments [5, 8]. Hydrodynamically mediated torques tend to destabilize the crystal but

stability can be regained through critical amounts of bottom-heaviness or chiral activity.
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In Chapter 6, we study active colloidal suspensions in the periodic geometry of Stokes

flow. We, first, explicitly remove the divergent contributions to the flow using O‘Brien’s

method [52]. The resulting expression has been summed using the Ewald procedure for

accelerated convergence in numerical simulations. The formalism is then used to study

suspensions of polar active colloids in periodic Stokes flow.

In Chapter 7, we explore the role of boundaries in determining the collective behaviour

of active colloids. We find that for a given system of active colloids, strikingly new

phenomena emerges by changing the geometry of the flow. We rationalize these behaviors

from the qualitative and quantitative changes of the active forces and torques due to the

boundaries of the flow.

In Chapter 8, we study the Smoluchowski contraction of hydrodynamic interactions in ac-

tive colloidal suspensions. Explicit activity-induced breakdown of the fluctuation-dissipation

relation is shown from the Smoluchowski equations. Using the Smoluchowski descrip-

tion, we derive one-body and two-body density for active colloidal suspension. We then

use a suitable closure to determine the dynamics.

Study of electrohydrodynamic flows is presented in Chapter 9. In particular, we demon-

strate the necessary and su�cient conditions for sustained electrohydrodynamic flows are

(a) free charges at the surface and (b) tangential electric field at the surface. By studying

the flow, we explain the formation of nanoparticle-nanosheet at the air-water interface.

Chapter 10 provides an introduction and examples of usage of PyStokes. PyStokes is a

Cython library to compute rigid body motion and fluid flow produced by active colloidal

spheres. A brief description of a solver which explicitly resolves the fluid degrees of

freedom is also presented.

Finally, we conclude the thesis in Chapter 11 by summarizing the main analytical and

numerical results of the thesis. We also provide future directions in which the results of

this thesis can be used to explore new avenues of research in statistical physics.
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Chapter 2

Generalized Stokes laws and boundary

integrals

2.1 Introduction

G. G. Stokes, in 1851, derived the force per unit area acting on the surface of a sphere

moving slowly in an incompressible viscous fluid and thus obtained the celebrated epony-

mous law for the drag force on a moving sphere. The solution for a rotating sphere would

provide the drag torque. Einstein used these laws in his phenomenological theory of

Brownian motion and obtained a relation between the di↵usion coe�cient of a spherical

colloid and the friction constant in Stokes law, the so-called Stokes-Einstein relation, the

first example of a fluctuation-dissipation theorem [25, 53, 54]. Smoluchowski, in 1911,

presented an iterative method to calculate the force per unit area on a moving sphere in the

presence of another and thereby initiated the study of hydrodynamic interactions between

colloidal particles [55]. The method was refined by many authors culminating in the

“induced force” method of Mazur and coworkers [56, 57]. The theory of Brownian mo-

tion with hydrodynamic interactions developed in parallel with major contributions from

Kirkwood [58, 59], Zwanzig [60, 61], and Batchelor [62, 63], amongst others [64, 65].
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Through these studies it became apparent that the force per unit area on the surface of the

colloid is the key dynamical quantity necessary for developing both the mechanics and

the statistical mechanics of suspensions. Despite this long and distinguished history the

study of colloidal suspensions remains a research area of sustained fecundity [19].

In Chapter 1 we presented a brief introduction to active colloids which includes synthetic

active colloids and microorganisms. In these examples, the matching condition at the

edge of the boundary layer is the continuity of the fluid velocity, which now contains,

in addition to the rigid body motion of the colloid, the contribution from the active flow

vA. This “slip” velocity is a general, possibly time-dependent, vector field on the colloid

surface, subject only to the constraint of mass conservation
R

vA · ndS = 0. The fluid

mechanical problem is solved when the exterior flow is obtained in terms of the slip. The

force per unit area on the colloidal surface follows directly from the Cauchy stress in the

fluid and the motion of the colloid is obtained, when colloidal inertia is negligible, by

setting the net force and net torque to zero.

The correct expression for the force per unit area was first obtained by Blake [44] for

the special case of axisymmetric slip on an isolated sphere distant from all boundaries.

This expression was used to compute the work done on the fluid by the slip. However,

extensions of this analysis to (i) the most general form of slip in (ii) a suspension of many

spheres and (iii) including the e↵ect of proximate boundaries remain to be completed.

The availability of such an expression would immediately allow the mechanics and statis-

tical mechanics of active colloidal suspensions to reach the level of development of their

passive counterparts. We address ourselves to this task here.

In this chapter, we obtain the force per unit area in a suspension of N spherical active col-

loids with the most general form of slip and including the e↵ect of proximate boundaries

such as plane walls. Our results are best expressed as an infinite set of linear relations

between the irreducible coe�cients of a tensorial harmonic expansion of the force per

unit area and the slip. As these contain the Stokes laws for the force and torque as special
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cases, we refer to them as “generalized Stokes laws”.

The generalization has several aspects. First, expressions are obtained for every irre-

ducible mode of the force per unit area, and not just the first two modes representing

the force and the torque. Second, we consider the many-body nature of the force per

unit area in a suspension of N colloids, while Stokes laws in their original form apply

only to a single particle. Third, we consider the e↵ect of proximate boundaries, such as

plane walls, obtaining corrections of the kind first derived by Faxén [66] to the original

form of Stokes laws. The generalized Stokes laws contain new coe�cients, similar to the

translational and rotational friction tensors, that are many-body functions of the colloidal

configuration. We show how these generalized friction tensors can be calculated, to any

desired degree of accuracy, from the solution of a linear system. This material is covered

in sections 2.2 and 2.3.

The generalized Stokes laws immediately provide the quantities of interest to suspension

mechanics: the force, the torque, and the stresslet on the colloids. Through their use,

succinct expressions are obtained for the fluid flow, the fluid pressure, and the entropy

production. We apply these results in the following chapters of this thesis to demonstrate

their utility. In particular, the formalism presented here has been applied to identify the

dissipative active forces and torques that drive crystallization of active colloids at plane

walls in Chapter 5.

In section 2.6 of this chapter, we use the result for the stresslet to obtain an exact ex-

pression for the Landau-Lifshitz-Batchelor suspension stress as a function of colloidal

configuration. We confirm that the active contribution to the suspension stress vanishes

to linear order in volume fraction in an isotropic suspension. In contrast, the active con-

tributions for a non-isotropic suspension of contractile (or extensile) active colloids leads

to an increase (or decrease) of the suspension stress. We conclude in section 2.7 by dis-

cussing other theoretical and numerical methods for studying active suspensions and by

suggesting further applications of the generalized Stokes laws.
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2.2 Generalized Stokes laws

In this section, we present our result for the hydrodynamics contributions to the force per

unit area (or the traction) f H on the surface of active colloidal spheres of radius b sus-

pended in an incompressible viscous fluid of viscosity ⌘. The i-th sphere centered at Ri

has radius vector ⇢i and orientation vector pi as shown in Fig. (2.1). The velocity and an-

gular velocity of the sphere is Vi and ⌦i respectively. In the microhydrodynamic regime,

Newton’s equations reduce to instantaneous balance condition on forces and torques

FH
i +FP

i + F̂i = 0, TH
i +TP

i + T̂i = 0. (2.1)

Here FH
i =

R
f H dSi are hydrodynamic forces, FP

i are body forces and F̂i are Brownian

forces, while TH
i =

R
⇢i⇥ f H dSi, TP

i and T̂i are corresponding torques. The velocity v(ri)

of the fluid at a point ri = Ri+⇢i on the boundary of i-th colloid is a sum of its rigid body

motion and the active slip vAi

v(Ri+⇢i) ⌘ vi(Ri+⇢i) = Vi+⌦i⇥⇢i+ vAi (⇢i). (2.2)

Both the slip and the force per unit area are vector fields on the sphere and which invites

harmonic expansions. We choose the tensorial spherical harmonics

Y(l)(⇢̂) = (�1)l⇢l+1r(l)⇢�1,

where r(l) =r↵1 . . .r↵l , as the expansion basis for reasons discussed below. The expan-

sion of the slip and the force per unit area on the surface of i-th colloid is

vAi
�
Ri+⇢i

�
=

1X

l=1

1
(l�1)!(2l�3)!!

V(l)
i ·Y

(l�1)(⇢̂i), (2.3a)

f H�
Ri+⇢i

�
=

1X

l=1

2l�1
4⇡b2 F(l)

i ·Y
(l�1)(⇢̂i). (2.3b)
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Figure 2.1: Coordinate system to describe spherical active colloids (left panel). The center
of mass of ith colloid is at Ri and a unit vector pi describes its orientation while ⇢i is the
radius vector. The plots on the right are the streamlines of the surface velocity, overlaid on
the pseudo-color plot of the logarithm of the normalized flow speed, due to four leading
slip modes as described in the in Table 2.1. The modes are parameterized uniaxially in
terms of p, which is chosen to be along ẑ direction, without losing generality, such that
p= cos✓ ⇢̂� sin✓ ✓̂, where (⇢̂, ✓̂, '̂) are the spherical polar unit vectors.

The expansion coe�cients V(l)
i and F(l)

i , of dimensions of force and velocity respectively,

are tensors of rank l, symmetric and irreducible in their last l�1 indices [10]. Elementary

group theory assures [67] that they can be expressed as the sum of three irreducible tensors

of rank l, l�1 and l�2. The three irreducible parts are

V(l�)
i = P(l�)

·V(l)
i , F(l�)

i = P(l�)
·F(l)

i , (2.4)

where the index � = s, a and t, labels the symmetric irreducible, antisymmetric and trace

parts of the reducible tensors. The operator P(ls) = �(l) extracts the symmetric irreducible

part, P(la) = �(l�1)" the antisymmetric part and P(lt) = � the trace of the operand. Here

�(l) is tensor of rank 2l, projecting any lth order tensor to its symmetric irreducible form

[68], " is the Levi-Civita tensor and � is the Kronecker delta. As the V(l�)
i are irreducible

tensors, it is natural to parametrize them in terms of the tensorial spherical harmonics.
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Their uniaxial parametrizations are

V(ls)
i = V (ls)

0 Y(l)(pi), V(la)
i = V (la)

0 Y(l�1)(pi), V(lt)
i = V (lt)

0 Y(l�2)(pi). (2.5)

It follows that the coe�cients are either even (apolar) or odd (polar) under inversion

symmetry pi! �pi. The leading terms of the expansion, categorized according to their

symmetry under inversion and mirror reflection, are

vAi (⇢i) =�VAi +
1
15V(3t)

i ·Y
(2)(⇢̂i)|                     {z                     }

achiral,polar

+V(2s)
i ·Y

(1)(⇢̂i)|          {z          }
achiral,apolar

�⌦Ai ⇥⇢i�
1

60" ·V
(4a)
i ·Y

(3)(⇢̂i)|                                {z                                }
chiral,polar

�
1
9" ·V

(3a)
i ·Y

(2)(⇢̂i)|                {z                }
chiral,apolar

, (2.6)

VAi = �
1

4⇡b2

Z
vAi (⇢)dSi, ⌦Ai = �

3
8⇡b4

Z
⇢i⇥ vAi (⇢)dSi, (2.7)

where the first two modes of the slip, V(1s)
i ⌘ �VAi and V(2a)

i ⌘ �b⌦Ai , are respectively,

the active translational velocity and the active angular velocity for a sphere in unbounded

medium [45, 69, 70]. The tangential flows generated by these leading terms are shown in

Fig. (2.1). Their complete form, including radial terms, is provided in Table 2.1 of the

Appendix.

The tensorial spherical harmonics are dimensionless, symmetric, irreducible Cartesian

tensors of rank l that form a complete, orthogonal basis on the sphere [68, 71, 72]. The

tensorial harmonics have several advantages over the more common vector spherical har-

monics or surface polynomials [73, 74]. First, both basis functions and expansion coe�-

cients transform as Cartesian tensors which allows physical quantities like the force, the

torque and the stresslet to be represented covariantly. Second, the linear independence of

the basis functions ensures that linear systems for the coe�cients are always of full rank.

Third, the basis functions are well-suited for Taylor expansions [10] and their addition
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theorems are considerably simpler than the usual vector spherical harmonics. This prop-

erty allows for fast methods of summing long-ranged harmonics [75] that are less complex

than the classical methods [76]. Previous studies of spherical passive suspensions have

amply demonstrated some of these advantages [10, 45, 56, 57, 77]. The problem, now, is

to relate the unknown values of the force coe�cients F(l�)
i to the known values of the slip

coe�cients V(l�)
i .

In the regime of slow viscous flow, the fluid velocity v in Eq. (2.2) obeys the Stokes

equation. The linearity of the governing equation and of the boundary condition implies,

then, a linear relation between the velocity and force coe�cients

F(l�)
i = ��(l�,1s)

i j ·V j��
(l�,2a)
i j ·⌦ j

|                            {z                            }
rigid body motion

�

1X

l0�0=1s

�(l�, l0�0)
i j ·V(l0�0)

j|             {z             }
activity

. (2.8)

Here repeated particle indices are summed over. We call the above infinite set the gen-

eralized Stokes laws. Their best-known special cases are Stokes laws for translation

Fi = �6⇡⌘bVi and rotation Ti = �8⇡⌘b3⌦i. The first two terms are passive frictional

contributions due to rigid body motion while the remaining terms are active contributions

due to slip. The �(l�, l0�0)
i j are generalized friction tensors and their symmetry properties,

to which we shall return below, allow them to be interpreted as generalized Onsager co-

e�cients. Their rank varies from l+ l0 to l+ l0 � 4 depending on the values of � and �0.

The friction tensors depend on the positions of all spheres, reflecting the many-body char-

acter of the hydrodynamic interaction but, due to isotropy, are independent of the sphere

orientations. The force coe�cients, however, depend on the orientations of the spheres

carried in the coe�cients of the slip. Given the velocity at the boundary of each sphere,

the friction tensors completely determine the force per unit area on every sphere. In the

next section, we derive exact expressions for the generalized friction tensors in terms of

Green’s functions of Stokes flow.
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2.3 Boundary integral solution

The most direct way of computing the generalized friction tensors is through the boundary

integral representation of Stokes flow [10, 73, 78–84]

v↵(r) = �
Z

G↵�(r, r j) f H
� (r j)dS j+

Z
K�↵�(r, r j)⇢̂�v�(r j)dS j, (2.9a)

p(r) = �
Z

P�(r, r j) f H
� (r j)dS j+

Z
Q↵�(r, r j)⇢̂↵v�(r j)dS j. (2.9b)

In the above, repeated Cartesian and particle indices are summed over and points on the

boundary of the sphere are given by ri = Ri +⇢i. The kernels in the boundary integral

representations are the Green’s function G, the pressure vector P, its gradient Q = 2⌘rP,

and the stress tensor K. They satisfy

r↵G↵�(r, r0) = 0, �r↵P�(r, r0)+⌘r2G↵�(r, r0) = ��
�
r� r0

�
�↵�, (2.10a)

K↵��(r, r0) = ��↵�P�(r, r0)+⌘
⇣
r�G↵�(r, r0)+r↵G��(r, r0)

⌘
. (2.10b)

The flow v and pressure p satisfying the Stokes equation, r · v = 0 and r ·�H = 0, with

�H = �pI+ ⌘(rv+ (rv)T ) the Cauchy stress in a fluid of viscosity ⌘, is the sum of the

“single-layer” integral of the local per unit area and the “double-layer” integral of the

boundary velocity.

Enforcing the boundary conditions in the integral representation of Eq. (2.9a) produces

a Fredholm integral equation of the first kind for the unknown force per unit area. The

problem is thereby reduced from the solution of a partial di↵erential equation in a three-

dimensional volume to the solution of an integral equation over two-dimensional surfaces.

This reduction of dimensionality is the main advantage of the integral equation approach.

Several methods of solution have been developed for Fredholm integral equations for

Stokes flows [10, 57, 73, 80–83, 85]. These di↵er in their choice of formulation, dis-

cretization, and strategy of minimizing the residual. Here, we use a direct formulation,
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in which the single-layer density is the physical force per unit area, in contrast to other

formulations where such an interpretation is unavailable [57, 73]. The choice of dis-

cretization in terms of the tensorial spherical harmonics is natural for spheres and such

global basis functions yield the greatest accuracy for the least number of unknowns [82].

Finally, Galerkin’s method of minimizing the residual is chosen as it yields a self-adjoint

linear system for the coe�cients, an advantageous property for numerical solutions.

The boundary velocity of Eq. (2.2), v(Ri + ⇢i) ⌘ vi = vDi + vAi , is a sum of rigid body

motion vDi = Vi +⌦i ⇥⇢i and the active slip velocity vAi . It is also convenient to express

the hydrodynamic force per unit area (or traction) f H as a sum of rigid body fD and active

contributions fA, with corresponding expansion coe�cients FD(l)
i and FA(l)

i . By linearity

of the Stokes equations, the two parts of the traction satisfy independent boundary integral

equations obtained by evaluating Eq. (2.9a) on the surface of the colloids. Recalling that

rigid body motion is an eigenvector of the double-layer integral operator [10, 85], these

boundary integral equations are

V↵+ ✏↵��⌦�⇢� = �
Z

G↵�(ri, r j) fD� (r j)dS j, (rigid body) (2.11)

1
2

vA↵ (ri) = �
Z

G↵�(ri, r j) fA� (r j)dS j+

Z
K�↵�(ri, r j)⇢̂�vA� (r j)dS j. (active) (2.12)

Defining the single-layer and double-layer integral operators G and K as

G · f =
Z

G(ri, r j) · f (r j)dS j, K · v =
Z

⇢̂ j ·K(ri, r j) · v(r j)dS j, (2.13)

the hydrodynamic traction is the sum of contribution from rigid body motion and activity

f H = fD+ fA =�G�1
· vD

i �G�1
·

⇣
1
2 I�K

⌘
· vAi . (2.14)

We now derive explicit expression for this formal solution.
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2.3.1 Rigid body traction

The linear algebraic system for the rigid body contribution to the traction, with the sum-

mation convention for repeated indices, is

�G(l, l0)
i j (Ri, R j) ·FD(l0)

j = VD(l)
i , (2.15)

where G(l, l0)
i j are the matrix elements of the single-layer operator G. In the tensorial har-

monic basis, they are given as

G(l, l0)
i j (Ri, R j) =

2l�1
4⇡b2

2l0 �1
4⇡b2

Z
Y(l�1)(⇢̂i)G(Ri+⇢i, R j+⇢ j)Y(l0�1)(⇢̂ j)dSi dS j. (2.16)

We have also used Eq. (2.3) to define the l-th tensorial harmonic coe�cients of the rigid

body motion vD and the traction fD as VD(l) and FD(l) respectively. Clearly, the only non-

zero coe�cients of VD(l) are V and⌦, corresponding to l� = 1s and l� = 2a respectively.

The solution of the linear system for rigid body traction is

FD(l�)
i =� �(l�,1s)

i j ·V j��
(l�,2a)
i j ·⌦ j. (2.17)

Here �(l�,1s)
i j and �(l�,2a)

i j are friction tensors

�(l�,1s)
i j = P(l�)

·

h
G�1

i(l,1)

i j
·P(1s), �(l�,2a)

i j = P(l�)
·

h
G�1

i(l,2)

i j
·P(2a). (2.18)

Here G is single-layer operator whose (l, l0) element in the i j block is G(l, l0)
i j (Ri,R j). The

friction tensors above give the contribution to the traction from rigid body motion [56,

57, 86–89]. Explicit expression for the matrix elements and the friction tensors have

been provided in Appendix A. These expressions have been obtained in terms of the

Green’s functions of the Stokes flow by expanding the kernels of the boundary integrals in

tensorial spherical harmonics. The integration is then performed using the orthogonality

of the tensorial spherical harmonics.
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2.3.2 Active traction

The linear algebraic system for the active contribution to the traction follows from Eq.

(2.12) using the tensorial spherical harmonic expansions of Eq. (2.3) as

�G(l, l0)
i j (Ri, R j) ·FA(l0)

j +K(l, l0)
i j (Ri, R j) ·V(l0)

j =
1
2V(l)

i , (2.19)

where K(l, l0)
i j are the matrix elements of the double-layer operator K. In the tensorial

harmonic basis, they are given as

K(l, l0)
i j (Ri, R j) = 2l�1

4⇡b2(l0�1)!(2l0�1)!!

Z
Y(l�1)(⇢̂i)K(Ri+⇢i, R j+⇢ j) · ⇢̂ j Y(l0�1)(⇢̂ j)dSi dS j.

(2.20)

We now use the irreducible parts of the traction and slip coe�cients as defined in Eq.

(2.4). The solution of the linear system is

F
A(l�)
i = �

1X

l0�0=1s

�(l�, l0�0)
i j ·V(l0�0)

j . (2.21)

The generalized friction tensors �(l�, l0�0)
i j give the active contribution to the traction. These

tensors were first introduced in [11] and are given by

�(l�, l0�0)
i j = P(l�)

·

h
G�1
·

⇣
1
2 I�K

⌘i(l, l0)

i j
·P(l0�0). (2.22)

In the above, we have used the definition of single and double-layer operator G and K,

whose (l, l0) element in the i j are G(l, l0)
i j (Ri,R j) and K(l, l0)

i j (Ri,R j), respectively. The many-

body character of the friction tensors is apparent from this expressions, as the inverse of

G cannot be expressed in terms of sums of the pairwise interactions encoded in its matrix

elements. Since the matrix elements only involve particle positions and not orientations,

the friction tensors are, likewise, independent of particle orientation. They can be inter-

preted as Onsager coe�cients of the linear response of the traction to the surface slip.
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The above expression is identical to Eq. (2.18) for l0�0 = 1s,2a since rigid body motion

is an eigenvector of the double layer operator. Therefore, both active and passive friction

tensors can be recovered from the general expression above.

The method of solution for the linear system, or equivalently, of inverting G must be

chosen according to need. For analytical solutions, Jacobi’s iterative method is straight-

forward and its widespread use in Stokes flows can be traced back to Smoluchowski’s

method of reflections [90]. Other tractable analytical methods rely on series expansion

of G�1 in powers of G [91]. We give explicit analytical expressions for the friction ten-

sors obtained from the Jacobi method in Appendix A.4. For numerical solutions, iterative

solvers with faster rates of convergence must be used. Typically, these search for the in-

verse in the Krylov subspace of G and have the advantage of requiring, instead of G ,

only its action on a vector of the appropriate size. The need to store a large dense ma-

trix is thereby avoided. For the self-adjoint linear system above, the stable, e�cient and

accurate conjugate gradient method [92] may be used. This requires O(M2) computa-

tional e↵ort for M unknowns when matrix-vector products are computed directly. The

use of fast summation methods can reduce the cost to O(M log M) [93, 94] or even O(M)

[76, 95, 96].

Adding the contributions from the above Eq. (2.21) and Eq. (2.17) gives the expression

for the generalized Stokes equations of Eq. (2.8) such that

F(l�)
i = F

D(l�)
i +F

A(l�)
i . (2.23)

Thus the generalized Stokes laws give the contribution to the traction from body rigid

motion and the activity of the colloids. To summarize, the main result of this section is Eq.

(2.22), which gives exact expressions for the generalized friction tensors in terms of the

matrix elements of the discretized boundary integral equation. An approximate solution

to this, in leading powers of distance between the colloids, is detailed in Appendix A.4. It

should be noted that we use the terms traction and force per unit area interchangeably.
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2.4 Flow, pressure, and stress in the fluid

The boundary integral representation of stress [97] can be obtained from Eq. (2.9), using

the definition �H
↵� = �p�↵�+⌘(r↵v�+r�v↵) as

�H
↵�(r) = �

Z
S ↵��(r, r j) f H

� (r j)dS j+

Z
M↵���(r, r j) ⇢̂� v�(r j)dS j, (2.24)

S ↵��(r, r0) = ��↵�P�(r, r0)+⌘
⇣
r�G↵�(r, r0)+r↵G��(r, r0)

⌘
= K↵��(r, r0),

M↵���(r, r0) = ��↵�Q��(r, r0)+⌘
⇣
r�K��↵(r, r0)+r↵K���(r, r0)

⌘
. (2.25)

By expanding the traction and velocity in the respective boundary integrals, we obtain

expression for fluid flow, pressure, and stress in terms of the tensorial coe�cients

v(r) =
1X

l=1

⇣
�G(l)

j (r,R j) ·F(l)
j +K(l)

j (r,R j) ·V(l)
j

⌘
, (2.26a)

p(r) =
1X

l=1

⇣
� P(l)

j (r,R j) ·F(l)
j +Q(l)

j (r,R j) ·V(l)
j

⌘
, (2.26b)

�H(r) =
1X

l=1

⇣
�S(l)

j (r,R j) ·F(l)
j +M(l)

j (r,R j) ·V(l)
j

⌘
, (2.26c)

where the boundary integrals are

G(l)
j (r, R j) =

2l�1
4⇡b2

Z
G(r, R j+⇢ j)Y(l�1)(⇢̂ j)dS j, (2.27a)

K(l)
j (r, R j) =

1
(l�1)!(2l�3)!!

Z
K(r, R j+⇢ j) · ⇢̂ jY(l�1)(⇢̂ j)dS j, (2.27b)

P(l)
j (r, R j) =

2l�1
4⇡b2

Z
P(r, R j+⇢ j)Y(l�1)(⇢̂ j)dS j, (2.27c)

Q(l)
j (r, R j) =

1
(l�1)!(2l�3)!!

Z
Q(r, R j+⇢ j) · ⇢̂ jY(l�1)(⇢̂ j)dS j, (2.27d)

S(l)
j (r, R j) =

2l�1
4⇡b2

Z
S(r, R j+⇢ j)Y(l�1)(⇢̂ j)dS j, (2.27e)

M(l)
j (r, R j) =

1
(l�1)!(2l�3)!!

Z
M(r, R j+⇢ j) · ⇢̂ jY(l�1)(⇢̂ j)dS j. (2.27f)
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These boundary integrals are analytically obtained in terms of the respective Green’s func-

tions and their derivatives, as shown in Appendix A.3. Thus we have arrived at exact

expression for the fluid flow, pressure and stress produced by active colloids in a Stokes

flow. The computations of these quantities provides specific insights about active sus-

pensions. In particular, it can be seen that quantities like stress and pressure in an active

suspension depends on presence of boundary and specific form of activity of colloids.

Using the generalized Stokes laws of Eq. (2.8) and balance conditions of Eq. (2.1), the

unknown force coe�cients can be written in terms of the known slip coe�cients, body

forces and body torques, giving

v(r) =G(1s)
j (r, R j) ·FP

j +G(2a)
j (r, R j) ·TP

j +

1X

l�=2s

⇧
(l�)
j ·V

(l�)
j , (2.28a)

p(r) = P(1)
j (r, R j) ·FP

j +

1X

l=2
⇤

(ls)
j ·V

(ls)
j , (2.28b)

�H(r) =S(1s)
j (r, R j) ·FP

j +S(2a)
j (r, R j) ·TP

j +

1X

l�=2s

�
(l�)
j ·V

(l�)
j . (2.28c)

Here G(1s)
i and G(2a)

i are matrices which, respectively, relate the fluid velocity with body

forces and torques, while the tensors ⇧(l�)
i give the contributions of active slip to the fluid

velocity. Similarly, P(1s)
i and relate body forces to pressure, while ⇤(ls)

i give contributions

the active slip. The tensors S(1s)
i and S(2a)

i gives contributions to the fluid stress from the

body forces and torques on the colloids respectively, while the contributions from the slip

is given by the tensors �(l�)
i .

It is instructive to note that only symmetric traceless parts V(ls), of the slip modes con-

tribute to the fluid pressure, as pressure is harmonic, unlike the fluid velocity which is

biharmonic. ⇧(l�)
i ,⇤(l�)

i , and �(l�)
i are tensors of rank l, l+1, and l+2, respectively. The

contributions from the slip makes active suspensions intrinsically more rich and leads to

novel phenomena with no analogues in passive suspensions.
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2.5 Entropy production in the fluid

The rate of dissipation of the fluid kinetic energy, or the power dissipation Ė, due to the

viscosity of the fluid is related to the entropy production Ṡ in the fluid as [98]

Ṡ =
1
T
Ė. (2.29)

For a Newtonian fluid, the rate of dissipation of kinetic energy in the volume V of the

fluid is written as [98]

Ė =
R
�H : (rv)dV. (2.30)

The power dissipation in the volume of the fluid can be reduced to integrals on the col-

loidal boundaries using the divergence theorem

Ė =
R
�H : (rv)dV = �

NX

i

Z
f H(Ri+⇢i) · v(Ri+⇢i)dSi. (2.31)

The above equation can be simplified further by using Eq. (2.3b) along with the orthogo-

nality of the basis functions, to obtain

Ė = �

NX

i

0
BBBBBB@F

H
i ·Vi+TH

i ·⌦i+

1X

l�=1s

F(l�)
i ·V(l�)

i

1
CCCCCCA . (2.32)

The generalized Stokes laws can now be used to eliminate the unknown force coe�cients

for the known velocity coe�cients to obtain

Ė = �FH
i ·Vi�TH

i ·⌦i+V(l�)
i ·�(l�,1s)

i j ·V j

+ V(l�)
i ·�(l�,2a)

i j ·⌦ j+V(l�)
i ·�(l�, l0�0)

i j ·V(l0�0)
j . (2.33)

The positivity of power dissipation ensures that the friction tensors are positive-definite.
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2.6 Active suspension stress

Landau and Lifshitz showed that the stress ⌃H in a suspension of force-free particles,

averaged over scales large compared to the particle size, is given by ⌃H = 2⌘E+⌃P,

where E is the macroscopic strain rate in a suspension of volume V and

⌃P =
1
V

X

i

Z h
f H(Ri+⇢i)⇢i�⌘

n
v(Ri+⇢i) ⇢̂i+ ⇢̂i v(Ri+⇢i)

oi
dSi,

is the contribution to the stress from the particles [98]. The symmetric part of the particle

contribution to the bulk stress was denoted by Batchelor as the stresslet [99]. From the

tensorial harmonic expansion of Eq. (2.3), it follow that

⌃P =
1
V

X

i

"
bF(2)

i �
8⇡⌘b2

3
V(2s)

i

#
.

To obtain the rheological response of the suspension, the above quantity has to be cal-

culated in the presence of an externally imposed flow v1. The irreducible coe�cients of

external flow

V1(l)
i =

2l�1
4⇡b2

Z
v1(Ri+⇢i)Y(l�1)(⇢̂i)dSi, (2.34)

gives coe�cients of the traction F1(l�)
i from the solution of corresponding linear system

V1(l)
i = G(l, l0)

i j ·F
1(l0)
j ,

F1(l�)
i = �̂(l�,T )

i j ·V1j + �̂
(l�,R)
i j ·⌦1j + �̂

(l�,l0�0)
i j ·V1(l0�0)

j .

Here �̂(l�, l0�0) = P(l�)
·

h
G�1

i(l, l0)
·P(l0�0) are generalized friction tensors encoding the re-

sponse to external flow and its explicit expression is obtained by repeating the steps in

Section 2.2. The particle contribution to the suspension stress is then,

V⌃P =
h
�̂(2s, l�)

i j + 1
2" · �̂

(2a, l�)
i j + I

3 �̂
(2t, l�)
i j

i
·V1(l�)

j|                                              {z                                              }
Externalflow

�

h
�(2s, l�)

i j + 1
2" ·�

(2a, l�)
i j + I

3�
(2t, l�)
i j

i
·V(l�)

j .|                                              {z                                              }
Activeslip
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All particle and coe�cient indices are summed over in the above. The explicit expression

for generalized friction tensors, obtained in Appendix A.4, can be used to estimate the

active contribution to the suspension stress. The above expression must be statistically

averaged over the position and orientation of the colloids to obtain the average stress in

the suspension using distribution function  (RN , pN) defined in Eq. (8.1).

We now consider a force-free, torque-free suspension and assume that the leading con-

tributions from the external flow produces a pure strain on the surface of the colloids.

Thus, the first symmetric traceless moment of the external flow v1 is most-dominant and

is parametrize as V1(2s)
i = bE. Expression for ⌃P then reduces to

⌃P =
X

i

20⇡⌘b3

3
E�

X

i

28⇡⌘b2

3
V(2s)

i +O(�2),

where the first two terms are the leading order one-body contribution due to external flow

and activity respectively. They are the O(�) contribution to the deviatoric suspension

stress, where � is the suspension volume fraction. At O(�), the average stress depends on

the average of the irreducible dipole hV(2s)
i i{pi} over the orientational distribution function.

The orientational distribution function of spheres remains unchanged in a shear flow. In

an isotropic suspension, therefore, the average hV(2s)
i i{pi} vanishes and there is no contri-

bution to the deviatoric part of the suspension stress at O(�) due to activity, as was first

pointed out by Pedley and Ishikawa [100]. However, if the distribution is not isotropic,

then the average of hV(2s)
i i{pi} is proportional to V (2s)

0 and non-zero. In particular, if the first

symmetric moment of the orientational distribution function is non-zero, then, the stress

may increase or decrease depending on V (2s)
0 being negative (for contractile colloids) or

positive (for extensile colloids). The exact relation between the suspension stress and

the generalized friction tensor obtained above can be used to derive the O(�2) and higher

corrections to the suspension stress, and will be presented in a future work.
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l� v⇢ v✓ v'

2s V (2s)
0

�2
3 � sin2 ✓

�
�

1
2V (2s)

0 sin2✓ 0

3s V (3s)
0 cos✓

⇣
cos2 ✓� 1

15

⌘
�V (3s)

0 sin✓
⇣
cos2 ✓� 1

5

⌘
0

3a 0 0 1
18V (3a)

0 sin2✓

3t 1
45V (3t)

0 cos✓ 1
45V (3t)

0 sin✓ 0

4a 0 0 1
60V (4a)

0 sin✓
⇣
cos2 ✓� 1

5

⌘

Table 2.1: Active slip velocity vA on the colloidal surface in terms of spherical polar co-
ordinates (⇢̂, ✓̂, '̂), for leading coe�cients of polar, apolar and chiral symmetry. Without
any loss of generality, we choose p to be along ẑ-axis, such that p= cos✓ ⇢̂� sin✓ ✓̂.

2.7 Conclusion

By exploiting the linearity of slow viscous flow, as clearly manifested in the boundary-

domain integral representation, we have derived linear relations between the coe�cients

of the traction and the active slip in a suspension of active colloidal spheres. These linear

relations are the “generalizes Stokes laws” and the tensors which determine the coe�-

cients of traction in terms of the coe�cients of the velocity are called the generalized

friction tensors. The generalized friction tensors are obtained from the boundary integral

representation in terms of the Green’s function of the Stokes flow.

In this chapter, we assume a spherical particle with active slip on its surface, which is then

expanded in a Galerkin basis to obtain the force per unit area. Thus, any generic mech-

anism generating the active velocity can be modeled in our approach. Typically, the slip

mechanism for synthetic active colloids is phoretic and then, we do need to solve sepa-

rately for a concentration field [101]. Here, we have assumed that the non-hydrodynamic

parts of the problem have been solved separately. This assumption requires the decoupling

of advection and di↵usion and, therefore, is restricted to low Péclet numbers.
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Chapter 3

Langevin equations and

boundary-domain integral equation

3.1 Introduction

A detailed derivation of the dissipative part of the traction was presented in the previous

chapter. In this chapter, we consider the e↵ects of thermal fluctuations in the fluid and

obtain an explicit expression for the Brownian traction. At low Reynolds number and at

finite temperature the Cauchy stress in the fluid obeys the fluctuating Stokes equation,

a linear stochastic partial di↵erential equation containing zero-mean Gaussian random

fluxes with variances determined by the fluctuation-dissipation relation. The solenoidal

fluid velocity obeys the slip boundary condition at the colloid-fluid boundary. For a given

rigid body motion and slip, the solution of the fluctuating Stokes equation provides the

Cauchy stress in the fluid and, hence, the traction on the boundary. This solution for the

traction only contains the boundary condition and the random fluxes; the fluid is, there-

fore, “projected out”. The Brownian forces and torques on the colloid are the zeroth and

the first antisymmetric moments of the stochastic part of the traction. Their variance, by

linearity of the governing equations, is proportional to the variance of the random fluxes.
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The Langevin equations for the position and orientation of the colloid follow straight-

forwardly by inserting the expressions for the net force and torque in the corresponding

Newton’s equation.

Fox and Uhlenbeck were the first to derive the Langevin equation for the position of a

passive spherical colloid from the fluctuating hydrodynamic equations for the fluid [102].

The fluid was taken to satisfy the no-slip boundary condition on the surface of the colloid

and to be quiescent at the remote boundaries. The Lorentz reciprocal identity was used

to relate the deterministic (Stokes) and stochastic (Einstein) parts of the force and to

derive, thereby, the fluctuation-dissipation relation for the Brownian force from that of

the random fluxes in the fluid. This approach was extended by several authors to include

fluid inertia, particle inertia, Brownian fluxes at the colloid-fluid boundary and to many

colloidal particles [103–107]. Zwanzig, in an earlier contribution, derived the variance of

the Brownian force on a spherical colloid in an unbounded fluid using the Faxén relation.

The use of this variance in the Green-Kubo relation for the transport coe�cient recovered

the correct value of the Stokes friction [60].

In the previous chapter, we have derived the deterministic part of the traction on the sur-

face of the colloids by projecting out the fluid degrees of freedom. In this chapter, we

extend our derivation to obtain the Brownian traction on surface of the colloids. Our

derivation provides the complete distribution of the Brownian traction, and not just its

first two moments as has been customary. This provides, in addition to the Brownian

force and torque, the Brownian stresslet, a quantity important in suspension rheology.

The traction is obtained in terms of the friction tensors tensors which, for example near

a wall, are configuration dependent. The configuration-dependent friction requires, by

the fluctuation-dissipation relation, configuration-dependent Brownian forces and torques

and necessitates a “prescription” to render the Langevin equations mathematically mean-

ingful [108–116]. The procedure is to adiabatically eliminate the momentum, considered

as a fast variable, from underdamped Langevin equations [109, 117]. Due to the linearity
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of the governing equations, this method of imputing meaning to configuration-dependent

Brownian forces and torques remains valid in the presence of activity, as we show below.

To the best of our knowledge, ours is the first systematic derivation of the Langevin equa-

tions for an active (and, as a special case, of a passive) colloid when the Stokes friction is

configuration-dependent.

The remainder of the chapter is organized as follows. In section 3.2, we transform the fluc-

tuating Stokes equation to its boundary-domain integral representation. From the integral

representation we obtain a linear integral equation for the force per unit area (or the trac-

tion) on the colloid-fluid boundary. A formal solution, expressed in terms of the inverse of

the single-layer operator of the integral equation (see below), clearly identifies the passive,

active and Brownian parts of the traction. In section 3.3, we consider a spherical colloid

and provide an explicit solution of the Brownian traction from the boundary-domain inte-

gral equation. We derive, through a Galerkin discretization, an equivalent linear algebraic

system for the coe�cients of the expansion of the Brownian traction in a complete orthog-

onal basis of tensorial spherical harmonics. The solution of the linear system shows that

the each tensorial coe�cient of the Brownian traction is a zero-mean Gaussian random

variable and provides their variances in terms of the variance of the stochastic term in the

fluctuating Stokes equation. Variances of the Brownian force, torque and stresslet fol-

low immediately. In section 3.4, we use the previous results to construct the overdamped

Langevin equations for the position and orientation of the colloid. Finally, we conclude

with a discussion of our results and comparison with existing descriptions of active mat-

ter at di↵erent scales. We also compare our results with existing theories of colloidal

suspension and indicate their limiting relationships.

41



3.2 Boundary-domain integral solution

We consider, in this section, the motion of active colloidal spheres in an incompressible

fluid of viscosity ⌘ at a temperature kBT . The boundary condition induces a local force

per unit area f = ⇢̂ ·� on the colloid boundary which now also has Brownian contribution

[98]. To obtain the Brownian contribution to the traction f , it is necessary to consider

fluctuating Stokes equation

r · v = 0, r ·�+⇠ = 0, (3.1)

where � = �pI + ⌘(rv+ (rv)T ) is the Cauchy stress, p is the fluid pressure, ⇠ is the

thermal force acting on the fluid of volume V . The thermal force is a zero-mean Gaussian

random field whose variance is given by the fluctuation-dissipation relation

*Z
vD(r) ·⇠(r, t)dV

Z
vD(r0) ·⇠(r0, t0)dV0

+
= 2kBT Ė(vD)�(t� t0). (3.2)

Here h·i denotes the expectation with respect the random variable in the bracket, vD is

any flow field that satisfies the rigid body boundary condition on S and Ė, the rate of

dissipation of the fluid kinetic energy due to rigid body motion is given by [98]

Ė(vD) =
1
2
⌘

Z h
rvD+

⇣
rvD

⌘
T
i

2dV. (3.3)

This manner of describing the thermally fluctuating fluid, due to Hauge and Martin-Löf

[103], is specially suited for flows with boundaries. The addition of a random flux, the

more conventional manner of description first introduced by Landau and Lifshitz [98],

contains ambiguities in the presence of boundaries and is best used, therefore, when the

fluid is unbounded in all directions [103].

The key property of the above problem, which makes it possible to eliminate the fluid

degrees of freedom exactly, is linearity. It is most clearly expressed in terms of the
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boundary-domain integral representation of slow viscous flow which provides the fluid

flow in the bulk in terms of the boundary condition and the thermal force. The traction

f (ri) on i-th colloids is obtained as a solution of the boundary-domain integral equation

1
2v↵(ri) =

Z
G↵�(ri, r0)⇠�(r0)dV0 �

Z
G↵�(ri, r j) f�(r j)dS j

+

Z
K�↵�(ri, r j)⇢̂�v�(r j)dS j, (3.4)

where G↵�(r, r0) is a Green’s function of the Stokes equation and K↵��(r, r0) is the asso-

ciated stress tensor as described in the last chapter. Implicit in the above is a choice of

Green’s function that satisfies no-slip boundary conditions at any boundary of the fluid

that is not part of S .

Using the definition of the single-layer and double-layer integral operators G and K from

Eq. (2.13), and a Brownian velocity field w as

w =
Z

G(ri, r0) ·⇠(r0)dV0, (3.5)

the solution of the boundary-domain integral equation can be expressed formally in terms

of the inverse of the single-layer integral operator as

f =G�1
·w � G�1

· vD
i � G�1

·

⇣
1
2 I�K

⌘
· vAi . (3.6)

This formal solution shows that: (i) the traction is a sum of a Brownian contribution

f̂ = G�1
·w from the fluctuations in the fluid and a deterministic contribution from the

boundary condition, containing both the rigid body motion fD = �G�1
·vD and the active

slip fA = �G�1
·

⇣
1
2 I�K

⌘
·vA (ii) the Brownian traction is a zero-mean Gaussian random

variable whose variance is linearly related to the variance of the thermal force ⇠ and

(iii) the variance of the Brownian traction can be determined from the inverse of the

single-layer operator and the fluctuation-dissipation relation for the thermal force. In the
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next section, we provide a solution for the boundary-domain integral equation in a basis

adapted for a spherical active colloid and, thereby, derive the explicit form of the traction

in terms of generalized friction tensors.

3.3 Brownian traction

As show in previous section, the expression of traction has contribution from rigid body

motion, activity and Brownian motion. Accordingly, we write the traction f as the sum

f = f H + f̂ = fD+ fA+ f̂ , (3.7)

with corresponding expansion coe�cients FD(l)
i , FA(l)

i and F̂(l)
i in terms of tensorial spher-

ical harmonics, following Eq. (2.3b). By linearity, the three parts of the traction satisfy

independent boundary integral equations.

V↵+ ✏↵��⌦�⇢� = �
Z

G↵�(ri, r j) fD� (r j)dS j, (rigid body) (3.8a)

1
2

vA↵ (ri) = �
Z

G↵�(ri, r j) fA� (r j)dS j+

Z
K�↵�(ri, r j)⇢̂�vA� (r j)dS j, (active) (3.8b)

0 =
Z

G↵�(ri, r0)⇠�(r0)dV0 �
Z

G↵�(ri, r j) f̂�( r j) dS j. (Brownian) (3.8c)

The solution of the first two parts have already been obtained in Chapter 2 (see 2.3.1 and

2.3.2). The third integral equation for the Brownian traction is pursued here. Physically,

the Brownian traction corresponds to the distribution of surface forces necessary to keep

the sphere stationary in the incident Brownian velocity field w(r). From this, it is partic-

ularly clear that the Brownian traction is a zero-mean Gaussian random variable whose

variance is related to that of ⇠. We now present explicit solutions for each of the integral

equations using Galerkin’s method of discretization. Linear algebraic systems are derived

by inserting the basis expansions on each side of the integral equations, weighting the

result by another basis function and integrating over the boundary.
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The linear algebraic system for the Brownian contribution to the traction is

Gi j
(l, l0)(Ri, Ri) · F̂(l0)

j (t) =W(l)
i (Ri, t), (3.9)

where W(l)
i are coe�cients of the irreducible tensor expansion

w(Ri+⇢i) =
1X

l=1

1
(l�1)!(2l�3)!!

W(l)
i (Ri) ·Y(l�1)(⇢̂), on S , (3.10)

of the Brownian velocity field incident on the surface of the colloid. From the definition

of the Brownian velocity field, Eq. (3.5), these coe�cients are given by

W(l)(Ri) =
Z

G(l)(Ri, r0) ·⇠(r0)dV0. (3.11)

The solution of the linear system for the Brownian traction is

F̂(l)
i (t) =

h
G�1

i(l, l0)

i j
·W(l0)(R j, t). (3.12)

The coe�cients of the Brownian traction are proportional to the coe�cients of the Brow-

nian velocity field incident on the surface of the colloid and, by Eq. (3.5), to the thermal

force in the fluctuating Stokes equation. It is clear, then, that the traction coe�cients are

zero-mean Gaussian random variables and to fully specify their distribution it is neces-

sary, then, to only determine their variance. By the previous equation, their variance is

related to that of the Brownian velocity coe�cients as

hF̂(l)
i (t)F̂(l0)

j (t0)i =
h
G�1(R)

i(l,k)

ip

⌦
W(k)(Rp, t0)W(k0)(Rm, t0)i

h
G�1(R)

i(l0,k0)

jm
. (3.13)

To determine the variance of Brownian velocity coe�cients we use the boundary integral

representation of vD given above (see also previous chapter). Inserting this on the left of
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the fluctuation-dissipation relation for the thermal force, Eq. (3.2), gives

DZ
vD(r) ·⇠(r, t)dV

Z
vD(r0) ·⇠(r0, t0)dV0

E
= FD(l)

i ·

D
W(l)(Ri, t0)W(l0)(R j, t0)

E
·FD(l0)

j .

(3.14)

On the other hand, the power dissipated by the rigid body motion, Eq. (3.3), on the right

of the fluctuation-dissipation relation can be expressed as

Ė(vD) = �
Z

fD(Ri+⇢i) · vD(Ri+⇢i)dSi = �FD(l)
i ·VD(l)

i = FD(l)
i ·Gi j

(l, l0)(R) ·FD(l0)
j .

(3.15)

The above expression has been derived from Eq. (3.3) following steps of section 2.5.

Comparing the above two equations, we obtain the key identity for the variance of the

Brownian velocity coe�cients,

hW(l)(Ri, t0)W(l0)(R j, t0)i = 2kBT G(l, l0)(Ri, R j)�(t� t0). (3.16)

Using this expression in Eq. (3.13) yields the variance of Brownian traction coe�cients

hF̂(l)
i (t)F̂(l0)

j (t0)i = 2kBT
⇥
G�1⇤(l, l0)

i j �(t� t0). (3.17)

These are an infinite number of fluctuation-dissipation relations between the variance of

the tensorial harmonic modes of the Brownian traction and the matrix elements, in the

irreducible tensorial harmonic basis, of the inverse of the single-layer operator. To the

best of our knowledge, the complete statistics of the Brownian traction is derived for the

first time in [12] and is an important result of this chapter.

The variance of the irreducible parts of the Brownian traction follow straightforwardly

hF̂(l�)
i (t)F̂(l0�0)

j (t0)i = 2kBT P(l�)
·
⇥
G�1⇤(l, l0)

i j ·P
(l0�0) �(t� t0). (3.18)
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The first two coe�cients of the Brownian traction are the force and torque, and choosing

l� = 1s, 2a we obtain

hF̂ii = 0, hF̂i(t) F̂ j(t0)i = 2kBT �TT
i j �(t� t0), hF̂i(t) T̂ j(t0)i = 2kBT �TR

i j �(t� t0), (3.19)

hT̂ii = 0, hT̂i(t) F̂ j(t0)i = 2kBT �RT
i j �(t� t0), hT̂i(t) T̂ j(t0)i = 2kBT �RR

i j �(t� t0). (3.20)

where �↵�, with ↵,� = T,R, are the one-particle friction tensor and are (l� = 1s, 2a) el-

ements of P(l�)
·
⇥
G�1⇤(l, l0)

·P(l0�0). The fluctuation-dissipation relation for the Brownian

force and torque are, thus, derived from the fluctuation-dissipation relation for the thermal

force on the fluid.

We make the following remarks about the above derivation. First, the explicit form of the

inverse of the single-layer operator is not necessary to obtain Eq. (3.17); it is su�cient

to know that the inverse exists. Therefore, the fluctuation-dissipation relation for the

irreducible coe�cients, Eq. (3.18), is valid for any geometry bounding the fluid, provided

the flow vanishes there. In particular, it holds for colloids near a plane wall. Second,

our derivation provides the fluctuation-dissipation relation for all modes of the Brownian

traction. Earlier derivations have focused on only the force and torque. Therefore, our

derivation provides the fluctuating stresslet (l� = 2s) which is needed to compute the

Brownian contribution to the suspension stress. Third, the configuration-dependence of

both the fluctuation, Eq. (3.9), and the dissipation, Eq. (3.18), is made explicit in our

derivation. The configuration-dependent “noise” variance follows from this automatically.

The interpretation of the resulting multiplicative noise in the Langevin equation that we

derive below is obtained by recalling that the momentum and angular momentum of the

colloid are fast variables that have, implicitly, been adiabatically eliminated [117]. The

form of the Smoluchowski equation for this problem is well-known and is used below to

consistently interpret the multiplicative noise in the Langevin equation [118–122].
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3.4 Langevin description of active colloids

The net hydrodynamic force FH
i and torque TH

i acting on the i-th colloid are related to

its first two irreducible coe�cients of the traction f and from the generalized Stokes laws

these are

FH
i =��

TT
i j ·V j��

TR
i j ·⌦ j�

1X

l�=1s

�(T, l�)
i j ·V(l�)

j , (3.21a)

TH
i =��

RT
i j ·V j��

RR
i j ·⌦ j�

1X

l�=1s

�(R, l�)
i j ·V(l�)

j . (3.21b)

Here, the �↵�i j with ↵,� = T,R are relabellings of the four friction tensors �(l�,l0�0)
i j with

l�, l0�0 = 1s,2a, where the correspondences are T $ 1s and R$ 2a. The �(T,l�)
i j and

�(R,l�)
i j are relabellings of the friction tensors �(1s,l�)

i j and �(2a,l�)
i j respectively. The first

two terms in the force and torque expressions above are the usual rigid body drag [56, 57]

while the remaining terms are the contributions from the slip. The e↵ect of activity is

then clear: it adds long-ranged, many-body correlated, orientation-dependent dissipative

forces and torques to the familiar Stokes drags.

Expressions for the generalized friction tensors, in terms of Green’s functions of the

Stokes equation, have been derived in Appendix A.4. Their leading order form is

�(l�, l0�0)
i j ⇠ r

l�1
i r

l0�1
j G(Ri,R j). (3.22)

In an unbounded fluid, this decays as |Ri�R j|
�(l+l0�1) and is thus long-ranged for l+ l0  4.

Thus, all slip modes up to l = 3 produce long-ranged forces and up to l = 2 produce long-

ranged torques. Notably, the active forces and torques have contributions even without

self-propulsion, VAi = 0, or self-rotation, ⌦Aj = 0, indicating that colloids can be “active”

without necessarily being self-propelling or self-rotating. The friction tensors depend on

the positions of all the particles and are thus many-body functions of the instantaneous

colloidal configurations.
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Figure 3.1: Forces and torques depend on orientation of colloids as friction is both non-
local and orientation-dependent. Streamlines of the flow are plotted over the pseudo color
plot of normalized logarithm of the flow speed, along with two tracer colloids (white) to
show the direction of force (white arrows) and torque (curved red arrows) acting on them.
Panel (a) has the flow due to an external force on the colloid in negative ẑ direction, while
panel (b) and (c) contain the flow due to active slip modes l� = 2s and l� = 3t.

A remarkable feature of active forces and torques is that they depend not only on the rel-

ative position of the particles, as in a passive suspension of spheres, but also through the

slip moments, on their orientations. Thus active colloids, even if they are geometrically

isotropic, are hydrodynamically anisotropic. An intuitive understanding of the same can

be gained from Fig. (3.1). The first panel plots the flow around a passive particle where

the direction of the velocity is determined solely by the sum of the body forces. Changing

the particle orientation does not change the flow and, therefore, produces no change in the

force, shown by the white arrows, on the two test particles. The second panel shows the

flow around an active particle where the slip contains the modes l� = 2s and 3t. In the

third panel, the active particle is rotated clockwise by ⇡/2, without any change in position.

The forces are now di↵erent, even though there has been no changes in relative positions.

Similar considerations apply for the torque as the reader can easily verify. It is precisely

these orientation-dependent forces and torques that lead to the rich and intriguing dy-

namics in active suspensions and distinguishes them from passive suspensions. Finally,

though these forces and torques appear in Newton’s equations, they are, emphatically, not

body forces and torques: they are the sum of the dissipative surface forces that act at the

fluid-solid boundary.
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The hydrodynamic forces and torques obtained above can be used to construct the Langevin

equations describing the motion of active colloids in a thermally fluctuating fluid. This

is obtained from the balance of hydrodynamic, body and Brownian forces and torques as

provided in Eq. (2.1). The Brownian forces and torques, F̂i and T̂i, are zero-mean, Gaus-

sian white noises and the fluctuation-dissipation relation fixes their variances (see section

3.3). We do not consider any fluctuations corresponding to activity, since its inherently

non-equilibrium nature precludes any possible balance between fluctuation and dissipa-

tion. Using explicit forms, the Langevin equations for active colloids with hydrodynamic

interactions are

��TT
i j ·V j��

TR
i j ·⌦ j+FP

i + F̂i�

1X

l�=1s

�(T, l�)
i j ·V(l�)

j = 0, (3.23a)

��RT
i j ·V j��

RR
i j ·⌦ j+TP

i + T̂i�

1X

l�=1s

�(R, l�)
i j ·V(l�)

j = 0. (3.23b)

Explicit Langevin equations for the velocity and angular velocity are obtained by inverting

above equation. Since the �↵�i j and the �(↵,l�)
i j are identical for l�= 1s,2a, it is convenient to

group the velocity with the self-propulsion and the angular velocity with the self-rotation

so that the summation is from l� = 2s onward. With this regrouping, the result is [11, 12]

Vi = µ
TT
i j ·F

P
j +µ

TR
i j ·T

P
j +

q
2kBTµTT

i j ·⌘
T
j +

q
2kBTµTR

i j ·⇣
R
j +

1X

l�=2s

⇡(T, l�)
i j ·V(l�)

j +VAi ,

⌦i = µ
RT
i j ·F

P
j +µ

RR
i j ·T

P
j|                 {z                 }

Passive

+
q

2kBTµRT
i j ·⇣

T
j +

q
2kBTµRR

i j ·⌘
R
j

|                                        {z                                        }
Brownian

+

1X

l�=2s

⇡(R, l�)
i j ·V(l�)

j +⌦
A

i|                  {z                  }
Active

.

(3.24)

Here ⌘↵, ⇣↵are Gaussian white noises with zero-mean and variances 1, 1/b respectively.

The matrix square roots are to be interpreted as Cholesky factors. The mobility matrices

µ↵�i j are inverses of the friction matrices �↵�i j [56, 57, 85, 123–129]. The propulsion tensors

⇡(↵, l�)
i j , first introduced in [10], relate the rigid body motion to modes of the active slip
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velocity. They are related to the slip friction tensors as [11]

�⇡(T, l�)
i j = µTT

ik ·�
(T, l�)
k j +µTR

ik ·�
(R, l�)
k j , (3.25a)

�⇡(R, l�)
i j = µRT

ik ·�
(T, l�)
k j +µRR

ik ·�
(R, l�)
k j . (3.25b)

The translational propulsion tensors ⇡(T, l�)
i j are dimensionless while the rotational propul-

sion tensors ⇡(R, l�)
i j have dimensions of inverse length. The above form of the propulsion

tensors is particularly useful when mobilities are evaluated by combining the far-field

and near-field lubrication contributions. Through this approximation, the need to resolve

the rapidly varying flow at particle contact can be avoided, and accurate results can be

obtained by keeping only the long-ranged contributions when solving the linear system.

This Langevin equations was first obtained in [130] using heuristic arguments.

Stochastic trajectories can be obtained by integrating the kinematic equations

Ṙi = Vi, ṗi =⌦i⇥ pi. (3.26)

using the standards Brownian dynamics integrators, for example that due Ermak and Mc-

Cammon [131]. In this integrator, the noise variances are computed using mobilities in

the configuration at time t but a “spurious” drift, proportional to the configurational di-

vergence of the mobilities, is added to to arrive at the configuration at time t+�t. There

is nothing particularly spurious about this drift; it is simply the residual e↵ect of the adi-

abatically eliminated degrees of freedom [109].

Eq. (3.23) contain forces due to Stokes drags, body forces, Brownian fluctuations, and

activity. Their relative importance can be captured by two ratios. We choose the first of

these to be the ratio of active and body forces and the second to be the ratio of thermal

and active forces. Similar considerations apply for the torque balance. These motivate the
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introduction of the following dimensionless numbers

AT =

����(T, l�)
i j ·V(l�)

j

���
���FP

i

���
, AR =

����(R, l�)
i j ·V(l�)

j

���
���TP

i

���
, (3.27a)

BT =

���F̂i
���

����(T, l�)
i j ·V(l�)

j

���
, BR =

���T̂i
���

����(R, l�)
i j ·V(l�)

j

���
. (3.27b)

HereAT andAR are “activity” numbers quantifying the relative importance of active and

body terms [130, 132, 133] while BT and BR are “Brown” numbers quantifying the rela-

tive importance of thermal and active terms. It is useful to compare the Brown numbers

with the usually studied Péclet number, which is a ratio of the rate of advection by the flow

to the rate of di↵usion [98]. In contrast, the Brown numbers are the ratios of Brownian

forces/torques to active forces/torques.

We now estimate Brownian numbers for typical experiments. An active particle moving at

a speed vs has a typical active force F ⇠ 6⇡⌘bvs acting on it. Similarly the torque acting on

a colloid due to active spin on its axis at an angular speed !s is T ⇠ 8⇡⌘b3!s. We estimate

the typical active force and torque for the experiment in [8], where the radius of the colloid

is b = 4µm, vs = 500µm/s and fluid viscosity ⌘ = 10�3 kg/ms. The active force is then

F ⇠ 40⇥ 10�12 N, while the typical Brownian forces are of order O (kBT/b) ⇠ 10�15 N.

This implies that the dimensionless Brown number BT ⇠ 10�4 is very small. For the same

experiment, the angular speed of the colloids is !s ⇠ 50 s�1, which implies typical active

torque is of order T ⇠ 10�16Nm. The Brownian torques are of order O (kBT) ⇠ 10�21 N,

which implies that the rotational Brown number BR is of the order of 10�5. The radius of

the green algae in [134] is ⇠ 3µm and it swimming speed is 134µ/s. The Brown number

for this experiment is then BT
⇠ 10�3. In another set of experiment on bacteria [135, 136]

and Janus colloids [3, 5], the size b ⇠ 1µm, and the speed vs ⇠ 10µm/s. This leads to

active force F ⇠ 10�13 N, which implies that the Brown number is BT ⇠ 10�2. Thus

Brown numbers BT , BR! 0 for commonly studied active colloids.
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3.5 Conclusion

The force per unit area (or traction) on the surface of active colloids in a fluctuating Stoke-

sian fluid has three parts, due to rigid body motion, activity and Brownian fluctuations.

The contributions from the deterministic part of traction was obtained in the previous

chapter, while the Brownian traction was derived in this chapter. Here, we also obtained a

prescription for computing the configuration-dependent variances of the Brownian force

and torque. The complete expression for the traction gives expressions for forces and

torques. Since forces and torques are fundamental dynamical quantities in Newtonian or

Langevin descriptions of particle dynamics, our contribution forms the basis for a mi-

croscopic theory of active suspension mechanics and statistical mechanics that conserves

momentum in both the bulk fluid and at fluid-solid boundaries. The Langevin description

of active colloids is obtained in terms of mobility matrices and the propulsion tensors. The

far-field limit of the mobility matrices are obtained in terms of the Green’s function of the

Stokes flow while a lubrication approximation is used when the colloids are close to each

other [89, 128]. The propulsion tensors are obtained in terms of the lubrication-corrected

mobilities and the friction tensors. Thus we account for both the far-field hydrodynamic

interactions, to any order of desired accuracy, and the near-field lubrication interactions.

It is instructive to compare our approach with existing descriptions of active matter. These

can be broadly classified into kinematic theories [137–145] that prescribe active motion,

without considering the balance of mass, momentum, angular momentum and energy,

and dynamic theories which derive the active motion from the balance of these conserved

quantities [33, 34, 36, 146–148]. The models, both kinematic and dynamic, can be also

be classified by the length and time scales at which they resolve matter. Hydrodynamic

theories operate at the coarsest length and time scales, and retain only variables that relax

slowly. Kinetic theories operate at smaller length and time scales and contain in them the

hydrodynamic description. Finally, particulate models o↵er a scale of resolution higher

than both of hydrodynamic and kinetic theories.
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In the context of the above classification, our approach is a momentum-conserving par-

ticulate model for active matter. Active motion in our approach appears as a consequence

of the dynamical balance of forces and torques on the colloids. In contrast to models that

retain explicit fluid degrees of freedom to enforce momentum conservation [13, 132, 149–

152], our approach eliminates explicit fluid degrees of freedom and yet retains momen-

tum conservation. This is possible at low Reynolds numbers, as the momentum balance

equation for the fluid reduces to an elliptic partial di↵erential equation whose solution

can be represented as integrals over the domain boundaries. Momentum conservation

is enforced at the boundaries and is automatically ensured in the bulk through the inte-

gral representation of Stokes equation. The integral equations for the motion of spherical

active colloids in Stokes flow are discretized using a Galerkin method by expanding the

boundary fields in tensorial spherical harmonics to obtain a infinite-dimensional system of

linear equations. The Galerkin discretization of the boundary integral equation provides

most accurate results for smooth boundaries, like spheres, for least number of unknowns

and preserves the self-adjointness of the problem [80, 82]. Remarkably, the matrix ele-

ments of the linear system can be evaluated analytically [10] for spheres and the numerical

quadrature can be avoided entirely. The linear system involves matrices of size O(N⇥N),

in contrast to a direct simulation, resolving the three-dimensional fluid degrees of free-

dom, which requires an O(N3) box. Thus massive computational gains are achieved and

dynamic simulations of hundreds of thousands of active colloids on current multi-core

computational architectures are possible.

It is also useful to compare the results presented here with the existing work in the liter-

ature for the hydrodynamic interactions of many colloidal spheres, where a truncation of

the modes along with the lubrication approximation is used. Excluding the contribution

from active slip and truncating the Galerkin expansion at l = 2, results in the method of

computing far-field hydrodynamic interactions in the so-called ‘FTS’ Stokesian dynam-

ics method of Brady and coworkers [127, 128]. Thus, this method ignores the entire l = 3

contribution which decay as r�3 for unbounded flow and are long-ranged. This low-order
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truncation has been subsequently extended up to to 7th order in polynomials by Ichiki

[74]. Ichiki’s method extension requires six separate steps to relate the 21 velocity coef-

ficients to the traction coe�cients, while the method here, using identical basis functions

for both velocity and traction, directly provides expressions for the coe�cients and the

problem is reduced, directly, to solving the linear system. The basis used here ensured

that all the modes at l decay as r�l, this is in contrast to the complicated accounting nec-

essary for the basis sets used in the works of Cichocki [129] and Ichiki [74]. Earlier work

closest in spirit to ours is that of Ishikawa et al [153–155] where axisymmetric slip veloc-

ities, truncated to the first two non-trivial modes, are considered. In contrast, we include

the most general form of the slip and use an irreducible basis function for Galerkin dis-

cretization which gives a systematic way of evaluating hydrodynamic interaction up to

any order of desired accuracy.
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Chapter 4

Unbounded flows: Active colloids in

external potentials

4.1 Introduction

In this chapter, we study the dynamics of active colloids in an unbounded Stokes flow by

confining them in external potentials. The simplest system in which an interplay of non-

uniform external fields, activity, and Brownian motion can be studied is an active colloid

confined in a three-dimensional harmonic potential. As this system is both experimentally

realizable in optical trapping experiments [3, 156] and analytically tractable [10, 13, 140]

it serves as the “Ising model” of active colloidal physics. We study polar active colloids in

a single trap and in a square lattice of traps. We also consider the motion of apolar active

colloids in a spherical confinement.

The chapter is organized as follows. In section 4.2, we use the Langevin equations de-

rived in Chapter 3 to study the collective motion of active colloids in a harmonic trap.

Through detailed numerical simulations, we find that steady-state convective currents are

established and, the so-called self-assembled pump is formed in the trap. We explain
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this phenomenon by the interplay of hydrodynamic torques due to confinement and ac-

tive forces due to self-propulsion of the colloids. We, then, study the dynamics of active

colloids in lattices of harmonics traps in section 4.3. The traps are centered on a lattice

and we consider only one active colloid per trap. We find that a one-dimensional lattice of

traps supports time-independent configurations but a two-dimensional lattice of traps only

supports time-dependent configurations. In particular, we show that the colloids exhibit

a synchronized dynamics about the axis of symmetry in square and triangular lattices of

traps. We conclude the section by relating synchrony to the entropy production in a tri-

angular lattice. These dynamical systems of active colloids in external potentials display

rich phenomenology which we rationalize by leading order estimates of hydrodynamic

forces and torques acting on them. In section 4.4 we turn to mechanical quantities in the

fluid, focusing on the fluid pressure in a suspension of active colloids confined to the inte-

rior of a spherical volume. We find that the dynamics of the colloids and the distribution

of the fluid pressure are di↵erent for suspensions of extensile and contractile colloids. The

di↵erence in the collective dynamics of the colloids is understood qualitatively from the

fluid flow created by the active colloids.

4.2 Active colloids in a harmonic potential

We first study the motion of active colloids in a harmonic potential. The principal question

we focus on is the collective dynamics of the colloids. From estimates of the dimension-

less groups presented in the previous Chapter, it is clear that Brownian motion can be

ignored in the first approximation. Accordingly, we neglect noise and study the mechan-

ics of the system, postponing the study of its statistical mechanics to a future work.

We consider self-propelling, polar, achiral active colloids, with non-zero values of VAi ,

V(2s)
i and V(3t)

i . The fluid flow due to these modes is given in Figure (4.6). With this

choice, an isolated colloid translates with velocity VAi = vs pi while producing dipolar
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Figure 4.1: Collective dynamics of polar active colloids in a harmonic trap. (a). Stream-
lines of the flow due to a colloid at the north pole of the trap, while the red curved arrows
on the tracers (white spheres) indicate the hydrodynamic torques acting on them. (b-c).
Dynamic of two colloids: the first colloid (red) is initialized at the north pole, while the
second (blue) is kept at an angle ✓0 with it. (b). ✓0 = 180, and thus there is no hydrody-
namic torque on the colloids (see Eq. 4.3) and the streamlines, while for any other angle
(✓0 = 115 in (c)), the colloids form a closed orbit. (d-g). Snapshots from a simulation
of 104 trapped colloids (cones colored by distance from the origin) are shown in steps of
rotational time scale 8⇡⌘b

k . With time steady-state convective currents are established, see
Movie (4.1) and, the so-called self-assembled pump is formed in the trap [10, 13].
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and quadrupolar flows of strengths proportional to V(2s)
i and V(3t)

i respectively [10, 45].

The centers of the trap is at the origin. There is a net external force acting on the colloids,

which depends on the trap sti↵ness k and its displacement from the center Ri. The moment

of forces acting on the colloids about the trap center is zero. The body forces and torques

on the i-th colloid is then

FP
i = �kRi, TP

i = 0. (4.1)

First, we consider the dynamics ignoring hydrodynamic interactions. Then, force and

torque balance give

�6⇡⌘b(Vi� vs pi)� kRi = 0, �8⇡⌘b3⌦i = 0. (4.2)

In the absence of hydrodynamic and Brownian torques, there is no angular velocity and

the colloid translates in a direction pi chosen by the initial condition. It is brought to

rest at a radius R⇤ = 6⇡⌘bvs/k =AT b, when the propulsive and trap forces are balanced

[10, 13]. Here AT is the activity number defined in Eq. (3.27a), which quantifies the

ratio of active propulsive force to the passive confining force. The stationary state, with-

out hydrodynamic interactions, is one in which all colloids are confined at a distance R⇤

from the center of its trap and oriented radially outward in a direction that is, in general,

di↵erent for each colloid. We use this state as the initial condition in our simulations of

active colloids in a harmonic trap and in a lattice of traps.

This state is destabilized with hydrodynamic interactions [10, 13, 157] due to the torque

induced by the flow of the l� = 1s and 2s modes [10]. The leading contributions to the

hydrodynamic torque is

TH
i = ��

RT
i j · (Vi� vs pi)��

(R,2s)
i j ·V(2s)

j

which, upon using the explicit forms of the generalized friction tensors from Appendix
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A.4, turns out to be

TH
i = 8⇡⌘b3


�

r̂i j

r2
i j

⇥
kR j

6⇡⌘
+

14(pj · r̂i j)

r3
i j

(pj⇥ r̂i j)V
(2s)
0 b2

�
+O(r�3

i j ) (4.3)

Here ri j = Ri � R j and the force balance equation has been used to eliminate Vi � vs pi

in favor of the trapping force. The hydrodynamic torque vanishes when the colloids are

collinear and their orientations are along the line joining their centers. Thus stable states

of rest are possible even in the presence of hydrodynamic interactions for specially chosen

initial conditions [10]. In general, though, the interplay of self-propulsion, confinement,

and hydrodynamic interactions produce steady states with continuous motion.

We first study the e↵ects of hydrodynamic interactions in a system of two active colloids

in a harmonic trap. The hydrodynamic interaction can be understood pictorially by study-

ing the flow diagram in the first panel of Figure (4.1). In the second panel, we show the

dynamics of two active colloids initialized on the surface of the trap at an angle ✓0 be-

tween them. In our simulations, we find that the system of two active colloids is stable

when they are collinear (✓0 = 180) while they form closed orbits for any other angle be-

tween them as shown in the remaining two panels of the first row of Figure (4.1). This is

consistent with the expression of the hydrodynamic torque in Eq. (4.3), which vanishes if

the colloids are collinear.

In the lower two panels of Figure (4.1), we show the dynamics of 104 active colloids in

a harmonic trap. The colloids are initialized uniformly on the surface of the trap sphere

whose radius is set by the balance of the trap and propulsion force, and is thus the stable

state in absence of hydrodynamic interactions (see Eq. (4.2)). We have already demon-

strated that two active colloids form orbits in a trap due to hydrodynamic torques induced

by the confinement and the self-propulsion of the colloids. These colloidal orbits coalesce

to form “self-assembled” pump where colloids undergo continuous convective-rolls in a

trap [10, 13]. Thus steady-state convective currents are established in the system by a

combined e↵ect of self-propulsion, confinement, and hydrodynamic interactions.
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4.3 Dynamics in an optical lattice

In this section, we study the dynamics of active colloids in a two-dimensional lattice

of traps. Here, the main focus is to study the dynamics of the colloids and, in particular,

their synchronization. The system we study can be realized experimentally in holographic

tweezers. The centers of the N traps are at R0
i , arranged linearly or in a

p
N ⇥
p

N square

lattice. Each trap contains a single active colloid which feels a body force from that trap

alone. The moment of force about the trap center is zero. Therefore, in a trap of sti↵ness

k centered at R0
i

FP
i = �k(Ri�R0

i ), TP
i = 0. (4.4)

Again, we start by ignoring hydrodynamic interactions to obtain the balance of forces and

torques

�6⇡⌘b(Vi� vs pi)� k(Ri�R0) = 0, �8⇡⌘b3⌦i = 0.

This, again, gives the confinement radius R⇤ = 6⇡⌘bvs/k =AT b, when the propulsive and

trap forces are balanced. The expression for hydrodynamic torques in this case is

TH
i = 8⇡⌘b3


�

r̂i j

r2
i j

⇥

k(R j�R0
j)

6⇡⌘
+

14(pj · r̂i j)

r3
i j

(pj⇥ r̂i j)V
(2s)
0 b2

�
+O(r�3

i j ).

The interesting di↵erence from the previous section is that we do not add more than one

colloid to a trap but add them in a lattice of traps. The collective dynamics in that case in

then strikingly di↵erent, which we now explain in detail.

With the understanding from the previous section, we now present numerical results for

dynamics in a lattice of traps. In a linear lattice of traps, we find stable stationary states,

reached irrespective of initial conditions, in which all colloids are oriented along the line

joining the trap centers and at a confinement radius that is slightly altered from R⇤ due to

hydrodynamic interactions. We then study dynamics in a 3⇥3 square lattice of traps. The
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Figure 4.2: Synchronization of active colloids (green cones) in a square lattice of har-
monic traps (schematic spheres). Instantaneous configurations from simulations of active
colloids in 3⇥3 square lattice of harmonic traps (top panel) and corresponding streamlines
of fluid flow (bottom-panel) overlaid on the pseudo-color plot of the normalized logarith-
mic flow speed at di↵erent times (⌧r = 8⇡⌘b/k). The traps are shown by the schematics
spheres while the positions and orientations of the colloids are shown by green cones,
and curved green arrows show rotation. The colloids on the symmetry axis do not rotate,
while those on the left and right rotate clockwise and counter-clockwise, respectively, in
a synchronized manner.

Figure 4.3: Power dissipation for the synchronized and periodic motion of three active
colloids in a triangular lattice of harmonic traps (left panel), scaled by power dissipation
of an isolated colloid Ė0. The remaining plots show the configurations of the system at
three instants (shown by corresponding markers) along the power dissipation curve. The
traps are shown by the schematics spheres and the position and orientation of the colloids
are shown by green cones, and curved green arrows show rotation.
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dynamics is shown in Fig. (4.2) and in Movie (4.2). The initial condition is chosen to be a

stable state in the absence of hydrodynamic interactions. We find that the particles at the

center do not rotate by symmetry while particles on the left of this symmetry axis, rotate

clockwise and particle on their right rotate counter-clockwise. This can be understood by

the estimating the hydrodynamic torques on each colloid. The dynamics can also under-

stood intuitively from the flow field of Fig. (4.2). The colloids at an equal distance from

the symmetric plane have synchronized dynamics. This leads to a long ranged correla-

tion between the particles. In summary, (a) there is a rotational instability in the system

if the traps centers are not collinear, and (b) dynamics is synchronized about an axis of

symmetry in non-collinear traps.

In Fig. (4.3), we estimate the power dissipation for the synchronized and periodic motion

of three active colloids in a triangular lattice of harmonic traps. The dynamics of colloids

in triangular lattice of traps is similar to the case of colloids in a square lattice of traps. The

colloid in the central trap has no rotational dynamics due to symmetry while the on the

left rotates clockwise and the colloid on the right rotates counter-clockwise. We find that

the power dissipated in the system is minimum when the colloids are widely separated,

while the dissipated power is maximum when they are closer to each other. Thus, the first

configuration of Fig. (4.3), corresponds to the minimum of power dissipation, while the

second is the maximum, as indicated by the markers on the power dissipation curve, and

the third configuration is an intermediate value.

4.4 Active pressure in spherical confinement

In this section, we study the mechanical pressure in the fluid. The active contribution

to the pressure in the fluid is given by the second term in Eq. (2.28b). We consider a

suspension of active colloids confined by an external spherical potential such that they are

always inside a sphere of radius R. The confining surface is not a physical boundary and

64

https://www.youtube.com/watch?v=QIOxZ7YPhp0&list=PLOKQ_pz8e2Vu0Pr0Fn2IpD2iIF1oj5G1n


Figure 4.4: Streamlines of axisymmetric fluid flow around a contractile (left) and an
extensile (right) apolar active colloid are shown in first two panels. The remaining two
panel are the pseudo-color plots of the active fluid pressure on a sphere enclosing the
contractile and extensile colloids respectively. The active colloid is colored in green while
white color are for tracers, with a white arrow to show forces on them.

Figure 4.5: Dynamics of 1024 contractile and extensile active colloids in a spherical
confinement and the active fluid pressure at the confining surface. The first row shows the
lateral view of configurations from a simulation of contractile active colloids, confined in a
spherical potential, at di↵erent times (⌧= b/V (4a)

0 ). The colloids are colored by their initial
positions. The second row shows the corresponding pseudo-color plots of the normalized
active pressure at the confining surface. The remaining two rows are the same set of plots
but for extensile active colloids. The dynamics and fluid pressure is completely di↵erent
for suspension of contractile and extensile colloids.
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there is free motion of the fluid across it. We use the results of the section 2.3 and 3.4 to

calculate the fluid pressure at the confining surface due to the motion of the active colloids

in the interior volume. This geometry is motivated by the confinement of bacteria inside

a fluid drop with a porous interface.

We retain slip modes l� = 2s and 4a which correspond to the dipole and chiral octupole.

Figure (4.6) contains the flow due to these modes. The first generates a long-ranged flow

while the second produces self-rotation [45]. For simplicity, we choose these modes to

be uniaxial, parametrized in terms of the orientation pi of the colloid, as given in Eq. (A).

The microscopic dynamics and the pressure distributions are sensitive to the sign of V (2s)
0

as we shall see below. The fluid flow due to the chiral term, which decays as r�4
i j , induces

a net rotation of the system. The most dominant contribution to the fluid flow comes from

the long-ranged dipolar flow, which decays as r�2
i j . The fluid pressure decays as one power

higher than the fluid flow. The dipole, thus, crucially determines the dynamic of active

colloids in the spherical confinement and fluid pressure at the confining surface.

The confining potential Uc(Ri) = kc exp 1
R�Ri
/(Rmax �Ri) for Ri > R and Uc(Ri) = 0 other-

wise. Here Rmax is chosen to be few particle radius more than R in simulations and kc is

the strength of the potential. The colloids also have a short-ranged repulsive potential,

which depend on the separation between the colloids, ri j = Ri�R j. This potential is mod-

eled using the WCA potential for separation ri j < rmin, U(ri j) = ✏( rmin
ri j

)12
�2✏( rmin

ri j
)6+✏, and

zero otherwise [158]. Here ✏ is the strength of the potential. The specification of the slip

and body forces complete the description of our model. We start the simulations with a

completely random distribution of hard spheres positioned symmetrically about the origin

[159]. The orientations of all the colloids are pointing along the ẑ�axis. The tendency of

the hydrodynamic torques acting on the colloids to rotate their orientation is nullified by

external torques TP
i = T0(pi ⇥ ẑ) arising from bottom-heaviness. Thus the orientation of

all the colloids remain along ẑ�axis for all times. We then study the collective dynamics

and measure the pressure on the “confining” surface.
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The sign of the strength of the symmetric irreducible dipole, V (2s)
0 , is positive (negative)

for an extensile (contractile) active colloid. We plot the fluid flow produced by a con-

tractile and extensile active colloid in the first two panels in Fig. (4.4). The orientation

of the colloids is assumed to be along the ẑ direction. The source colloid is colored in

green, while white arrows on the tracer colloids show the direction of the force acting on

them. The directions of the forces on these colloids give a heuristic understanding of the

dynamics in the spherical confinement as we explain below. The last two panels of Fig.

(4.4) contain the fluid pressure due to contractile and extensile active colloid. It can be

seen that the pressure along the equator is higher for contractile colloids while pressure at

the poles is higher for extensile colloids. Collective dynamics of contractile and extensile

colloids under spherical confinement follow from the flow field of the individual colloids.

A contractile colloid pushes the particles away in the plane perpendicular to the dipole

axis, which leads to an instability in an initially isotropic suspension of colloids. The

colloids final reach to a steady state which they organize into a continuously rearranging

“oblate” structure. The dipoles tend to push each other as far as possible but the spher-

ical confinement coupled with short-ranged repulsion make them undergo rolls, which

accounts for the continuous rearrangement of the structure. In the first two rows of Fig.

(4.5), we show instantaneous configurations of contractile colloids and the state of the ac-

tive pressure at the confining sphere. The fluid pressure is then maximum on the equator

of the confining sphere.

The last two rows of Fig. (4.5) show the corresponding configurations and fluid pressure

on a confining sphere for extensile dipoles. The initial isotropic distribution of the colloids

finally finds a steady state in a “prolate” distribution of extensile dipoles. The colloids

continuously rearrange this structure as the dipolar flow tries to push them apart while

the confining sphere holds them back. Moreover, the pressure is higher at the poles in

this case. Movie (4.3) and (4.4) show the dynamics of contractile and extensile colloids,

respectively, in a spherical confinement.
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4.5 Conclusion

To summarize, we have shown that systems of active colloids in tandem with hydro-

dynamic interactions and external potentials show rich phenomenology. The motion of

many hydrodynamically interacting active colloids in a harmonic potential was first stud-

ied by Nash et al [13] using lattice Boltzmann simulations and then by singularity [157]

and boundary integral [10, 11] methods here. We show that the interplay between self-

propulsion, confinement and hydrodynamically-induced reorientation yields orbits for a

pair of confined particles [10]. These individual orbits coalesce to produce sustained con-

vection in a confined suspension [10] producing the so-called ‘self-assembled pump’ [13].

We then study the motion of many active colloids in many traps to uncover strikingly dif-

ferent dynamics, where the colloids exhibit a synchronized dynamics about a plane of

symmetry [11]. We have also reported the study of apolar active colloids (both contractile

and extensile) in a spherical confinement. W show that the dynamics and the fluid pres-

sure measured in a suspension of extensile and contractile active colloids are completely

di↵erent [11]. Thus, we conclude that the dynamics of active colloids depend critically

on nature of the activity and external potentials acting on colloids .
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Figure 4.6: Irreducible axisymmetric and swirling components of fluid flow, Eq. (2.28a),
of an active colloid in unbounded domain of fluid flow. The streamlines of the fluid flow
have been overlaid on the pseudo-color plot of the normalized logarithmic flow speed.
The first row contains the axisymmetric flow due to monopole (l� = 1s) and symmetric
irreducible dipole (l� = 2s), while second row corresponds to vector quadrupole (l� =
3t) and symmetric irreducible quadrupole (l� = 3s). The last row has the flow from
antisymmetric quadrupole (l� = 3a) and octupole (l� = 4a) respectively. A combination
of these modes have been used in this chapter.
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Chapter 5

Wall-bounded flows: Crystallization of

active colloids at a plane wall

5.1 Introduction

The lack of detailed balance in active colloidal suspensions allows dissipation to deter-

mine stationary states. In this chapter, we show that slow viscous flow produced by polar

or apolar active colloids near plane walls mediates attractive hydrodynamic forces that

drive crystallization. Hydrodynamically mediated torques tend to destabilize the crystal

but stability can be regained through critical amounts of bottom-heaviness or chiral activ-

ity. Numerical simulations show that crystallization is not nucleational, as in equilibrium,

but is preceded by a spinodal-like instability. Harmonic excitations of the active crystal

relax di↵usively but the normal modes are distinct from an equilibrium colloidal crys-

tal. The hydrodynamic mechanisms presented here are universal and rationalize recent

experiments on the crystallization of active colloids

In active colloidal suspensions [5, 8], energy is continuously dissipated into the ambient

viscous fluid. The balance between dissipation and fluctuation that prevails in equilib-
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rium colloidal suspensions [25, 54] is, therefore, absent. Nonequilibrium stationary states

in active suspensions, then, are determined by both dissipative and conservative forces,

quite unlike passive suspensions where detailed balance prevents dissipative forces from

determining phases of thermodynamic equilibrium. In this context, it is of great interest

to enquire how thermodynamic phase transitions driven by changes in free energy are

modified in the presence of sustained dissipation.

In two recent experiments disordered suspensions of active colloids have been observed

to spontaneously order into two-dimensional hexagonal crystals when confined at a plane

wall. Bottom-heavy synthetic active colloids which catalyze hydrogen peroxide when op-

tically illuminated are used in the first experiment [5] while chiral fast-swimming bacteria

of the species Thiovulum majus are used in the second experiment [8]. Given this remark-

ably similar crystallization in two disparate active suspensions it is natural to ask if the

phenomenon is universal and to search for mechanisms, necessarily involving dissipation,

that drive it.

Our current understanding of phase separation in particulate active systems is derived

from the coarse-grained theory of motility-induced phase separation (MIPS) where active

particles are advected by a density-dependent velocity [140–143]. Microscopic models

with kinematics consistent with MIPS also show phase separation and crystallization of

hard active disks have been reported in two dimensions [144, 145, 160, 161]. However,

these models ignore exchange of the locally conserved momentum of the ambient fluid

with that of the active particles and are, thus, best applied to systems where such ex-

changes can be ignored. Fluid flow is an integral part of the physics in [5, 8] and a

momentum-conserving theory, currently lacking, is essential to identify the dissipative

forces and torques that drive crystallization.

In this chapter we present a microscopic theory of active crystallization that connects

directly to the experiments described above. Specifically, we account for the three-

dimensional active flow in the fluid and the e↵ect of a plane wall on this flow. Using
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Figure 5.1: Panels (a)-(c) are instantaneous configurations during the crystallization of
1024 active colloids of radius b at a plane wall. The colloids are colored by their ini-
tial positions. Panels (d)-(f) show the structure factor S (k) at corresponding instants.
Wavenumbers are scaled by the modulus of the reciprocal lattice vector k0 and the contri-
bution from k = 0 is discarded. Panel (g) shows the variation of the angular velocity ⌦c
of a crystallite with the number N of colloids in it. A typical configuration is shown in
the inset. Panel (h) is the state diagram for orientational stability in terms of the measure
of chirality V (3a)

0 and bottom-heaviness T0 (see text). Each dot represents one simulation.
Here vs is the self-propulsion speed of an isolated colloid, ⌧ = b/vs, and ✏ is the scale of
the repulsive steric potential.
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the results of preceding chapters, we estimate Brownian forces and torques to be smaller

than their active counterparts by factors of order 102 (for synthetic colloids in [5]) to 104

(for bacteria in [8]) making them largely irrelevant for active crystallization. We integrate

the resulting deterministic balance equations numerically to obtain dynamical trajectories.

We now detail the organization of the chapter. In section 5.2 we enumerate the main

numerical results of the chapter. Our model is described in section 5.3, while the universal

mechanisms of crystallization is detailed in section 5.3. In section 5.5, we obtain the

harmonic excitations of the crystal.

5.2 Numerical results

Our main numerical results are summarized in Fig. (5.1). Panels (a-c) show the sponta-

neous destabilization of the uniform state by attractive active hydrodynamic forces, the

formation of multiple crystallites, and their coalescence into a single hexagonal crystal

at late times. Panels (d-f) show the structure factor at corresponding times. The route to

crystallization is not through activated processes that produce critical nuclei, but through

a spinodal-like instability produced by the unbalanced long-ranged active attraction. The

uniform state is, therefore, always unstable and crystallization occurs for all values of den-

sity, in contrast to the finite density necessary for crystallization in MIPS models [143].

Active hydrodynamic torques tend to destabilize the ordered state but stability is regained

when these are balanced by external torques (from bottom-heaviness in [5]) or by chiral

activity (from bacterial spin in [8]). Crystallites of chiral colloids rotate at an angular

velocity that is inversely proportional to the number of colloids contained in them, as

shown in panel (g). This is in excellent agreement with the experiment [8]. The critical

values of bottom-heaviness and chirality above which orientational stability, and, hence,

positional order, is ensured is shown in panel (h). We now present our model and detail

the derivation of our results.
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5.3 Model

The leading contributions from the slip

vAi (⇢i) =�VAi +
1
15V(3t)

i ·Y
(2)(⇢̂i)|                     {z                     }

achiral,polar

+V(2s)
i ·Y

(1)(⇢̂i)|          {z          }
achiral,apolar

�⌦Ai ⇥⇢i�
1

60" ·V
(4a)
i ·Y

(3)(⇢̂i)|                                {z                                }
chiral,polar

�
1
9" ·V

(3a)
i ·Y

(2)(⇢̂i)|                {z                }
chiral,apolar

, (5.1)

have coe�cients of polar, apolar and chiral symmetry. Here " is the Levi-Civita tensor.

The retained modes have physical interpretations: for a single colloid in an unbounded

fluid, VA (l� = 1s) and ⌦A (l� = 2a) are the linear and angular velocities in the ab-

sence of external forces and torques, V(2s) is the active contribution to the stresslet, while

V(3a),V(3t), and V(4a) are strengths of the chiral torque dipole, polar vector quadrupole,

and chiral octupole respectively. The tensors are parametrized uniaxially as per Eq. (2.5):

VAi = vs pi, ⌦Ai = !s pi, V(2s)
i = V (2s)

0 (pi pi�
I
3), etc. The fluid flow due to leading modes

of slip near a plane wall is shown in Fig. (5.4).

The synthetic active colloids in [5] are polar and achiral (they self-propel but do not spin)

while the bacteria in [8] are polar and chiral (they self-propel and spin). Both these cases

are included in the leading contributions. The modes l� = 1s and l� = 2a contribute most

dominantly to forces and torques and they attain their lower bounds far away from the

wall, where their magnitudes are F = 6⇡⌘bvs and T = 8⇡⌘b3!s. The bacteria in [8] have

radius b ⇠ 4µm, swimming speed vs ⇠ 500µm/s and angular speed !s ⇠ 50 s�1 in a fluid

of viscosity ⌘ = 10�3 kg/ms. This gives an estimate of F ⇠ 40⇥ 10�12 N andT ⇠ 10�16

Nm. For the synthetic colloids in [5], b ⇠ 2µm, vs ⇠ 10µm/s, which corresponds to

F ⇠ 10�13 N. Typical Brownian forces and torques are of order O (kBT/b) ⇠ 10�15 N, and

O (kBT) ⇠ 10�21 Nm respectively. Thus active forces and torques overwhelm Brownian

contributions by factors of 100 or more in these experiments and, henceforth, we neglect

their e↵ects.
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Figure 5.2: Distortion of the flow produced by leading polar (l�= 1s) and apolar (l�= 2s)
slip terms in Eq. (2.6) as an active colloid of radius b, shown in green, approaches a plane
wall. Tracer colloids are show in white. The streamlines of the fluid flow have been
overlaid on the pseudocolor plot of logarithm of the magnitude of local flow normalised
by its maximum. The flow in (c) results when the colloid is brought to rest near the
wall. Hydrodynamic forces attract nearby colloids, as shown by the thick white arrows,
leading to crystallization. Hydrodynamic torques tend to reorient the colloids as shown
by the curved red arrows. The remaining graphs show quantitative variation of the active
forces and torques from modes in Eq. (2.6) scaled by FA = 6⇡⌘bvs and TA = 8⇡⌘b2vs
respectively as a function of height h of the colloid from the wall and distance, ri j =

Ri � R j, from other colloids . Solid and dotted lines represent analytical and numerical
results respectively (see text). Here k and ? imply directions parallel and perpendicular
to the wall at z = 0.
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5.4 Universal mechanisms

The kinetics of crystallization obtained from numerical solutions is shown in Movie (5.1),

together with the evolution of the structure factor S (k). The uniform state is destabilized,

most notably for any initial density, by attractive active hydrodynamic forces. Steric re-

pulsion between particles balances these to produce crystallites with hexagonal positional

order. Rings in the structure factor first appear at wavenumbers that correspond to Bragg

vectors of the lattice, reminiscent of a spinodal instability, representing the averaged scat-

tering from randomly oriented crystallites. These sharpen into Bragg peaks as the crys-

tallites coalesce and orientational order grows. Finally particles assemble into a single

crystallite which continues to rotate, while the structure factor shows a clear sixfold sym-

metry. In Movie (5.2) we show the formation of a hexagonal unit cell from the simulation

of seven polar and chiral active colloids. The crystallite rotates with an angular velocity

parallel to the chiral axis of the colloids.

To better understand the mechanisms behind active crystallization we show, in Fig. (5.2),

the active flow near a wall and the dominant contributions to the flow-mediated forces and

torques. The top three panels show the increasing distortion of the flow produced by the

leading polar (l� = 1s) and apolar (l� = 2s) modes for pi normal to the wall and V (2s)
0 < 0.

The flow develops a monopolar character as the colloid is brought to rest at a height h by

the balance of hydrodynamic attraction, Fig. (5.2d), and steric repulsion from the wall.

The induced monopole on the colloids leads to attractive forces between them below a

critical height h from the wall as shown in Fig. (5.2f). Nearby colloids entrained in this

flow are attracted towards the central colloid as shown in the rightmost panel and in Movie

(5.3). The balance of the hydrodynamic attraction and steric repulsion determines lattice

spacing d. We note that even an apolar colloid is attracted to the wall, Fig. (5.2d), and in-

duces hydrodynamic attractive forces. Thus, unlike MIPS [143], polarity is not necessary

for crystallization. The induced monopole also tends to reorient the colloids, by generat-

ing a torque in the plane of wall, as shown by the curved red arrows in Fig. (5.2c) and
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quantified in Fig. (5.2g). Their destabilizing e↵ect can be nullified by external torques

TP
i = T0(ẑ⇥ pi) in the plane of the wall due, for example, to bottom-heaviness. The orien-

tation can also be stabilized by the chiral terms in Eq. (5.1), which produce torques ? to

the wall, as shown in Fig. (5.2e). This chiral torque acting ? to the wall, when combined

with destabilizing torque k to the wall, induces active precession of the orientation about

the wall normal, thereby stabilizing the orientations. The role of the terms in Eq. (5.1) in

generating positional order, orientational order and crystal rotation is given in Table (5.1).

Activity and body forces pointing away from the wall are necessary for positional order

while bottom-heaviness or chirality is necessary for orientational stability.

5.5 Harmonic excitations

We now study harmonic excitations ui of a perfect hexagonal crystal by expanding the

positions as Ri = R0
i + ui around the stationary state R0

i = (X0
i , Y

0
i , h) and ignoring ori-

entational fluctuations. The orientations of the colloids are assumed to be normal to the

wall. Force balance to leading order gives

��TT
i j · u̇ j+

⇣
r j�

TT
i j ·V

A
� Di j

⌘
·u j = 0, (5.2)

where Di j = �r jriU
���
0, U is the sum of all steric potentials, and �TT

i j is the friction tensor

corresponding to l� = l0�0 = 1s in Eq. (2.22). This shows that relaxation is determined by

both activity and elasticity, unlike in an equilibrium colloidal crystal where elasticity alone

relaxes strains. The normal modes of relaxation can be obtained by Fourier transforming

in the plane and in time. The dispersion is found from the solutions of

det
����� i!�TT

k + ik�TT
k ·V

A
� Dk

���� = 0. (5.3)
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Here k= (k1, k2) is the wave-vector restricted to the first Brillouin zone, ! is the frequency

and Dk is the dynamical matrix. The pair of dispersion relations for motion parallel to

the wall are shown in Fig. (5.3). The dispersion for k⌧ k0, where k0 is the magnitude of

the reciprocal lattice vector, is quadratic in wavenumber

!± = �i�
T
?

hvs

2�T
k

f±(✓)k2, (5.4)

where f±(✓) are angular factors, �T
k

and �T
?

are one-body frictions parallel and perpendicu-

lar to the wall, and tan✓ = k2
k1

. The small-k approximation is compared with the numerical

solution in Fig. (5.3) and it is found to hold for k . 0.1k0. These can be interpreted as

overdamped phonon modes of the active crystal. Including fluid unsteadiness can produce

underdamped phonons, as was pointed in [162] for passive colloids. The presence of the

active term ik�TT
k ·V

A in Eq. (5.3) makes them di↵er from phonon modes of a colloidal

crystal.

We now present a detailed derivation of the results described in this section. We seek

a solution of the form ui(t) = uk(t)eik·Ri for Eq. (5.2). Using this, the force balance

condition becomes

��TT
k · u̇k +

⇣
ik�TT

k ·V
A
� Dk

⌘
·uk = 0. (5.5)

Here, Dk is called the dynamical matrix [163]. Dk is the Fourier transform of Di j and

�TT
k is the Fourier transform of the friction tensor

Dk =
NX

i=1
Di1 eik·(Ri�R1), �TT

k =
NX

i=1
�TT

i1 eik·(Ri�R1).

The normal modes of relaxation can be obtained by Fourier transforming Eq. (5.5), in

time. The resulting Eq. (5.3) is to be solved to obtain the dispersion relations. To proceed,

we write �TT
i1 in terms of its planar Fourier transform

�TT
i1 =

Z
�̂TT

k (k; h)e�ik0·(Ri�R1) d2k0

(2⇡)2 ,
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Figure 5.3: Branches of the dispersion relation for the two planar normal modes of re-
laxation of a hexagonal active crystal. The curves in upper panel show the dispersion
along high symmetry directions of the Brillouin zone (first inset). The surfaces in the sec-
ond and third insets show the dispersion over the entire Brillouin zone. Polar plots in the
lower panel, have comparisons of full numerical solution (Eq. (5.3)) with the approximate
solution at small k (Eq. (5.4)) for k = 0.01k0 (left panel) and k = 0.3k0 (right panel).

to obtain an expression for �TT
k

�TT
k (k; h) =

X

i

Z
�̂TT

k (k; h)e�i(k0�k)·(Ri�R1) d2k0

(2⇡)2 =
1
Ac

X

�

�̂TT
k (k+ q�; h).

Here we have used the identity

X

i
e�ik·Ri =

(2⇡)2

Ac

X
�(k� q�), (5.6)

where Ac is area of the unit cell and q� are reciprocal lattice vectors. We now identify two

parts of �TT
k as

�TT
k (k; h) = �̂TT

k0
(k; h)+

X

�0
�̂TT

kq (k+ q�; h).
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Here �̂TT
k0

(k; h) corresponds to the q� = 0 and terms at arbitrary non-zero q are denoted

by �̂TT
kq (k; h). Their leading order forms can be written as

�̂TT
k0

(k; h) = �T I+
�T�T

Ac
F

k Ĝw(k; h), �̂TT
kq (k; h) =

�T�T

Ac
F

k
X

�0
Ĝw(k+ q�; h).

Here F k = 1�b2k2/3 and Ĝw(k; h) is the two-dimensional Fourier transform of Gw (see

Appendix A.2). The prime on the summation on the right indicates that � = 0 is excluded

from the sum. We now turn to the calculation of the dynamical matrix,

Dk =
NX

i=1

 
I
r2 U0+

r r
r4 U00

!

0

⇣
1� eik·Ri

⌘
.

Here U0 = �12✏
⇥
(rmin/d)12

� (rmin/d)6 ⇤
and U00 = 12✏

⇥
14(rmin/d)12

� 8(rmin/d)6 ⇤
. We

evaluate the above in the nearest neighbor approximation in the direction parallel to the

wall. The expression for Dk and �TT
k can be evaluated numerically by summing over

the reciprocal lattice vectors. The sum is unconditionally and rapidly convergent as the

Green’s function decays as r�3
i j in the direction parallel to the wall. The dispersion is ob-

tained numerically from Eq. (5.5) and the pair of dispersion relations for motion parallel

to the wall are shown in Fig. (5.3).

Long-wavelength approximation: Analytical expression for the normal modes can be ob-

tained in the k! 0 limit. Keeping terms of the O(k2), Eq. (5.5) becomes

0
BBBBBBBBB@

u̇k1

u̇k2

1
CCCCCCCCCA
= �

h�T
?

vs k2

�T
k

0
BBBBBBBBB@

c1 cos2 ✓+C2 sin2 ✓ c3 sin✓cos✓

c3 sin✓cos✓ c4 sin2 ✓+ c5 cos2 ✓

1
CCCCCCCCCA

0
BBBBBBBBB@

uk1

uk2

1
CCCCCCCCCA
,

Here k1 = k cos✓, k2 = k sin✓ and ci are positive constants, that can be determined in

terms of the parameters of the steric potential and the friction tensors: c1 = �T
?

h/2⌘Ac +
⇣

3
2U0+ 9

8U00+
⌘
/h�T
k

vs, c2 =
⇣

3
2U0+ 3

8U00+
⌘
/h�T
k

vs, c3 = �T
?

h/2⌘Ac +
3
4U00/h�T

k
vs, c4 =

�T
?

h/2⌘Ac + 3c5 and c5 =
⇣

1
2U0+ 3

8U00+
⌘
/h�T
k

vs. We can now diagonalize this matrix

equation to obtain the relaxation of the overdamped modes after Fourier transforming in
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time. The eigenvalues of the resulting equations give the dispersion relation of Eq. (5.4)

in terms of an angular factor, f±(✓) = c15 cos2 ✓ + c24 sin2 ✓ ± [(c15 cos2 ✓ + c24 sin2 ✓)2
�

4(c1c5 cos4 ✓+c2c4 sin4 ✓�c2
3 cos2 ✓ sin2 ✓+(c1c4+c2c5)cos2 ✓ sin2 ✓)]1/2, with c15 = c1+c5

and c24 = c2+ c4. The long-wavelength approximation is found to be in concord with the

complete numerical solution for k . 0.1k0, as shown in Fig. (5.3).

5.6 Crystalline steady states

In this section we work out the steady states of the active crystals using the leading terms

of the force and torque equations. Using the leading order force balance for i-th particle,

the steady state condition for position is given as

�TT
i j ·V

A

j +FP
i = 0. (5.7)

Here VAi = �vs ẑ is self-propulsion of the colloid at a speed vs, assumed to be moving

? to the wall. The body force FP
i = �rRiU is due to a short-ranged repulsive potential

U(ri j) = ✏
✓

rmin
ri j

◆12
� 2✏

✓
rmin
ri j

◆6
+ ✏, for ri j < rmin and zero otherwise [158], where ✏ is the

potential strength and ri j = Ri � R j. The same potential has been used to model colloid-

colloid repulsion FPP
i and the colloid-wall repulsive force FPW

i .

One- and two-body dynamics: To estimate the height at which the particle is brought to

rest close to the wall, we use the ẑ�component of the force balance

��T
?vs = FPW

3 .

Here FPW
3 is the repulsive force from the wall in ẑ direction, while �T

?
vs is the attractive

force of the colloid to the wall in same direction. The balance between the attraction and

repulsion sets the height h at which the colloid is brought to rest. We now consider force
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balance for a pair of particles in planar direction,

�vs�
T
k
�T
?F

0
i F

0
jG

w
↵3(Ri,R j)+FPP

↵ = 0, (5.8)

where ↵ may takes either of the values 1 or 2 corresponding to two equivalent directions

parallel to wall and F l
i =

⇣
1+ b2

4l+6r
2
Ri

⌘
is an operator encoding the finite size of the sphere.

We have used results provided in Appendix A.4, to write the expression for friction. The

solution of this equation gives the lattice spacing d. For fixed particle-wall potential,

increasing vs decreases the resting height h and separation between pairs, d.

In Fig. (5.1), we show the state diagram, obtained from simulation, which shows that

the crystal is stable over a critical strengths of either bottom-heaviness or chirality. For a

symmetric distribution of the centers and orientation of the colloids, a crystal stabilized by

external torque alone does not rotate, while the crystal stabilized by chirality does rotate.

To obtain the non-rotating state of a crystal stabilized by external torque, the colloids are

started in an initially symmetric state, while the orientations are normal to the wall. When

the crystal is rotating at an angular velocity ⌦c about its center of mass Rc, the velocity

the i-th colloid at position Ri can be then written as Ṙi =⌦c⇥Ri. Force balance parallel

to the wall is then

�TT
i j ·

h
⌦c⇥ (R j�Rc

0)
i
+�TR

i j ·⌦ j = 0. (5.9)

The angular speed perpendicular to wall is ⌦ =⌦Ai . This implies that in absence of chiral

self-rotation there is no rotation of the crystal. Here The angular velocity of the crystal

can be obtained by power counting - �TT
i j scales as r�3

i j in direction parallel to wall while

�TR
i j scales as r�4

i j . The angular velocity of the crystal, then, scales as ⌦c / 1/R2
c . In Fig.

(5.1) we show that rotation period of a crystal scales inversely as number of particles N

in the crystal for an assembly of chiral particles, which is an excellent agreement with a

recent experiment [8].
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Slip
mode

Positional
clustering

Orientational
stability

Cluster
rotation

VA Yes No No

V(2s) Yes No No

V(3t) Yes No No

V(3a) No Yes Yes

V(4a) No Yes Yes

Table 5.1: Role of di↵erent terms in truncation of the slip expansion as given in Eq. (5.1)
in active crystallization. It should be noted the rotation column is for a crystal of active
colloids whose positions and orientations are completely symmetric about the center of
the crystal. A crystal with any degree of asymmetry will rotate, irrespective of stability
by bottom-heaviness or chirality.

5.7 Conclusion

In this work, we have considered only hydrodynamic forces and torques, unlike the case

of MIPS [140–143] where Brownian torques drives reorientations [144, 145, 160, 161].

We have shown that the latter are at least two orders of magnitude weaker than the former

for experiments in the class of [5, 8]. However, it is conceivable that thermal fluctua-

tions will play a more significant role when the activity is comparatively weak, modifying

both the nature of crystallization transition and the stability of the crystalline phase. The

spinodal-like instability appears due to the uncompensated long-ranged attractive active

forces. These can be compensated by entropic forces to stabilize the disordered phase at

finite temperatures. A nucleational route to crystallization, with activity-enhanced rates,

is then possible in the regime where the active forces reduce the nucleation barrier without

driving it to zero. In the crystalline phase, thermal fluctuations will excite both phonon

and topological modes. Phonon fluctuations will destroy long-range translational order

[164, 165], but due to the activity-enhanced sti↵ness of these modes, large system sizes

(compared to equilibrium) will be needed to observe the power-law decay of correla-
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tions. Topological defects will be excited at higher temperatures and a defect unbinding

transition [27, 166–169], modified by activity, may destroy translational order entirely,

producing instead an “active” hexatic phase. These present exciting avenues for future

research. We remark that wall-bounded clustering phenomena in algae [6] and charged

colloids [170] are mediated by specific forms of the universal hydrodynamic mechanisms

presented here.

Finally, we suggest that the flow-induced phase separation (FIPS) found here may provide

a paradigm, complementary to MIPS, in which theoretical and experimental studies of

momentum-conserving driven [171] and active matter [172–177] may be situated.
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Figure 5.4: Irreducible axisymmetric and swirling components of fluid flow, Eq. (2.28a),
induced by an active colloid at a height h from the wall. The streamlines of the fluid flow
have been overlaid on the pseudo-color plot of the normalized logarithmic flow speed.
The first column is the flow due to source alone while second column has the flow from
the image, and their sum is plotted in the third column. The first three rows show axisym-
metric flow produced by a monopole (l� = 1s), symmetric dipole (l� = 2s) and vector
quadrupole (l� = 3t) respectively, while the last two rows are the swirling flows due to
antisymmetric quadrupole (l� = 3a) and antisymmetric octupole (l� = 4a) respectively.
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Chapter 6

Periodic flows: Dynamics of polar active

colloids

6.1 Introduction

In this chapter, we present a method to compute the many-body microhydrodynamic of

active colloids in periodic geometries. Calculations of transport properties in an infinite

suspension leads to divergent quantities while there are no such divergences in exper-

iments. This problem of non-absolutely convergent expression for fluid flow has been

addressed here. We explicitly remove the divergent contributions to the flow and then

use the Ewald summation procedure to sum the absolutely convergent expression. The

resulting convergent answer is then used to study active colloids in periodic Stokes flow.

The remainder of the chapter is organized as follows. In section 6.2, we derive a reg-

ularized expression for fluid flow and perform a Ewald summation of the regularized

expression for accelerated convergence in numerical simulations. The expressions, thus

derived, have been used to study the e↵ects of hydrodynamic interaction on the motion of

polar active colloid in section 6.3.

87



6.2 Regularization scheme and Ewald sum for active flows

Active colloids are force-free and torque-free. Still, in absence of external forces and

torques, the fluid flow produced by an apolar active colloid decays as 1/r2, while that of

a polar colloid decays as 1/r3 in an unbounded domain [10, 45]. Summing such flows for

a large system gives non-convergent answers due to the long-ranged nature of the flow.

To compute the expression for a regularized flow, which does not have any divergence,

we follow the procedure due to O’Brien [52]. In O’Brien’s method, an imaginary surface

�0 of length scale much larger than the colloidal radius, but smaller than the length scale

associated with the system, is considered [128, 178]. The surface �0 always remains in

the fluid, and thus has variations at length scales of the order of the size of the colloids. To

tackle the variations on the surface, we compute the integral on a new surface � which is

allowed to cut the colloids and thus has no variations at the colloidal scale. The change of

the surface in the integral has an e↵ect of producing additional terms which can be com-

puted analytically for spheres. Since, the length scale of the surface is much larger than

colloidal dimension, the terms in the surface integral can be replaced by their suspension

averages [99, 179]. The surface � can be finally assumed to be at infinity. The resulting

expression of the flow is absolutely convergent as we now show.

To proceed, we first write the expression for fluid flow, which has contribution from col-

loidal surfaces, as in Eq. (2.9a), and from surface �0 which contains many colloid

v↵(r) =�
Z ⇣

G↵�(r, r j) f�(r)+K�↵�(r, r j)⇢̂�v�(r j)
⌘
dS j

�

Z

�0

⇣
G↵�(r, r0) f�(r0)+K�↵�(r, r0)n�v�(r0)

⌘
dS’. (6.1)

Here n� is the normal of the surface �0. This gives the flow due to rigid colloids without

any approximation. The divergence is circumvented due to surface �0 which ensure that

there are finite number of colloids inside. Now we make the transformation from �0 to

another surface � which is allowed to cut the colloids which we were not doing to start
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with. This has the e↵ect of giving additional terms [128]. The expression for the surface

integral after this transformation

Z

�0

✓
G ·��K · v

◆
·ndS =

Z

�

✓
G · h�i�K · hvi+rG · hQi

◆
·ndS

=

Z

�
r ·

✓
G · h�i�K · hvi+rG · hQi

◆
dV +

Z

S f

✓
G · h�i�K · hvi+�rG · hQi

◆
·ndS .

Here, � is volume fraction, we have used the divergence theorem to convert the surface

integral to volume integral and S f is the field point where the flow is evaluated. Also,

the single layer and the double layer propagators G and K do not vary much over �, and

thus the quantities in the integral can be replace by the respective suspension averages

[99, 179]. Q is the additional contribution due to the surface �[128, 178]. We write it in

irreducible form as

Q = 3
8⇡b

Z
Y(2)(⇢̂) f dS j+

I
8⇡b

Z
f dS j =

9
4⇡b

F(3)
i +

I
8⇡b

FH
i .

These additional terms generate back-flow which cancels the divergent contributions to

the flow. The resulting expression is then absolutely convergent and can be obtained

explicitly [128, 178].

Using the absolutely convergent expression for the fluid flow, the rigid body motion of col-

loids is obtained in terms of the lattice sum of the Oseen tensor from the periodic images.

These lattice sums converge slowly and they are not suitable for numerical simulations.

For an accelerated convergence of these expression, Ewald summation of the Oseen ten-

sor is essential. We compute the Ewald summation of the Oseen tensor using Beenakker’s

method [81, 180]. For convenience, the Oseen tensor is written in the following manner

Go
↵�(R,R0) =

⇣
r

2I�rr
⌘ r

8⇡⌘
=

⇣
r

2I�rr
⌘ erf (⇠r)+ erfc (⇠r)

8⇡⌘
=M(1)+M(2).

Here erf(x) is the error function, erf(x) = 2
p
⇡

R x
0 e�t2dt, and the sum of error function and
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its complement is unity, erf(x)+ erfc(x) = 1 . Thus the rapidly decaying function in the

real space will then converge very quickly while the term which is slowly varying in real

space can be rendered convergent in the Fourier space with very less number of modes

using the Poisson summation formula

X

m
f (xm) =

1
V

X

n
f (kn). (6.2)

The second part of the sum can be calculated by taking the Fourier transform of the

Green’s function

G(k) =
1
⌘

 
I� k̂k̂

k2

!
. (6.3)

Using this in the Fourier transform, the expression for M(1) and M(2) come out to be

M(1) = A(⇠r)
I
r
+B(⇠r)

r̂r̂
r
, M(2)(k) =

C(k)
⌘V

cos(k · r)
 

I� k̂k̂
k2

!
, (6.4a)

A(x) = erf (⇠⇢)+
2
p
⇡

(2x3
�3x2)e�x2

, B(x) = erf (⇠⇢)+
2
p
⇡

(x�2x3)e�x2
, (6.4b)

C(k) =
 
1+

1
4
⇠�2k2+

1
8
⇠�4k4

!
e�

1
4 ⇠
�4k4
. (6.4c)

This means the periodic Green’s function in three dimensions can be written as

GP =
X

M(1)+
1
V

X

k

M(2)(k),

where the sum is over all the colloids in the simulation box and its periodic images. It

should be noted that in the Fourier transform M(2)(r = 0) has been assumed to contribute,

and therefore, it needs to be subtracted explicitly from the expression of the fluid flow for

consistency [180]. The expression is

M(2)(r = 0) =
1

(2⇡)3

Z
M(2)(k)dk =

1
⌘
p
⇡
⇠. (6.5)
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The derivatives of the periodic Green’s function provide the expression for flow and rigid

body motion due to higher modes, as shown in appendix A.3. Thus, the flow and rigidi

body motion can be computed by repeated application of gradient operator with suitable

contractions on the periodic Green’s function. We illustrate this by providing the gradient

and Laplacian of the Ewald summed Oseen tensor.

The gradient of the periodic Green’s function is rGP =r
⇣
M(1)+M(2)

⌘
. The contribution

from the Fourier parts follows trivially

rM(2) = �
C(k)k
⌘V

sin(k · r)
 

I� k̂k̂
k2

!
,

while the real space contribution is

r�M(1)
↵� = D

�↵� r�
8⇡⌘r3 +E

r↵r�r�
8⇡⌘r5 +B

�↵�r�+���r↵
8⇡⌘r3 ,

D(⇠r) = �erfc(⇠r)+
2
p
⇡

e�⇠
2r2h
� ⇠e+10⇠3r3

�4⇠5r5
i
,

E(⇠r) = �3erfc(⇠r)+
2
p
⇡

e�⇠
2r2h
�3⇠e�2⇠3r3+4⇠5r5

i
.

We now calculate the Laplacian of the periodic Green’s function. This can also be used

to construct flow from l� = 3t mode. The expression is r2GP = r2
⇣
M(1)+M(2)

⌘
. The

contributions from terms in Fourier space is easily calculated: r2M(2)
↵� = �k2 M(2)

↵� , while

the real space contribution is

r
2M(1)

↵� =
�↵�

8⇡⌘r

2 erfc(⇠r)
r2 +

2
p
⇡

e�⇠
2r2⇣2⇠

r
+28⇠3r�40⇠5r3+8⇠7r5

⌘�

+
r↵r�

8⇡⌘r3

"⇣�6 erfc(⇠r)
r2 +

2
p
⇡

e�⇠
2r2⇣
�8⇠7r5+32⇠5r3

�4⇠3r�
6⇠
r

⌘#
.

Similarly, the fluid flow due to higher mode of the slip is obtained from the derivatives of

the Ewald summed expression of the Oseen tensor. The streamlines of exterior flow due

to leading modes of the slip in a periodic geometry is plotted in Figure (6.2).
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6.3 Dynamics of polar active colloids

We now study the dynamics of polar active colloids in periodic boundary conditions of

Stokes flow. We consider a minimal model of the slip, retaining only the lowest modes

responsible for self-propulsion of an isolated active colloid in unbounded domain

vA = �VAi +
1

15V(3t)
i ·Y

(2)(⇢̂), VAi = vs pi.

Here vs is the self-propulsion speed and pi is the orientation of the i-th colloid, such that

self-propulsion velocity is VAi = vs pi. This slip truncation, which retains only the vector

quadrupole (l� = 3t) and the active translational velocity, corresponds to polar and achiral

symmetry. The exterior flow field decays as 1/r3 and has a polar nature. Fluid flow field

due to a linear array of polar colloids in periodic geometry of Stokes flow is plotted in

panel (a) of Fig. (6.1). We now consider two illustrations involving polar active colloids

in the periodic geometry of Stokes flow.

We, first, calculate the renormalized speed of a simple cubic array of spherical active col-

loids as a function of the box size and thus estimate the dependence of the self-propulsion

speed with the volume fraction. In panel (b) of (6.1), we plot the renormalized speed

of the simple cubic lattice of polar active colloids as a function of volume fraction,

� = N4⇡b3/(3L3). The corresponding result for the self-propulsion speed of the lattice

is a linear function of volume fraction for small �.

Stokes flow past periodic arrays of spheres has been studied previously in the context of

sedimentation of passive colloids [73, 126, 128, 181, 182]. In all of those studies, it has

been found that at low volume fraction the sedimentation speed of the array is proportional

to �1/3. On the other hand, we have shown that the self-propulsion velocity of an array of

active colloids scales as �. The di↵erence in the behavior is rationalized by the di↵erent

scalings of exterior fluid flow decay due to a sedimenting passive colloid (u / 1/r) and a

self-propelling active colloid (u / 1/r3).
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Figure 6.1: Dynamics of polar active colloids in periodic domain of Stokes flow. (a)
Streamlines of fluid flow due to a linear array of polar active colloids with their orien-
tation along the z-direction. The color map represents the logarithm of the flow speed
normalized to its maximum. (b) Self-propulsion speed of a simple cubic array of ac-
tive colloids (VAP ) with volume fraction, � = N4⇡b3/(3L3), vs is the speed of an isolated
colloid in unbounded flow. The net self-propulsion in periodic Stokes flow speed varies
linearly with volume fraction as shown (see text). (c) Crowley-like instability of a square
lattice of active colloids, which are moving perpendicular to the plane, at three distinct
instants, ⌧ = b/vs. The colloids are plotted in a co-moving frame of reference. See text
for details of the mechanism.
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In panel (c) of Figure (6.1), we plot snapshots from a simulation of a polar active colloids

in the periodic geometry of Stokes flow. The centers of the colloids are initialized on a

square lattice and their orientations are along a direction perpendicular to the lattice. With

time, the dynamics of colloids in the center is di↵erent from those on the edges, which

is a Crowley-like instability in the positional order of the lattice. The Crowley instability

results from the polar nature of the flow produced by sedimenting colloids [183–185],

while the present instability is due to the polar nature of flow produced by the vector

quadrupole mode of the active slip.

6.4 Conclusion

In this chapter, we have presented a method to compute the many-body hydrodynamic

interaction of N spherical colloids with active boundary layers in periodic geometry of

Stokes flow. We explicitly remove the divergent contributions to the flow and then use the

Ewald summation procedure to sum the absolutely convergent expression. The formalism

is then used to study the dependence of the self-propulsion speed with volume fraction in

a suspension of polar active colloids. We also show an instability in the dynamics of a

lattice of polar active colloids.
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Figure 6.2: Irreducible axisymmetric and swirling components of fluid flow, Eq. (2.28a),
due to an active colloids in periodic domain. The streamlines of the fluid flow have been
overlaid on the pseudo-color plot of the normalized logarithmic flow speed. The first
row contains the axisymmetric flow due to monopole (l� = 1s) and symmetric irreducible
dipole (l� = 2s), while second row corresponds to vector quadrupole (l� = 3t) and sym-
metric irreducible quadrupole (l� = 3s). The last row has the flow from antisymmetric
quadrupole (l� = 3a) and octupole (l� = 4a) respectively. A combination of these modes
have been used in this chapter.

95



96



Chapter 7

Boundaries determine collective

behaviour of active colloids

7.1 Introduction

In this chapter, we address the problem of how boundaries and confinement a↵ect the

collective dynamics of active colloids. This is a collaborative work and we provide theo-

retical understandings of the experimental observations [186].

The chapter is organized as follows. In section 7.2, we describe the experimental system

and the main observations of the experiments. In this section, we also detail the theoretical

model used to the provide a theoretical understanding of experimental observations. We

use the formalism developed in preceding chapter by choosing a minimal set of modes

which reproduces the experimental flow. We then simulate active colloidal in geometries

corresponding to the experiments [186]. The experimental observations are described

in section 7.2, while the theoretical model is give in section 7.3. Fluid-induced phase

separation mechanism, obtained from the study of hydrodynamic forces and torques, is

given in section 7.4. The chapter is concluded by a discussion of our results.

97



7.2 Experimental observations

The experiments are done using emulsion droplets as the active colloids, whose motion is

fully three-dimensional [50, 187]. The self-propelling droplet is set into motion by inter-

nal spontaneously broken symmetry [187], which can be visualized due to the the liquid

crystallinity of the droplet medium. We investigate the following cases (Fig.7.1): (i) a

Hele-Shaw geometry where the confinement of the droplets is restricted to one swimmer

diameter (Fig.7.1A) (ii) a Hele-Shaw geometry where the confinement is a few (3–5)

swimmer diameters (Fig.7.1B) (iii) at a plane wall bounding a bulk fluid (Fig.7.1C) and

finally (iv) at a air-water interface (Fig.7.1D). Keeping all parameters fixed, we study the

e↵ects of changing the confining boundaries.

Swimmers form travelling lines in the Hele-Shaw geometries with the separation H be-

tween the plane walls playing a crucial role in determining the collective behaviour of

the particles. Snapshots of the typical interactions and resultant structures in the motions

of the swimmers are shown in the last row of Fig. (7.1A, B). These lines of swimmers

are short-lived for H ⇠ 2b, while these lines are highly stable (long-lived) for a larger

separation (H ⇠ 8b), as shown in Fig. (7.1B).

When the boundaries are very far apart, the three-dimensional propulsion mechanism of

swimmer induces attractive hydrodynamic forces between the swimmers bringing them

closer into aggregates. Steric repulsion between particles balances the attractive hydrody-

namic forces to produce crystallites of the swimmers with hexagonal positional order at a

single wall [9]. However, due to the high strength of activity, there is an out-of-plane mo-

tion from the two-dimensional crystalline structure (Fig. 7.1C). The crystalline aggregate

is stabilized by a three-dimensional vortex comprising of swimmers which are pumped

out of the crystalline plane and then added back by the recirculating flow. At an air-water

interface, on the other hand, the attractive hydrodynamic forces lead to crystallization and

there is no out-of-plane motion.
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Figure 7.1: The role of boundaries in determining the collective behaviour of swimmers.
Top row: Schematic of confinement. The exterior flow field produced by the swimmers
in each geometry is shown in the second row, while corresponding snapshots from sim-
ulation and experiment are shown in third and fourth rows respectively. Travelling lines
of swimmers can be formed in a Hele-Shaw cell. These lines are unstable if the separa-
tion of the cell equals the swimmer diameter (A, H/b ⇠ 2), while these lines are highly
stable when the separation H is a few swimmer diameters (B, H/b ⇠ 8). Aggregation of
the swimmers, leading to crystallization, is observed at a plane wall (C, chamber depth
H/b ⇠ 400) and at the air-water interface (D, chamber depth H/b ⇠ 400). At a plane wall,
swimmers are expunged from the crystalline core, while the crystal is stabilized by the
recirculation of the fluid flow. At the air-water interface, on the other hand, there is no
out-of-plane motion. Here ⌧ = b/vs.
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7.3 Model

Our theoretical model for the swimmers consists of spheres of radius b with an active flow

field prescribed on its surface. This implies that the boundary condition at the interface

between the i-th sphere and the fluid is given by Eq. (2.2). We retain leading terms of slip

expansion of Eq. (2.3a) to reproduce the experimental observations. The choice of the

truncation is done by comparing the experimental and theoretical flow [45]. Our minimal

truncation of the slip is

vAi (⇢i)+ = V(2s)
i ·Y(1)(⇢i)� 1

75V(4t)
i ·Y

(3)(⇢i).�VAi +
1
15V(3t)

i ·Y
(2)(⇢i). (7.1)

The droplet swimmer used to model the experiments is represented by three leading

modes of a tensorial spherical harmonic expansion of the active slip in Eq. (2.2). The

fluid flow due to these modes is in good agreement with the experimentally measured

exterior flow around the swimmer. With this slip model we study the role of boundaries

in determining the collective dynamics. A geometry-dependent comparison of the flow

streamlines colloid due to the leading modes of the slip is given in Fig. (7.4). It should

be noted that the fluid flow around the particle is same in all the geometries considered.

The behavior away from the particle, on the other hand, is modified importantly by the

presence of boundaries. With this understanding, we proceed further to understand the

role of boundaries in determining the collective behavior of active colloids.

Brownian forces on swimmers are typically O(kBT/b)⇡10�16 N, while the typical active

forces on our swimmers are of the order FA = 6⇡⌘bvs⇡10�11 N. Thus, the active hydrody-

namic forces are orders of magnitude larger than the Brownian forces, and therefore, we

ignore the e↵ects of thermal fluctuations in the fluid. The colloid-colloid and the colloid-

wall repulsive interaction is modeled using the short-ranged repulsive WCA potential

[158], which is given as, U(r) = ✏
⇣ rmin

r

⌘12
�2✏

⇣ rmin
r

⌘6
+ ✏, for r < rmin and zero otherwise,

where ✏ is the potential strength.
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The simulations are performed by numerical integration of the Langevin equations of

Chapter 3, which are obtained in a terms of series of sum of mobility matrices and propul-

sion tensors. The series sum is truncated based on the minimal model of the active slip

in Eq. (7.1), while the mobility matrices and propulsion tensors are obtained in terms

of the Green’s functions of Stokes flow appropriate to each geometry. A list of Green’s

functions of Stokes flow in the geometries considered here is given in Appendix A.2.

The coe�cients of the slip expansion are chosen to ensure that the theoretical flow field

is qualitatively similar to the experimentally measured flow field. These parameters are

then kept fixed for all the simulations reported. The evaluation of the rigid body mo-

tion of the colloids and the flow disturbance created by them has been performed using

PyStokes [17]. The numerical integration of the resulting equations are performed using

an adaptive time step integrator, which uses the backward di↵erentiation formula [188].

Random packing of hard-spheres [159] is used as the initial distribution of particles in all

the simulation.

7.4 Collective behavior and boundaries of the flow

In this section, we provide mechanisms for the collective behaviour observed in the ex-

periments by studying the active hydrodynamic forces on the particles. It is observed

in the experiments that lines of swimmers transverse to the swimming direction can be

formed in a Hele-Shaw geometry. These lines emerge due attractive parallel forces be-

tween colloids as shown in the second row of Fig. (7.2A and B). These lines are transient

for H ⇠ 2b, while they are long-lived (stable) if H ⇠ 8b. This di↵erence in the behaviour

is understood by studying the perpendicular component of forces between two swimmers

as shown in the third row Fig. (7.2A and B). The force is an order of magnitude higher

for H ⇠ 2b, in comparison to H ⇠ 8b. Thus, swimmers experiences a much larger per-

pendicular force due to their neighbors, which destabilizes the line, when the Hele-Shaw

thickness equals the particle diameter. These forces change quantitatively for an interme-
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Figure 7.2: Active forces on the swimmers are modified by the presence of boundaries.
The attractive nature of the parallel force (second row) between two swimmers in a Hele-
Shaw (A. H/b ⇠ 2 and B. H/b ⇠ 8) leads to the formation of traveling lines. The perpen-
dicular force (third row) is an order of magnitude larger for H/b ⇠ 2, and thus account
for the short-lived lines in this case. Attractive parallel forces in the plane of the wall
(C) and the interface (D) result in clustering of the swimmers. The perpendicular active
force (third row) is an order of magnitude larger near a wall as compared to the interface,
and explains the out-of-plane motion from the crystalline structure at a plane wall. The
insets in third row show the decay profile of the forces clearly. The phase diagram, corre-
sponding to each geometry, is given in the last row. Here the star denotes the parameters
corresponding to the simulation.
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diate separation (H ⇠ 8b) of Hele-Shaw geometry – the attractive parallel forces between

swimmers become stronger than in the previous case (second row of Fig. (7.2)), while

the net force in the perpendicular direction is reduced significantly. Thus, the gradient of

forces acting on the swimmer determines if the lines are stable (long-lived) or unstable

(transient) in a Hele-Shaw cell.

The attractive long-ranged hydrodynamic forces acting on the swimmers in a plane paral-

lel to the wall and the interface (Fig. 7.2C, D) lead to the crystallization of the swimmers

as shown in Fig. 7.1C and D. The perpendicular-component (out-of-plane from the wall)

of active force on a swimmer is an order of magnitude higher near a wall (Fig. 7.2C), in

comparison to the interface (Fig. 7.2D) causing out-of-plane motion from the crystalline

structure near the wall, while the closed streamlines (see Fig. 7.1C) account for the recir-

culation of the swimmer to the crystalline plane. In e↵ect, the out-of-plane forces and the

recirculation lead to a vortex-stabilized crystal at the wall. This understanding from the

studying the flow and active forces have also been verified in numerical simulations, as

shown in the bottom row of Fig. (7.1). It should be noted that these active hydrodynamic

forces are dissipative and non-conservative [9, 11] and they cannot be obtained in general

from a potential, as seems to be the case in [51].

The phase diagram for each geometry, in the plane of the strengths of symmetric irre-

ducible dipole (V (2s)
0 ) and the vector quadrupole (V (3t)

0 ), is shown in the last row of Fig.

(7.2). Here the star denotes the parameters used to explain the experimental observations.

The phase-boundaries are drawn by running several simulations (shown by the dots) and

keeping the number of particles fixed. It should be noted that the location of these phase-

boundaries change by a small amount if the number of particles change. In Fig. (7.2A)

and Fig. (7.2A), we show the phase diagram when H ⇠ 2b and H ⇠ 8b respectively. It

should be noted that stable and unstable lines of swimmers are possible in both the cases.

In panel (C), we show the phases of colloids near a plane wall. At small strengths of

V (2s)
0 , a two-dimensional crystal is formed at a plane [9], while a vortex-stabilized crystal
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Figure 7.3: Kinetics of aggregation of swimmers at a plane wall (top row) and at a plane
interface (bottom row). The colors are used to indicate and track the initial positions of
the swimmers. Snapshots are shown at equal time intervals (⌧ = b/vs)

is formed at intermediate values. At higher values, a crystalline state appears from a uni-

form state but is unstable to forces perpendicular to the plane. Similarly, in panel (D), a

two-dimensional crystal is formed at a plane interface for small values of V (2s)
0 , while an

unstable crystal is formed at higher strenghts.

In Fig. (7.3) we show the kinetics of aggregation of identically prepared systems of dis-

ordered particles at a plane wall (first row) and at a plane surface (second row). It can

be seen that these particles pack them into a crystalline structure at the plane surface and

there is no relative motion of the particles in the crystals. At a plane wall, on the other

hand, due to a higher magnitude of out-of-plane forces the particles keep moving out from

the plane of the crystal and enter the crystal from the side due to recirculation of the flow

at the wall as shown in Fig. (7.1C). Thus a highly dynamic aggregate is formed, where

the advective motions of the swimmers lead to a mixing within the crystalline plane and

exchange of neighbors (Fig. 7.3) on a much faster timescale than in the case of active

crystals at an interface whose motion is confined to a plane. These observations are of

relevance for encounter rates in bound states of biological systems[6, 8].
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7.5 Conclusion

To summarize, in this chapter, we have shown that the active hydrodynamic forces are

modified by presence of boundaries in the flow and lead to distinct emergent phenom-

ena. The geometries of flow used here are usually realized in various experimentally

and natural settings. Thus our results are applicable to a more wider class of problems

than previously thought. In particular, the emergent structures such as travelling lines or

vortex-stabilized crystals should be viewed as dynamical phases that are obtained due to

flow-mediated active forces and torques on the colloids in the presence of boundaries.

It should also be noted that traveling bands in our case are formed purely by attractive

hydrodynamic forces, and do not require any aligning interactions between them.

It is instructive to compare the flow-induced phase separation (FIPS) mechanisms estab-

lished in this chapter and in Chapter 5 with the complementary paradigm of motility-

induced phase separation (MIPS) [143]. MIPS is a coarse-grained theory, where the col-

loidal fluid is advected by a density-dependent velocity which encodes the fact that the

density is larger in the regions where the particles move slowly and the input that an en-

hanced density may reduce collective motility. The resulting positive feedback can pro-

duce density-segregated stationary states, which has also been obtained in microscopic

models whose kinematics conform MIPS. In particular, crystallization of hard discs in

two-dimension have been reported in simulations [144, 145, 160, 161].

In contrast, FIPS has a dynamical origin, and is equally applicable to both polar and apo-

lar active colloids. FIPS mechanisms are obtained from the balance of forces and torques

to obtain steady states. The forces and torques, being mediated by the fluid flow, are

sensitive to the presence of boundaries and are, generically, anisotropic and long-ranged,

containing both attractive and repulsive components. Thus, the boundaries of the flow

appear essential for the operation of the FIPS mechanism, and a dissolution of the aggre-

gated structure as boundaries become remote would point to it as the operative mecha-

nism. There may also exist distinctive signatures of the flow in the emergent structures
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of the aggregates. For example, the vortex-stabilized crystal (Fig. 7.3) constitutes further

evidence for a FIPS-like underlying mechanism driving the aggregation of particles.

Thus, in this chapter and in Chapter 5, we have shown that the collective steady states of

momentum-conserving active matter systems are determined using the FIPS mechanisms.

FIPS is of dynamical origin and obtained from the balance of forces and torques. Since

active forces and torques on colloids are modified qualitatively and quantitatively by the

presence of boundaries in the flow, new collective phenomena of active colloids appear in

di↵erent geometries of Stokes flow.
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Figure 7.4: Comparison of streamlines of the fluid flow in di↵erent geometries around
an active colloid due to the long-ranged modes (l� = 1s, 2s and 3t) of Eq. (2.28a). The
labels on the top indicate the mode, while those on right are for the geometry of the flow.
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Chapter 8

Contracted Smoluchowski description

of active colloids

8.1 Introduction

The Langevin description of active colloidal suspensions has been derived in Chapter 3.

An equivalent description of the system is also possible in terms of the Smoluchowski

equation for the distribution function of positions and orientations of all the colloids. In

this chapter, we arrive at the Smoluchowski equation using the results of Chapter 2 and

Chapter 3.

The Smoluchowski equation for the distribution function of active colloids is given in

section (8.2). Using this, we show the activity-induced breakdown of the fluctuation-

dissipation relation in active colloidal suspensions. A contacted description of one-body

and two-body density is also given in this section. In section (8.3), we provide a method

to obtain the distribution function by reducing the Smoluchowski equation to a Hamilton-

Jacobi equation. The chapter is concluded by a summary and directions for further work.
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8.2 Smoluchowski descriptions of active colloids

The Smoluchowski equation for the distribution function  (R1, . . . , RN ; p1, . . . , pN) ⌘

 (RN ; pN) of positions and orientations follows immediately from the Langevin equa-

tions of section (3.4). We write it in the form of a conservation law in configuration space

@ 

@t
= �

X

i j
Li j = �

X

i j

⇣
rRi ·VRi j + pi⇥rpi ·V pi j

⌘
 , (8.1)

where the “velocities”VRi j andV pi j are

VRi j = µ
TT
i j ·

⇣
FP

j � kBT rR j

⌘
+µTR

i j ·
⇣
TP

j � kBT pj⇥rp j

⌘
+

1X

l�=2s

⇡(T, l�)
i j ·V(l�)

j +VAi ,

V pi j = µ
RT
i j ·

⇣
FP

j � kBT rR j

⌘
+µRR

i j ·
⇣
TP

j � kBT pj⇥rp j

⌘
+

1X

l�=2s

⇡(R, l�)
i j ·V(l�)

j +⌦
A

i .

Here FP
j = �rR jU, TP

j = �pj ⇥rp jU, and U is a potential that contains both positional

and orientational interactions. Note the position of the mobility in the second derivative

terms: the rµr order (in contrast with two other inequivalent permutations) is provided

unambiguously by the adiabatic elimination of momenta.

In the absence of activity, the equation obeys the fluctuation-dissipation relation and the

Gibbs distribution  ⇠ exp(�U/kBT ) is the stationary solution. The Gibbs distribution

implies that there are no circulating currents between the configurations of the system,

which is the principle of detailed balance for systems at equilibrium. In contrast, in the

presence of activity, the Gibbs distribution is no longer the stationary distribution. This is

due to contributions from the active slip here and is easily verifiable by substitution.

In active systems, the condition of detailed balance is no longer satisfied and, in general,

only the divergence of the current is zero. Circulation currents are a generic possibility in

such circumstances and have, indeed, been observed in models of active colloidal systems

[10, 13, 140, 189]. There is no prescription like Gibbs distribution for systems driven
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far-from-equilibrium. The distribution function has to be derived for each system from

the balance of the forces and torques acting on the colloids. The forces and torques

are specific to a system and thus account for the wide variety of phenomenon seen in

nonequilibrium systems.

The Smoluchowski equation above is a partial di↵erential equation in 6N variables and

is generally intractable as it stands. However, by standard reduction methods, equations

for the one and two particle distribution functions may be obtained from it, providing a

principled way of recovering coarse-grained macroscopic equations from the microscopic

dynamics [190–194]. To this end, we define the n-body density c(n) as,

c(n)(Rn, pn, t) =
N!

(N �n)!

Z
 (RN ; pN)

NY

i=n+1
dRid pi. (8.2)

Using the Smoluchowski equation, we obtain the dynamics of one-body density

@c(1)

@t
= �N

X

i j

Z
Li j (RN ; pN)

NY

i=2
dRid pi

=�N
X

i j

 
rR1 ·

Z
VRi j + pi⇥rR1 ·

Z
V pi j 

! NY

i=2
dRid pi.

We now use the fact that one-body mobilities are diagonal and scalar µRR
11 = µ

R I, µTT
11 =

µT I in an unbounded fluid flow. The one-body density, then satisfies,

@c(1)

@t
= rR1 ·

⇣
µTrR1U �VA1

⌘
c(1)+ kBT µT r2

R1
c(1)

+µR p1⇥rp1 · (c
(1) p1⇥rp1U �⌦A1 + kBT p1⇥rp1c(1))

�N(N �1)
 
rR1 ·

Z
VR12 dR2d p2+ p1⇥rR1 ·

Z
V p12 dR2d p2

! NY

i=3
dRid pi.

We now use the definition of c(2) and the operator Li j to obtain

@c(1)

@t
= �L11 c(1)

�

Z
L12 c(2) dR2d p2. (8.3)
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In obtaining the above expression we have assumed that the potentials generating the

forces and torques have no inter-particle contributions.

We now write the dynamics of one-body colloidal density in terms of currents

@c(1)

@t
= �rR1 ·

⇣
JPR11
+ JPR12

+ JAR11
+ JAR12

⌘
� p1⇥rp1 ·

⇣
JPp11
+ JPp12

++JAp11
+ JAp12

⌘
, (8.4)

where we have separated the one-body and two-body contributions from activity and pas-

sive interaction. The passive contribution to the current are

JPR11
= �

⇣
µT
rR1U

⌘
c(1)
� kBTµT

rR1c(1),

JPp11
= �µR p1⇥rp1 · (c

(1) p1⇥rp1U + kBT p1⇥rp1c(1)),

JPR12
=

Z h
µTT

12 ·
⇣
�rR2U � kBT rR2

⌘
+µTR

12 ·
⇣
�p2⇥rp2U � kBT p2⇥rp2

⌘i
c(2) dR2d p2,

JPp12
=

Z h
µRT

12 ·
⇣
�rR2U � kBT rR2

⌘
+µRR

12 ·
⇣
�p2⇥rp2U � kBT p2⇥rp2

⌘i
c(2) dR2d p2,

while the active contributions are

JAR11
= VA1 c(1), JAp11

=⌦A1 c(1),

JAR12
=

Z 1X

l�=2s

⇡(T, l�)
i j ·V(l�)

j c(2) dR2d p2,

JAp12
=

Z 1X

l�=2s

⇡(R, l�)
i j ·V(l�)

j c(2) dR2d p2.

We now consider the contributions from the inter-particle forces to the currents. In this

case, three-particle densities have to considered, as we now show. The inter-particle forces

acting on the i�th colloid is given as

Fi = �
X

i, j
rRiUi j.

The above gives additional contributions to the currents in Eq. (8.4). The modified ex-
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pression of the currents JPR11
, JPR12

and JPp12
, presence of inter-particle forces, are

JPR11
= �µT

rR1Uc(1)
� kBTµT

rR1c(1)
�µT
rR1 ·

Z
dR2d p2 c(2)

rR1U12,

JPR12
=

Z h
µTT

12 ·
⇣
�rR2U � kBT rR2

⌘
+µTR

12 ·
⇣
�p2⇥rp2U � kBT p2⇥rp2

⌘i
c(2) dR2d p2

�

Z
rR1 ·µ

TT
12 ·

 
c(2)
rR2U12+

Z
c(3)
rR2U32 dR3d p3

!
dR2d p2,

JPp12
=

Z h
µRT

12 ·
⇣
�rR2U � kBT rR2

⌘
+µRR

12 ·
⇣
�p2⇥rp2U � kBT p2⇥rp2

⌘i
c(2) dR2d p2

�

Z
p1⇥rR1 ·µ

RT
12 ·

 
c(2)
rR2U12+

Z
c(3)
rR2U32 dR3d p3

!
dR2d p2.

And similar contribution for inter-particle torques.

From the above equations, it is obvious that we need c(2) and c(3) to obtain dynamics of

c(1). It can be shown that the higher order terms also follow the same trend till we come

to N�colloid density function. This system of equations is called the Bogoliubov-Born-

Green-Kirkwood-Yvon (BBGKY) hierarchy and closure schemes to these equations in

available [195].

Standard reduction methods give equations for the one and two particle distribution func-

tions, providing a principled way of recovering coarse-grained macroscopic equations

from the microscopic dynamics [190–194]. The coarse-grained description, thus obtained

from the microscopic equations, can be used to derive the hydrodynamic description of

active matter [33, 36]. The leading hydrodynamic modes of the system are given as

@⇢(R, t)
@t

+

Z X

i j
Li j = 0, (8.5a)

@m(R, t)
@t

+

Z
Y(1)(p)

X

i j
Li j = 0, (8.5b)

@Q(R, t)
@t

+

Z
Y(2)(p)

X

i j
Li j = 0. (8.5c)

We will pursue these directions of investigations in more detail in a future work.
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8.3 Hamilton-Jacobi method for the distribution function

Explicit expression of the distribution function can be obtained from the Smoluchowski

equation by reducing it to a Hamilton-Jacobi equation in the limit of large system size

[14, 15]. We now define intensive variables ri = Ri/L, where L is the length scale of the

system. In the intensive variables, Eq. (8.1) becomes

1
L
@ (rN

i , t)
@t

= �
X

i j
Li j

 
rN ,

1
L
rrN ,

1
L2r

2
rN

!
 (rN , t). (8.6)

Here we have suppressed the orientational fluctuations, for example, by bottom-heaviness.

We consider a solution of distribution function of the form [196]

 (R̃N) ⇠ exp(LJ(rN
i , t)).

In the limit of L! 1, the Smoluchowski equation then reduces to a Hamilton-Jacobi

equation for J(rN
i , t)

@J(rN
i , t)
@t

+H(rN ,rrN J) = 0. (8.7)

Here, we have only considered terms of order 1/L. Thus we assume that the Brownian

forces and torques are sub-dominant, as was shown to be the case in typical experiments

of active colloids in Chapter 3. The solution of the above is the obtained using the well-

established Hamilton-Jacobi theory of classical mechanics [197]. We consider the phase

space of positions ri and momenta qi = rri J. The expression for J(rN
i ) is then

J(rN
i , t) =

Z t

0

⇣
qi(t
0) · ṙi�H(rN

i , q
N)

⌘
+ J(rN

0 ,0). (8.8)

Thus given the initial J(rN
0 ,0)|rN

0
, find qi =rri J|r0 and then evolve the phase space till time

t to obtain the J(rN
i , t). It should be noted that the Hamilton-Jacobi theory, which is ob-
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tained from the Smoluchowski equation in the L!1 limit, ignores the fluctuations about

the most likely trajectory. Thus, it is only applicable to a certain class of phenomena, like

nucleation, when such a condition is satisfied.

8.4 Conclusion

In this chapter, we have derived the Smoluchowski equation for distribution of positions

and orientations in active colloidal suspensions. Using the Smoluchowski equation, we

explicitly demonstrate the breakdown of the fluctuation-dissipation in active colloidal sus-

pensions. We have also given a contracted Smoluchowski description of active colloids. A

method to obtain the distribution function of the Smoluchowski equation by reducing it to

a Hamilton-Jacobi equation is also presented. A more detailed work using the equations

derived in this chapter will be presented in future.
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Chapter 9

Electrohydrodynamic flows:

Self-assembly of nanoparticles

9.1 Introduction

This thesis focuses on the study of hydrodynamic interaction in systems of active colloids.

A complete theoretical formalism has been developed in the preceding chapters to address

the microhydrodynamics of active colloids. The generality of the method allows us to

study passive particles in the same approach. Unlike, active colloids, passive colloids

move under the e↵ect of external potentials. Motion of charged particle in externally

applied field is such an example. In addition to the external field, the fluid-mediated

interaction of particles also needs to be considered to obtain a complete description of

charge particles in a fluid flow.

In this Chapter, we address a system of hydrodynamically interacting charged and neutral

passive particles in the presence of external electric field. This is a collaborative work and

we provide theoretical explanations to the phenomena observed in the system by studying

the interplay of electric and hydrodynamic stresses [198].
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The remainder of the chapter is organized as follows. In section (9.2), we describe the

experimental observations and the theoretical model used to explain the reported phe-

nomenon reported. The electrohydrodynamic mechanism of self-assembly of nanoparti-

cles has been described in section (9.3). We conclude the chapter by summarizing the

results and indicating avenues of further research.

9.2 Experimental observations and the model

Electrohydrodynamics is the study of the e↵ects of electrostatic forces on fluid flow and

vice versa [16]. Electrohydrodynamic flows result from the motion of free charges on

the surface of a fluid by application of a tangential electric field. In our experiment, free

charged ions are sprayed using electrospray on the air-water inter- face of a container with

an electrode on its surface. Formation of nanoparticle-nanosheet (NP-NS) is observed at

the air water interface.

On the basis of these experimental results it is possible to infer a mechanism for the

NP-NS formation. The self-assembly process is robust against alterations of metal in

the electrospray and the liquid surface on which the spray falls. Thus, generic physical

mechanisms, rather than specific chemical mechanisms must be at play, which leads us to

conjecture as follows. The deposition of the spray on the liquid surface creates additional

ionic species in the liquid, a fraction of which are adsorbed at the liquid-air interface,

producing a strongly charged electrical double layer [199]. It is known, for instance, that

such a double layer forms at room temperature at the air-water interface with a negative ⇣-

potential of few tens of millivolts. The presence of an electric field tangential to the liquid-

air interface provides an electromotive force on the double layer, setting it in motion. The

direction of motion is along the electric field if the ⇣-potential is positive but opposite to

it if the ⇣-potential is negative. Viscous stresses in the liquid sets adjacent fluid layers into

motion which develops into a steady-state fluid flow. This steady-state fluid flow must
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Figure 9.1: Dye visualization of the electrohydrodynamic flow in the symmetry plane of
the liquid container (A) shows the experimental setup. (B) shows the advection of the
dye by the flow when the spray is present (C) shows the cessation of flow, with the dye
falling vertically, when the spray is absent (D) shows the resumption of the advection as
the spray is again turned on and (E) shows circulation of the dye as it is carried along by
the fluid streamlines. (F) shows the streamlines of a theoretically computed flow which
compares well with circulation seen in (E). (G) Theoretically computed streamlines of
electrohydrodynamic flow in long channel whose cross-section is a square of sides H.
The spray from the cone deposits charges at the air-liquid interface which are then set into
motion by the tangential electric field. For a negative interfacial ⇣-potential the resulting
in a flow away from the ground electrode. The bulk fluid, though electrically neutral, is
set into motion due to viscous stresses. The combined action of the surface and bulk flow
guides the nanoparticles into ordered aggregates at the edge of the channel opposite to the
electrode.
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have a circulatory character due to the finite compressibility of the liquid and the finite

volume of the container and can, thus, continuously advect NPs dispersed in the bulk of

the liquid to the liquid-air interface. The NPs thus advected to the surface are then guided

by fluid flow to assemble into packed structures, which are crystalline if the flow is weak

and glassy if the flow is strong.

To test the validity of this conjecture, we visualize the surface and bulk flow in the liquid

both in the presence and in the absence of electrospray, the results of which are shown in

the left panel of Fig. (9.1). The experimental set up is shown in panel (A). In the presence

of electrospray, the dye does not fall vertically, as would be expected, but is advected

tangential to the liquid-air interface, see panel (B). In contrast, when the spray is absent,

the dye falls vertically under gravity, with no detectable tangential convection, see panel

(C). The tangential convection resumes when the spray is restored and the process can be

repeated at will with completely predictable results, see panels (E) and (F). The general

circulatory pattern of the bulk fluid flow reveals itself once the dye is transported along the

fluid streamlines, given a su�cient duration of spraying. Panel (G) shows the results of a

theoretical computation of these streamlines, which is in excellent qualitative agreement

with the experiment. We now outline the quantitative aspects of the electrohydrodynamic

computation that yields the streamlines.

9.3 Electrohydrodynamic assembly of nanoparticles

The basis of the theoretical computation is the electrohydrodynamic system of equations

first proposed by Taylor and Melcher [16], where conservation of fluid momentum and

electric charge are combined with constitutive equations for the mechanical and electrical

stress, assuming that the fluid is mechanically Newtonian and electrically a linear dielec-

tric and an Ohmic conductor. In the regime of slow viscous flow relevant to the present
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experiment, this implies

r · (�H +�E) = 0, (9.1)

where �H
i j = �p�i j + ⌘i jklrkvl, and �E

i j = ✏ (EiE j �
1
2�i jE2), are, respectively, Cartesian

components of the mechanical and electrical stress tensors, vi and Ei are the Cartesian

components of the fluid flow and the electric field in the liquid, ⌘i jkl is the Newtonian

tensor of viscosities and ✏ the permittivity of the fluid. The fluid flow is assumed to be in-

compressible, r ·v = 0, and the electric field is assumed to be irrotational, r⇥ E = 0. The

medium is assumed to be a linear dielectric, D = ✏E, and an Ohmic conductor, J = �E,

where D is the electric displacement, J is the current density and ✏ and � are permittivity

and the conductivity of the liquid. The electric charge distribution ⇢ obeys the Maxwell

and continuity equations

r · D =⇢, (9.2)
@⇢

@t
+r· ( J +⇢v) = 0, (9.3)

and the above three coupled systems of equations, when supplemented by interfacial

boundary conditions, determines the fluid flow, electric field, and charge distribution.

Using the continuity equation, we have

 
@

@t
+ v ·r

!
⇢+

�

✏
⇢ = 0. (9.4)

This sets a relaxation time scale ⌧ = ✏/�. The relaxation time in a fluid is the ratio of the

dielectric constant and the conductivity. The interfacial force density f S can be obtained

from the electrical stress tensor as

f S = r ·�E = ⇢E�
1
2

E2r✏. (9.5)

Here we have used the Maxwell equation r · D = ⇢, to obtain the above expression of in-
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terfacial force density. We assume the fluid to be homogeneous, such that the permittivity

✏ is constant, and the second term in the above equation goes to zero. The expression of

the interfacial force density f S is then f S = ⇢E.We now use the above expression for the

interfacial force density to obtain the fluid flow.

We solve the above equations in a rectangular geometry whose length is much greater than

its square cross-sectional width H. We assume the limit in which the charge relaxation

time ⌧ = ✏/� (⇠ 10�5 s for water) and the flow time scale ⌧0 = ⌘H/� (⇠ 10�4 s for wa-

ter, where � is the surface tension) are both rapid compared to the remaining time scales.

This ensures that the bulk remains electro-neutral and all free charges accumulate at the

interface. The boundary integral representation of the Stokes equation has been used to

determine the fluid in terms of the Green’s function of the Stokes equation. The explicit

expression of the boundary integral representation of Stoke flow has been given in Chap-

ter 2. We write a solution to this equation using a Green’s function G, which vanishes on

all the boundaries of the flow, and a interfacial force density which is obtained from Eq.

(9.5). Then, the integral has contributions only from the interface. We assume a constant

tangential electric field E and a Gaussian free charge density profile ⇢ at the interface.

Finally, we neglect the double layer integral, as it is sub-dominant compared to the single

layer. With these assumptions, the integral can be completed and the streamlines of the

flow can be numerically computed. The approximate solution of the flow at any point r

in the bulk is then given as

v(r) =
Z

G(r, r0) · f S (r0)dS h
X

j
G(r,R j) · (Q (2⇡�2

e)�1/2 exp(�r2/2�2
e)E).

Here, we have used the expression f S (r)= ⇢E for the interfacial force density The integra-

tion is completed by considering the fact that the density of the charges on the surface of

the container can be written as ⇢(r) =
P

j Q�(r�R j) (2⇡�2
e)�1/2 exp(�r2/2�2

e), where �e

is the characteristic width and Q is the strength of the charge. It should be noted that the

charge density is a two-dimensional sheet sheet Gaussian density in the plane. We ensure
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that the ratio �e/H is consistent with the experiment. The Green’s function G is obtained

from the series sum of the Lorentz-Blake tensorabout the side walls. The Lorentz-Blake

tensor ensures no-slip condition at the bottom wall by construction, while the boundary

condition at side walls is implemented by the series sum of the Lorentz-Blake tensor.

The result of the above computation is shown in panel (G) of Fig. (9.1). The circulatory

streamlines are clearly visible in both the bulk and surface flows. It is this flow pattern

that advects particles from the bulk to the surface where the surface flow drives them to

self-assemble at the end of the container farthest from the ground electrode. Flow stream-

lines due to electrohydrodynamic flows for a rectangular channel of depth� H is shown

in Fig. (9.2). The flow streamlines in this case is also similar to panel (G) of Fig. (9.1),

and thus, the same phenomenon to nanosheet formation is expected to be present in both

shallow and deep containers.

9.4 Conclusion

In this chapter, we theoretically explain the formation of nanosheets by studying the elec-

trohydrodynamic flow at the air-water interface. We show that, both, tangential electric

field and free surface charges are necessary for any electrohydrodynamic flow and thus for

the formation of the nanosheet. The flow at the surface can be controlled by adding more

electrodes at specific points on the container and also by having electrodes of di↵erent

polarity. These provide exciting new directions to extend this work.
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Figure 9.2: Electrohydrodynamic flow in a rectangular geometry. The bottom wall is
assumed to be at depth� H. The qualitative features of the flow are similar to that in Fig.
(9.1G) except the fact that the flow vanishes at the bottom of the container in Fig. (9.1G),
while here the bottom is assumed to be at a higher depth.
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Chapter 10

PyStokes

10.1 Introduction

In Chapter 2 and Chapter 3 of this thesis, a microscopic description of active colloidal

suspensions has been derived. We have obtained the Langevin equations for active col-

loids in terms of mobility matrices and propulsion tensors. These mobility matrices and

propulsion tensors are many-body functions of the colloidal configuration and their nu-

merical computation is essential to simulate active colloidal suspensions To this end, we

have developed a library - PyStokes - to compute these objects and to obtain Stokes flow

produced by active colloidal spheres. All the computer simulations presented in this thesis

are performed using PyStokes.

We now detail the organization of the chapter. A brief introduction to the library and

a description of supported geometries of Stokes flow is provided in section 10.2, while

examples for usage is given in section 10.3. Apart from the theory developed in the

previous chapters of the thesis where the resolution of explicit fluid degrees of freedom

is not needed, the library also supports an additional explicit fluid solver. This method is

also based on the irreducible approach to Stokes flow and is described in detail in section

10.4. We conclude the chapter by indicating future plans for additional features.
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10.2 PyStokes: Introduction

PyStokes is a Cython [200] library to simulate the motion of spherical active colloids and

to compute external flow field produced by them. The development of PyStokes codebase

happens on GitLab, while a stable, well-documented, free, and open-source version is

available on GitHub.

The PyStokes library currently supports following geometries:

• For unbounded domains, the Oseen tensor has been used to compute the exterior

fluid flow around colloids and their rigid body motion.

• For fluid-fluid interfaces, expressions of Green’s functions from [201, 202] have

been employed to obtain the mobility matrices and propulsion tensors, and thus

compute the rigid body motion of active colloids.

• For wall-bounded domains, the Lorentz-Blake Green’s function [203] has been

used to construct flows that vanish at a plane wall and to compute the rigid body

motion of colloids. For flow bounded between parallel wall, we either use a se-

ries sum of Green’s function [204, 205], or the approximate solution of Liron and

Mochon [204], to obtain the flow and rigid body motion.

• For periodic domains, O’Brien’s [52] method is used to derive an unconditionally

convergent expression for the flow. Ewald summation of the resulting terms is

implemented to accelerate convergence using Beenakker’s method [180].

The library includes all long-ranged terms for Stokes flow. Additionally, all the leading

terms of polar, apolar and chiral symmetry of active slip have also been included. This

ensures that we include a minimal set of coe�cients to produce active translations and

rotations. In the next section we provide examples of usage of the library.
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10.3 PyStokes: Usage

In this section, we provide example usage of PyStokes. In the Python pseudocode below,

we have simulated the motion of an active colloid using the PyStokes and PyForces li-

brary. PyForces is a library, to be used along with PyStokes, for computing body forces

and torques on the colloids.

## Simulation of an active colloid near a no-slip wall using PyStokes

import pystokes , pyforces

import numpy as np

b, Np = 1, 1 # radius (b) and number of colloids (Np)

T, Tp = 128, 1024 # simulation duration and number of points

rm,re,wrm,we = 2*b,1,1*b,1 # parameters for repulsive WCA potential

# allocate memory for position (r), orientation (p),

# force (F), velocity (v) and angular velocity (o)

r,p = np.zeros(3*Np),np.zeros(3*Np),np.zeros(3*Np)

F,v,o = np.zeros(3*Np),np.zeros(3*Np),np.zeros(3*Np),np.zeros(3*Np)

# provide an initial condition

r[2]=10; p[2]=-1; V3t=p

# instantiate wallBounded and forceFields classes from PyStokes and PyForces

wRbm = pystokes.periodic.Flow(b, Np, eta=1.0)

ff = pyforces.forceFields.Forces(Np)

#compute the velocity and angular velocity using PyStokes

ff.wallWCA(F,r,rm,re,wrm,we) # force given position and parameters

wRbm.stokesletV(v, r, F) # update velocity due to body forces

wRbm.potDipoleV(v, r, V3t) # update velocity due to self-propulsion

wRbm.stokesletO(o, r, F) # update angular velocity - body forces

#Complete the simulation using a suitable integrator.
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The flow field around the colloids gives additional insights into the collective dynamics.

A python pseudocode to compute the flow using PyStokes is provided below.

## Computation of flow at given points in 3D using PyStokes

import pystokes , pyforces

import numpy as np

b, Np = 1, 1 # radius (b) and number of colloids (Np)

L, Ng = 10, 32 # length of domain and number of grid pts

rm,re,wrm,we = 2*b,1,1*b,1 # parameters for repulsive WCA potential

# allocate memory for position, orientation , force and velocity

r,p,F,v = np.zeros(3*Np),np.zeros(3*Np),np.zeros(3*Np),np.zeros(3*Np)

Nt=Ng*Ng; rt,vv = np.zeros(3*Nt), np.zeros(3*Nt)

##assign position and orientation

r[2]=10; p[2]=-1; V3t=p

#instantiate wallBounded and forceFields classes from PyStokes and PyForces

wFlow = pystokes.periodic.Flow(b, Np, eta=1.0)

ff = pyforces.forceFields.Forces(Np)

ff.wallWCA(F,r,rm,re,wrm,we) # force given position and parameters

uFlow.stokesletV(vv, rt, r, F) # update flow - body forces

uFlow.potDipoleV(vv, rt, r, V3t) # update flow - self-propulsion

# Visualize the flow using any desired software.

It should be noted that we can simulate active colloids and compute flow field in distinct

geometries just by changing the class instantiation. The rest of the code remains same

for a given model. This allows us to systematically explore the role of boundaries in the

flow for a given model. In Fig. (10.1), we plot the snapshots of the configuration and

flow field around an active colloid self-propelling towards a plane wall at four di↵erent

instants from a simulation using PyStokes.
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Figure 10.1: Computation of rigid body motion and flow of an active colloid self-
propelling towards a plane wall. Four snapshots at increasing times are shown. The
streamlines are shown in the domain of the flow while the image of the colloid is shown
with respect to the wall at z = 0. The colorbar represents the normalized logarithm of the
flow speed.

Figure 10.2: Benchmarks to numerically compute rigid body motion due to the propulsion
tensor ⇡(T,3t) in the unbounded geometry of Stokes flow, on a 16-core machine, using
PyStokes. The present implementation shows a linear scaling with the number of cores,
while it scales quadratically with number of particles when the matrix-vector products are
computed directly.
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10.4 Mollified irreducible multipole approach

In addition to the implementations of theory presented in this thesis, there is an additional

application in PyStokes on the mollified irreducible multipole approach (MIMA). MIMA

is a Stokes solver which resolves the fluid degrees of freedom [13, 132, 150, 151, 206]. We

use the single-layer form of the boundary integral representation of Stokes flow [45, 81]

to obtain the exterior fluid flow using the MIMA as

v(r) = �
Z

G(r) · q(r)dr. (10.1)

Here q is the single layer density. The integral is then evaluated following Eq. (A.3) to

obtain

v(r) = �
1X

l=1
bl�1

 
1+

b2

4(l�1)+6
r

2
!
r(l�1)G(r) ·Q(l), (10.2)

where Q(l) are the irreducible tensorial harmonic coe�cients of the e↵ective single layer

density [45, 81]. Using the definition of Fourier transform in Appendix A.2, the expres-

sion for the flow for r � b becomes

v(r) = �
1

(2⇡)3

Z
eik·r G(k) · f(k)d3 k, (10.3a)

f (k) = �
1X

l=1
bl�1

 
1�

b2

4(l�1)
k2

!
(�ik)(l�1)

·Q(l). (10.3b)

Here f (k) is the e↵ective force per unit area in the Fourier space. This e↵ective force

density is, then, given by the Dirac delta distribution in the coordinate space as

f (r) = �
1X

l=1
bl�1

 
1+

b2

4(l�1)
r

2
!
r(l�1)�(r) ·Q(l). (10.4)

The above expression of the force density satisfies the Stokes equation �rp+⌘r2v = f (r)

and produces the correct exterior fluid flow. We now make a smoothed approximation to

the Dirac delta distribution by replacing it with a mollifier Ml(r) to obtain the mollified
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force density

f M(r) = �
1X

l=1
bl�1

 
1+

b2

4(l�1)+6
r

2
!
r(l�1)Ml(r) ·Q(l).

The final expression of the mollified exterior flow is then obtained as

vM(r) =
1

(2⇡)3

1X

l=1

Z
eik·r vM(k)dk, (10.5a)

vM(k) = bl�1
 ⇣

1�
b2

4(l�1)+6
k2

⌘
(�ik)(l�1) Ml(k)G(k) ·Q(l)

!
. (10.5b)

The above expression for the fluid flow is very convenient for discretization and allows

the solution using Fourier transforms. We ensure that Ml(k)! 1 as kb! 0 such that the

original and mollified flow fields agree optimally. Additionally, we assume the mollifier is

isotropic Ml(k) = Ml(k2). The flow due to irreducible l� modes is obtained by projecting-

out the irreducible modes of Q(l) using Eq. (2.4). The rigid body motion of the colloids

is computed by interpolating the flow at their locations.

10.5 Conclusion

In this chapter, we have provided a brief description of our homegrown library PyStokes.

The library performs fast and e�cient evaluation of Stokes flow with a user-friendly front-

end. The library scales linearly with the number of cores, while it takes an O(N2) compu-

tational e↵ort to compute rigid body motion due to a propulsion tensor for an N colloids

system when matrix-vector products are computed directly, as shown in Fig. (10.2). Thus,

with current many-core architectures, a dynamic simulation of about N ⇠ 105 is possible.

For larger number of particles, accelerated summation methods are desirable, which can

reduce the cost toO(N log N) [93, 94] or evenO(N) [76, 95, 96]. This can be implemented

in the present numerical architecture as an improvement over the direct kernel sum, while

rest of the structure of the library remains same.
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Chapter 11

Conclusions

In this thesis, we have developed a formalism for studying the hydrodynamic interaction

between active colloids. This formalism does not need to resolve the explicit fluid degrees

of freedom and conserves momentum in both the bulk fluid and at the boundaries. To this

end, we have used the boundary-domain integral representation of the Stokes flow to de-

rive a complete expression for the force per unit area on the surface of active colloids.

The expression is obtained by expanding the boundary fields, force per unit area and ac-

tive slip, in the tensorial spherical harmonics and solving a linear system of equations.

The solution is best expressed as an infinite set of linear relations - generalized Stokes

laws - between the coe�cients of the force per unit and the slip (Chapter 2). The linear

relations between the coe�cients of the force per unit area and the slip is given in terms

of generalized friction tensors, which are many-body functions of the colloidal configu-

ration. We have obtained explicit forms of the generalized friction tensors in terms of a

Green’s function of Stokes equation using the Jacobi iterative method.

The generalized Stokes laws are then used to derive explicit expressions for hydrody-

namic forces, torques on active colloids. The expression for the forces and torques have

been used to derive Langevin equations for active colloids in Chapter 3. The Langevin

equations are obtained in terms of mobility matrices and propulsion tensors. The mobility
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matrices are familiar from the theory of passive suspensions [56, 57], while the propulsion

tensor are newly introduced [10]. In contrast to only four mobility matrices for passive

colloids, there is an infinite number of propulsion tensors, which account for rich and di-

verse phenomena in active colloidal suspensions with no analogue in passive suspensions.

The Langevin equations have been implemented in a numerical library for numerical sim-

ulations of experimentally realizable situation to derive testable predictions. A summary

of main theoretical and numerical results of the thesis is given Table (11.1) and (11.2)

respectively.

In Chapter 4 we have shown that the collective dynamics of active colloids in the un-

bounded geometry of Stokes flow is determined by the interplay of the activity and the

external potential confining them. We have demonstrated the formation of orbits in a sys-

tem of two harmonically trapped polar active colloids by studying the balance of one-body

forces and two-body torques [10]. These individual orbits coalesce to produce sustained

convection-rolls, the so-called self-assembled pump [13]. Next, we studied the synchro-

nization of active colloids in a 2D lattice of harmonic traps and shown that the entropy

production is related to the synchronization [11]. In a system of apolar active colloids in

a spherical confinement, we have found that the collective dynamics is determined by the

contractile or the extensile nature of colloids.

In our simulations, we have also found that the emergent phenomena in active colloidal

suspensions are determined by the boundaries in the flow. For example, we have shown in

Chapter 5 that distortion of fluid flow by a plane wall leads to long-ranged attractive forces

between active colloids, which drives their crystallization. Similarly, in Chapter 7, we

have shown that strikingly new phenomena appear in identical systems of active colloids

by changing the boundaries of the flow alone. This di↵erence in the emergent behaviour

is understood by studying the dissipative active forces and torque on the colloids, which

depend on the boundaries of the flow. Thus we have elucidated the role of boundaries in

determining the emergent behaviour of active colloids.
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Section Topic

2.2 Generalized Stokes laws

2.3.1 Rigid body traction

2.3.2 Active traction

2.4 Flow, pressure, and stress in the fluid

2.5 Entropy production in the fluid

2.6 Active suspension stress

3.3 Brownian traction

3.4 Langevin descriptions of active colloids

5.5 Harmonic excitations of an active crystal

8.2 Smoluchowski descriptions of active colloids

8.3 Hamilton-Jacobi method for the distribution function

10.4 Mollified irreducible multipole approach

Table 11.1: Summary of main theoretical results of the thesis.

Study of active colloids in periodic geometries of Stokes flow has been considered in

Chapter 6. In this chapter, we have first determined the e↵ective speed of a simple cu-

bic lattice of self-propelling colloids, which varies linearly with the volume fraction. We

have, then, studied a Crowley-like instability in a layer of polar active colloids. In Chap-

ter 8, we describe the mechanism for the formation of nanosheets at the air-water interface

by studying the electrohydrodynamic flow in a rectangular geometry. Smoluchowski de-

scription of active colloids has been pursued in Chapter 9 and a Hamilton-Jacobi approach

has been employed to obtain a solution for the distribution function. A brief introduction

to our numerical library PyStokes is given in Chapter 10, along with some representative

examples and benchmarks.
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Section Model Emergent behaviour

4.2 Polar active colloids (l� = 2s,3t) in a harmonic trap
Geometry: unbounded flow

Formation of
self-assembled pump

4.3 Polar active colloids (l� = 2s,3t) in 2D lattice of
harmonic traps

Geometry: unbounded flow

Synchronization of the
colloids is related to
entropy production

4.4 Apolar active colloids (l� = 2s) in a spherical
confinement

Geometry: unbounded flow

Collective dynamics
di↵ers for contractile and
extensile apolar colloids

5.3 Active colloids (l� = 2s,3t,3a,4a) near a wall
Geometry: flow bounded by a plane wall

Crystallization of active
colloids

6.3 Polar active colloids (l� = 3t)
Geometry: periodic flow

Crowley-like instability
of a lattice of colloids

7.2 Active colloids (l� = 2s,3t,4t)
Geometry: parallel wall (H ⇠ b)

Transient lines of active
colloids

7.2 Active colloids (l� = 2s,3t,4t)
Geometry: parallel wall (H ⇠ 10b)

Long-lived lines of active
colloids

7.2 Active colloids (l� = 2s,3t,4t)
Geometry: plane wall

Vortex-stabilized crystal
of active colloids

7.2 Active colloids (l� = 2s,3t,4t)
Geometry: plane surface

Two-dimensional crystal
of active colloids

9.3 Nanoparticles in a tangential electric field
Geometry: rectangular channel

Formation of a nanosheet
on the channel surface

Table 11.2: Summary of main numerical results of the thesis.
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The theory developed in this thesis assumes that all the non-hydrodynamic parts of the

problem, determining the active slip, has been solved separately. The slip mechanism for

synthetic active colloids [4] is phoretic, and at high Péclet number, we need to solve for

advection and di↵usion simultaneously. The study in this thesis can be extended to study

both the hydrodynamic and non-hydrodynamic part using boundary integral representa-

tion of respective problems. The study can also be extended to study the e↵ect of shape

anisotropy in determining the fluid flow and collective motion in an active suspension.

The formalism can also be applied to study fluctuations in suspensions of active polymers

[130, 132, 133, 177, 207, 208], membranes, etc.

The thesis focuses more on the deterministic parts of the problem, though the stochastic

equations have been presented. In a future work, we will explore the stochastic aspects

more fully [189, 209], using the Langevin and Smoluchowski descriptions derived in this

thesis. In particular, renormalization group ideas applied to di↵erent scales, for exam-

ple, at microscopically scale there is no detailed balance in active matter, but the coarse-

grained equations of motions [33, 36, 148, 210] may still show emergent detailed balance.

Though we have developed the formalism for active systems, the results are equally appli-

cable to driven systems in the limit of zero activity, and in the presence of external drive.

Thus, the theoretical techniques and numerical tools of this thesis provide a broader scope

for further studies in the field of nonequilibrium statistical physics.
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Appendix A

Appendices

In the initial chapters of this thesis, we have obtained a complete microscopy theory of ac-

tive colloidal suspensions by using the boundary-domain integral representation of Stokes

equation. The results are obtained in terms of boundary integrals and linear system of

equations. In this chapter, we provide the details of the evaluation of the integrals and the

solution of the linear system of equations.

We now detail the organization of the appendices. In section (A.1), we derive the boundary-

domain integral representation of the Stokes equation. A comparison of the boundary-

domain representation of the Stokes equation and the Laplace equation is also shown. In

section (A.2), we write a general expression of the Green’s functions of Stokes flow. We

have also given a list of Green’s functions used in this thesis and provide a derivation of

their Fourier transforms. Detailed derivations of the boundary integrals is given in section

(A.3.) We also derive explicit expressions of the matrix elements of the linear system of

active colloidal suspensions in this section. Using the explicit forms of the expression

derived in section (A.3), we provide the iterative Jacobi solution of generalized friction

tensors in section (A.4). The appendix also includes some details on the implementation

of these results to perform numerical simulations.
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A.1 Derivation of boundary-domain integral equation

For completeness, we now outline the main steps in the derivation of the boundary-domain

integral representation of Stokes flow. Consider two solenoidal vector fields v1 and v2 ,

such that r · v1 = 0 and r · v2 = 0. Introduce two scalar fields p1 and p2 and define

�1(v1, p1) = �p1I+⌘
⇣
rv1+rvT

1

⌘
,

�2(v2, p2) = �p2I+⌘
⇣
rv2+rvT

2

⌘
.

The solenoidal property of the vector fields gives the following identity

r · (�1 · v2) =
⇣
�rp1+⌘r

2v1
⌘
· v2,

r · (�2 · v1) =
⇣
�rp2+⌘r

2v2
⌘
· v1.

Subtracting the above two equations we get

r · (�1 · v2��2 · v1) =
⇣
�rp1+⌘r

2v1
⌘
· v2�

⇣
�rp2+⌘r

2v2
⌘
· v1.

Integrating this result over the entire volume V and using the divergence theorem gives

Z h⇣
�rp1+⌘r

2v1
⌘
· v2�

⇣
�rp2+⌘r

2v2
⌘
· v1

i
dV = �

Z
(�1 · v2��2 · v1) · ⇢̂dSi.

Here S i are the surfaces of the spheres in the volume V and we vector fields v1 and v2

vanish at any other boundary in the volume of the fluid.

We now obtain integral representation for the pair (v1, p1) that satisfies the fluctuating

Stokes equation r ·�1 = �rp1 + ⌘r2v1 = �⇠, where ⇠ is the thermal force acting on the

fluid. To do so, we chose (v2, p2) to be a fundamental solution of the Stokes equation

satisfying r ·�2 = �rp2+⌘r2v2 = �g�(r� r0), where g is an arbitrary constant [81]. Us-

ing this, the second term of the volume integral is completed to give v1(r). The first term
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of the volume integral gives contributions from Brownian forces. The surface integrals

now contain the Green’s function of Stokes flow and its derivatives (see Eq. (2.10)). The

boundary-domain integral representation of the Stokes equation is then

v↵(r) =
Z

G↵�(r, r0)⇠�(r0)dV0�
Z ⇣

G↵�(r, ri) f�(ri)�K�↵�(r, ri)⇢̂�v�(ri)
⌘

dSi. (A.1)

Equating the above expression for the bulk fluid velocity to the boundary condition and

evaluating the third integral as a principal value leads to an integral equation on the col-

loidal boundaries as given in Eq. (3.4). It should also be noted that the above expression

reduces to Eq. (2.9a) in the limit of vanishing thermal traction.

Boundary-domain integral equation for electrostatics

The electrostatic problem of computing the potential due to N spheres has a similar form

as that of Stokes equation. Here, the potential is determined by Poisson’s equation,r2 =

⇢̃/✏̃, where ⇢̃ is charge density and ✏̃ is the permittivity, whose integral representation is

 (r) =
Z

G̃(r, r0) ⇢̃(r0)dV0 �
Z ⇣

G̃(r, ri) �̃(ri)� K̃↵(r, ri) ⇢̂↵  (r j)
⌘

dSi, (A.2)

where G̃(r) = 1
4⇡✏̃ r , K̃↵(r) = ✏̃r↵G̃, and �̃ is surface charge density [211]. Thus, there is a

close analogy between microhydrodynamics and electrostatics, with the correspondence

v$  , f $ �̃, ⌘$ ✏̃. (A.3)

The analogy is not wholly complete since K̃↵ is the normal derivative of the Green’s

function of the Laplace equation, while K�↵� is the sum of derivatives of the Green’s

function of the Stokes equation and the pressure Green’s function. However, it does pro-

vide a heuristic for understanding microhydrodynamic phenomena guided by electrostatic

analogies. This analogy is used in the notation “single layer” and “double layer” for the

second and third terms of the integral representation of Stokes equation in Eq. (A.1).
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A.2 The Green’s functions of Stokes equation

A Green’s function of Stokes equation satisfies Eq. (2.10) of Chapter 2, and thus, rep-

resents the solution of the singularly forced Stokes equation and the continuity equation.

We write the Green’s function for arbitrary geometry of the Stokes flow as a sum

G↵�(R0, R) =Go
↵�(R0 �R)+G⇤↵�(R0, R⇤), (A.4)

where Go(r) = (r2I �rr) (r/8⇡⌘) is the Oseen tensor and G⇤↵�(R0, R⇤) is the correc-

tion necessary to satisfy the boundary condition. A variety of Green’s functions can be

expressed in this form, including those for flow between parallel walls and in periodic

domains. The above choice can also be written in terms of a scalar function � as

G(R0, R) = (r2I�rr)�(R0, R). (A.5)

Here � is a biharmonic field such that the corresponding Green’s function satisfies the

Stokes equation [212]. In general � = r
8⇡⌘ +�

⇤, where the additional term �⇤ ensures

that the boundary conditions are satisfied. For an unbounded flow �⇤ = 0. This choice

would be convenient to obtain Green’s function in a complicated geometry as one need

to solve for a scalar � and not a tensor. A list of Green’s functions, corresponding to

generic geometries of Stokes flow, is given in Table (A.1). In addition, we can obtain an

approximate expression for a Green’s function of a complex geometry, with more than

one boundary in the flow, by the use of a linear combination of these generic Green’s

functions.

Explicit expression for the Green’s function of fluid pressure and fluid stress follow the

Green’s function of fluid velocity using Eq. (2.10). These expressions of the Green’s

function are then used to obtain the generalized friction tensors, mobility matrices and

propulsion tensors in the corresponding geometries of Stokes flow. Derivations of the

explicit expressions of these quantities are given in the following appendices.
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Figure A.1: The coordinate system used to describe the i-th spherical active and its image
system in the following geometries of Stokes flow: A. parallel no-slip plane walls, B. a
plane no-slip wall, and C. a plane free-slip surface.

Green’s function

Unbounded fluid Go
↵�(Ri�R j) = 1

8⇡⌘

⇣
r

2�↵��r↵r�
⌘

ri j.

Plane interface
(fluid-gas) Gi

↵�(Ri, R j) =Go
↵�(ri j)+ (��⇢�⇢����3�3�)Go

↵�(r⇤i j).

Plane interface
(fluid-fluid)

Gf
↵�(Ri, R j) =Go

↵�(ri j)+M
f
��G

o
↵�(r⇤i j)�

2h �
1+�rr⇤�G

o
↵3(r⇤i j)M��+h2 �

1+�r
2
r⇤G

o
↵�(r⇤i j)M��.

Plane no-slip
wall

Gw
↵�(Ri, R j) =Go

↵�(ri j)+G⇤↵�(Ri, R⇤j) =
Go
↵�(ri j)�Go

↵�(r⇤i j)�2hrr⇤�G
o
↵3(r⇤i j)M��+h2

r
2
r⇤i j

Go
↵�(r⇤i j)M��.

Parallel plane
no-slip walls

G2w
↵� (Ri, R j) =Go

↵�(ri j)+G⇤↵�(Ri, Rb⇤
j )+G⇤↵�(Ri, Rt⇤

j )+G�
↵�,

G2w
↵� (Ri, R j) = 3hz(H�z)(H�h)

⇡⌘H3

 
�↵�
2r2
k

�
r↵r�
r4
k

!
, H ⇠ 2b.

Table A.1: The Green’s functions of Stokes equation for a system of two colloids at Ri and
R j respectively [201–205, 213]. Here ri j = Ri�R j, and r⇤i j = Ri�R⇤j, where R⇤j =M ·R
is the image of the jth colloid at a distance h from the interface/wall at z = 0.M = I�2ẑẑ,
�= ⌘2/⌘1, andM f

�� =
⇣

1��
1+���⇢�⇢����3�3�

⌘
, where ⇢ takes values 1, 2. We use two distinct

Green’s functions for the parallel plane no-slip walls - one using a sum of Lorentz-Blake
tensors, along with a correction G�

↵� to satisfy the boundary conditions at the two walls
[205], while the other is an approximate solution, when the separation H ⇠ 2b [204]. Here
r
k

is a measure of the distances in the plane parallel to the walls. The coordinate system
used to describe the i-th spherical active colloid and its image system, in these geometries,
is given in Fig. (A.1).
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Fourier transform of the Oseen tensor

We now derive the Fourier transforms of the Green’s functions of fluid velocity, pressure

and stress in an unbounded domain of fluid flow

Go(Ri, R j) = (Ir2
�rr)

ri j

8⇡⌘
=

1
8⇡⌘

0
BBBBBB@

I
ri j
+

ri jri j

r3
i j

1
CCCCCCA , (A.6a)

Po(Ri, R j) = �
1

4⇡
r 1

ri j
=

1
4⇡

ri j

r3
i j

, (A.6b)

Ko(Ri, R j) = �1Po+⌘
⇣
rGo+ (rGo)T

⌘
= �

3
4⇡

ri jri jri j

r5
i j

. (A.6c)

Here ri j = Ri�R j. To proceed, we define the Fourier transform of a function '(r) as

'̂(k) = F
⇥
'(r)

⇤
=

Z
'(r)e�ik·r dr, '(r) = F�1 ⇥

'̂(k)
⇤
=

1
(2⇡)3

Z
'̂(k)eik·r dk. (A.7)

From the definition of Dirac delta

�(r) =
1

(2⇡)3

Z
eik·r dk,

along with the fact that r2(1/r) = �4⇡�(r) and r2r = 2/r, we have

F

"
1

4⇡r

#
=

1
k2 , F

"
1

8⇡

 
�↵�
r
�

r↵r�
r3

!#
=

k↵k�
k4 .

The Fourier transform of the unbounded Green’s function, Eq. (A.6), is then

Ĝo
↵�(k) =

�↵�� k̂↵k̂�
⌘k2 , p̂o

↵(k) = �
i
⌘

k̂↵
k
, (A.8)

K̂o
↵��(k) =

i
⌘

�↵�k�
k2 + k�

⇣�↵�� k̂↵k̂�
k2

⌘
+ k↵

⇣���� k̂�k̂�
k2

⌘�
=

i
⌘


z}|{
k̂↵����2k̂↵k̂�k̂�

k

�
. (A.9)

Here i =
p
�1 is the unit imaginary number and

z}|{
k̂↵��� = k̂↵��� + k̂��↵� + k̂��↵�. Inter alia,

these expressions are useful in obtaining the diagonal elements of the linear system.
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Fourier transform of the Lorentz-Blake tensor

The Lorentz-Blake tensor Gw is our choice of the Green’s to study flow bounded by a

plane wall [203, 214]. Lorentz-Blake tensor can be written in form of Eq. (A.4), as

Gw
↵� =Go

↵�(ri j)+G⇤↵�(Ri, R⇤j) =Go
↵�(ri j)�Go

↵�(r⇤i j)+Gv
↵�(Ri, R⇤j), (A.10)

Gv
↵�(Ri, R⇤j) =

1
8⇡⌘

"
2h2

✓�↵⌫
r⇤3
�

3r⇤↵r⇤⌫
r⇤5

◆
M⌫��2h

✓r⇤3�↵⌫+�⌫3r⇤↵��↵3r⇤⌫
r⇤3

�
3r⇤↵r⇤⌫r⇤3

r⇤5
◆
M⌫�

#
.

The correction G⇤↵� is interpreted as a sum of three images, a Stokeslet, a dipole, and a

degenerate quadrupole, located at R⇤ =M ·R, whereM = I�2ẑẑ is the mirror operator

with respect to the wall [9, 49, 215–218]. Here h is the height of the colloid from the wall.

We define the two-dimensional (2D) Fourier transform of a function '(r) = '(r1,r2,h) as

'̂(k; h) = F⇢
⇥
'(r)

⇤
=

Z
'(r)e�i(k1r1+k2r2) dr1dr2, '(r) =

1
(2⇡)2

Z
'̂(k;h)ei(k1r1+k2r2)dk1dk2.

Here r is a 3D vector, while k is a 2D vector defined in the plane of the transform (or the

wall). The 2D Fourier transform of Gv
↵�, last term of Eq. (A.10), is then [203]

Ĝv
↵�(k;h) =

he�2kh

2⌘k


ikµ(�↵3��µ+��3�↵µ)+h

⇣
ikkµ{�↵3��µ���3�↵µ}� kµk⌫�↵µ��⌫��↵3��3k2

⌘�

where µ and ⌫ take values 1,2. We now use the following relation

F⇢

"
1

2⇡r

#
=

e�kh

k
,

and its appropriate derivatives to obtain the transform of the remaining terms in Eq.

(A.10). The 2D Fourier transform of the Lorentz-Blake tensor is then, withK = 1�e�2kh,

Ĝw = Ĝv+ 1
4⌘k3

0
BBBBBBBBBBBBBBBBBB@

Kk2
2 +2hkk2

1e�2kh
�Kk1k2�2hkk1k2e�2kh

�i2hk2k1e�2kh

�Kk1k2�2hkk1k2e�2kh
Kk2

1 +2hkk2
2e�2kh

�i2hk2k2e�2kh

�i2hk2k1e�2kh
�i2hk2k1e�2kh

Kk2
�2hk3e�2kh

1
CCCCCCCCCCCCCCCCCCA

.
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A.3 Evaluation of boundary integrals and matrix elements

In this section, we evaluate the boundary integrals of Chapter 2. The boundary integrals

can be computed exactly for spherical active colloids by expanding the boundary fields in

terms of tensorial spherical harmonics Y(l)(⇢̂i). They are defined as [71, 72]

Y (l)
↵1↵2...↵l(⇢̂) = (�1)l⇢l+1

r↵1 . . .r↵l ⇢
�1, (A.11)

Y (0) = 1, Y (1)
↵ = ⇢̂↵, Y (2)

↵� =
✓
⇢̂↵⇢̂��

�↵�
3

◆
, Y (3)

↵�� =
⇣
⇢̂↵⇢̂�⇢̂��

1
5[⇢̂↵���+ ⇢̂��↵�+ ⇢̂��↵�]

⌘
.

These are orthogonal basis function on the surface of a sphere

1
4⇡b2

Z
Y(l)(⇢̂)Y(l0)(⇢̂)dS = �ll0

l! (2l�1)!!
(2l+1)

�(l). (A.12)

We expand the traction and slip in this basis, see Eq. (2.3). The orthogonality of the basis

functions can be used to obtain the expansion coe�cients in terms of surface integrals of

traction and slip as [57]

F(l)
i =

1
(l�1)!(2l�3)!!

Z
f (Ri+⇢i)Y(l�1)(⇢̂i)dSi, (A.13a)

V(l)
i =

2l�1
4⇡b2

Z
vA(Ri+⇢i)Y(l�1)(⇢̂i)dSi. (A.13b)

The coe�cients of the traction and velocity are tensors of rank l and can be written as

irreducible tensor of rank l, l� 1 and l� 2 [10]. The decomposition of traction and slip

coe�cients is given as [10, 77, 219]

F(l)
i = F(ls)

i �
l�1

l
�(l�1)

·
�
" ·F(la)

i
�
+

l(l�1)
2(2l�1)

�(l�1)
·
�
�F(lt)

i
�
, (A.14a)

V(l)
i = V(ls)

i �
l�1

l
�(l�1)

·
�
" ·V(la)

i
�
+

l(l�1)
2(2l�1)

�(l�1)
·
�
�V(lt)

i
�
. (A.14b)

The corresponding relations to obtain l� modes from the lth coe�cient of the traction and

the slip respectively is given in Eq. (2.4).
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Evaluation of boundary integrals for fluid flow, pressure and stress

With these informations, we proceed to solve the boundary integrals of Eq. (2.27). The

key idea in evaluating the boundary integrals is to Taylor expand the Green’s function

about the center of the sphere, and express the l-th degree polynomial of the radius vector

in terms of tensorial spherical harmonics. Orthogonality of the tensorial spherical har-

monics and biharmonicity of the Green’s function reduces this infinite number of terms

in the Taylor series to exactly two. To show these steps explicitly, the Taylor expansion is

G(r, R+⇢) =
1X

l=1

1
(l�1)!

(⇢ ·r)(l�1) G(r, R+⇢)
����
⇢=0
. (A.15)

We now consider the expression (⇢ ·r)(l�1) = (⇢↵1⇢↵2⇢↵3 · · ·⇢↵l�1)(r↵1r↵2r↵3 · · ·r↵l�1),

where we note that (⇢↵1⇢↵2⇢↵3 · · ·⇢↵l�1) is not in its irreducible form. Now to make use of

the orthogonality of tensorial spherical harmonics, we write ⇢(l) as [56]

⇢↵1⇢↵2 · · ·⇢↵l+1 = bl�1 Y (l�1)
↵1↵2···↵l+1

(2l�3)!!
+

bl�1

2l�3

X

↵ j↵kpairs
�↵ j↵k

Y (l�3)
↵1↵2···↵ j�1↵ j+1···↵k�1↵k+1···↵l�1

(2l�7)!!
+O(l�5),

from which it follows that

(⇢ ·r)(l�1) = bl�1

2
66666664
Y(l�1)r(l�1)

(2l�3)!!
+

1
2l�3

X

jk pairs

Y(l�3)r(l�3)
r

2

(2l�7)!!
+O(l�5)

3
77777775 .

On using the series sum of Eq. (A.15) in Eq. (2.27a), only two terms remain on integra-

tion, while all other terms go to zero either by biharmonicity or due to the orthogonality

of Y(l)s. Thus, the solution of the boundary integral, Eq. (2.27a), for the fluid flow is

G(l)
j (r,R j) = bl�1

F
l�1
j r(l�1)

R j
G(r,R j), (A.16a)

F
l
j =

⇣
1+ b2

4l+6r
2
R j

⌘
. (A.16b)

Here the operator F l
j encodes the finite size of the colloids.
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Following the same method, it is straightforward to show that remaining boundary inte-

grals of Eq. (2.27) are obtained in terms of the derivatives of respective Green’s functions.

Explicitly, they are

K(l)
j (r,R j) =

4⇡bl+1

(l�2)!(2l�1)!!
F

l�1
j r(l�2)

R j
K(r,R j), (A.17)

P(l)
j (r,R j) = bl�1

F
l�1
j r(l�1)

R j
G(r,R j). (A.18)

Q(l)
j (r,R j) =

4⇡bl+1

(l�2)!(2l�1)!!
F

l�1
j r(l�2)

R j
Q(r,R j), (A.19)

S(l)
j (r,R j) = bl�1

F
l�1
j r(l�1)

R j
S(r,R j). (A.20)

M(l)
j (r,R j) =

4⇡bl+1

(l�2)!(2l�1)!!
F

l�1
j r(l�2)

R j
M(r,R j), (A.21)

These are then used to arrive at Eq. (2.28), where tensors relating the irreducible slip

modes to fluid velocity, pressure, and stress are

⇧
(l�)
j = �

⇣
G(l0�0)

i (r, Ri) ·�
(l0�0, l�)
i j � K(l�)

j (r, R j)
⌘
,

⇤
(ls)
j = �

⇣
P(l0s)

i (r,Ri) ·�
(l0s, ls)
i j �Q(ls)

j (r,R j)
⌘
,

�
(l�)
j = �

⇣
S(l0�0)

i (r,Ri) ·�
(l0�0, l�)
i j �M(l�)

j (r,R j)
⌘
·

Here, we use the definition of projection operators to define, G(l�)
i =P(l�)

·G(l)
i , and similar

operation of projection on the boundary integrals of fluid pressure and fluid stress. It is

instructive to note that only symmetric irreducible contribution to pressure survive, owing

to its harmonic property. First three terms for the flow expression are G(l�)
i are:

G(ls)
i =G, G(2s)

i = 1
2

h
riG+ (riG)T

i
, G(2a)

i = 1
2ri⇥G.

The irreducible decomposition of the slip ensures that, at any order, there are at most

three kinds of derivatives, which are the irreducible gradient of the Green’s function (ls),

its curl (la) and its Laplacian (lt).
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Evaluation of matrix elements

The integrals appearing in the linear system, Eq. (2.16 and 2.20), are solved exactly to

give matrix elements in terms of a Green’s function of Stokes flow. A general expression

of the Green’s function G is given, in Eq. (A.4), as a sum of Oseen tensor and a correction

G⇤ to satisfy the boundary condition. Explicit expression of the matrix elements are then

given as [10]

G(l, l0)
i j (Ri,R j) =

8>>>>>>>>>>><
>>>>>>>>>>>:

G(l, l0)
ii +bl+l0�2

F
l�1
i F

l0�1
j r(l�1)

Ri
r(l0�1)

R j
G⇤(Ri,R j) j = i,

bl+l0�2
F

l�1
i F

l0�1
j r(l�1)

Ri
r(l0�1)

R j
G(Ri,R j) j , i,

G(l, l0)
ii = �ll0

2l�1
16⇡2⌘b

Z
Y(l�1)(⇢̂) (I� ⇢̂⇢̂)Y(l�1)(⇢̂)d⌦.

The expressions for the elements of the double layer integral also follow similarly [10]

K(l, l0)
i j (Ri,R j) =

8>>>>>>>>>>>><
>>>>>>>>>>>>:

�
1
2�ll0�

(l�1)+
4⇡b(l+l0�1)

F
l�1
i F

l0�1
j

(l0 �2)!(2l0 �1)!!
r(l�1)

Ri
r(l0�2)

R j
K⇤(Ri,R j) j = i,

4⇡b(l+l0�1)
F

l�1
i F

l0�1
j

(l0 �2)!(2l0 �1)!!
r(l�1)

Ri
r(l0�2)

R j
K(Ri,R j) j , i.

The o↵-diagonal terms of the linear system have been obtained using Taylor expansion

and the orthogonality of the tensorial spherical harmonics, following the steps in the

derivation of Eq. (A.16a).

For the diagonal terms, i = j, the correction term does not contain singularities in the

domain of flow and, therefore, the boundary integrals in the definition of the matrix el-

ements can be expressed in terms of derivatives of the correction. Singular terms from

the Oseen tensor can be calculated explicitly by performing Fourier transform of Oseen

tensor and using well-known results for integrals of Bessel functions. The contribution to
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the diagonal matrix element from the single layer of the boundary integral is

Go(l, l0)
ii =

(2l�1)(2l0 �1)
(4⇡b2)2(2⇡)3

Z
ei(⇢�⇢0)·kY(l�1)(⇢̂)

 
I� k̂ k̂
⌘k2

!
Y(l0�1)(⇢̂0)dk dSdS0. (A.22)

This above integration is completed using plane wave expansion in terms of tensorial

spherical harmonics as

eik·⇢ =
1X

q=1

(i)q�1(2q�1)
(q�1)! (2q�3)!!

jq�1(k⇢)
⇣
Y(q�1)( k̂) ·Y(q�1)(k̂)

⌘
, (A.23)

and using using the orthogonality of Y(l)s, and the spherical Bessel function

Z
1

0
jl�1(kb) jl0�1(kb)dk = �ll0

⇡

2b (2l�1)
. (A.24)

The expression of the single-layer diagonal-matrix elements is then [45, 57]

Go(l, l0)
ii ⌘G(l, l0)

ii = �ll0
(2l�1)
16⇡2⌘b

Z
Y(l)(⇢̂) (I� ⇢̂⇢̂)Y(l)(⇢̂)d⌦. (A.25)

The double layer contribution is obtained in a similar way by Fourier transforming the

stress tensor to obtain the expression

Ko(l, l0)
ii =

i(2l�1)
(32⇡4b2)(l0 �1)!(2l0 �3)!!

Z
ei(⇢�⇢0)·kY(l�1)


z}|{

Ik̂ �2k̂k̂k̂
⌘k

�
· ⇢̂0Y(l�1) dkdSdS0.

Expanding the plane wave in spherical Bessel function and using k̂ ·
⇥z}|{

Ik̂ �2 k̂k̂k̂
i
= I,

the diagonal contribution from double layer integral is [10]

Ko(l, l0)
ii = �1

2�ll0�
(l�1). (A.26)

These exact expressions have been used to obtain explicit expressions for generalized

friction tensors and rigid body motion of spherical active colloids.
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A.4 Jacobi method for the generalized friction tensors

In this appendix, we obtain the expression for the generalized friction tensors using the

classical Jacobi iteration applied to the linear system of equations for active colloidal sus-

pension. Explicit expressions for the matrix elements have been provided in section A.3.

The solution obtained using Jacobi iteration is the mathematical basis of the physically

motivated “method of reflections” first used by Smoluchowski [90].

The linear system of equation for active colloidal suspension, derived in Chapter 2, is

1
2V(l�)

i =�G(l�, l0�0)
i j (Ri,R j) ·F(l0�0)

j +K(l�, l0�0)
i j (Ri,R j) ·V(l0�0)

j , (A.27)

Here the first two modes of V(l�) include rigid body motion such that V(1s) =V�VA and

V(2a) = b(⌦�⌦A). We then rewrite the linear system of equations in standard form for

the Jacobi iterative scheme as

�G(l�, l0�0)
i j (Ri, R j) ·F(l0�0)

j =
⇣

1
2 I(l�, l0�0)

i j �K(l�, l0�0)
i j

⌘
·V(l0�0)

j . (A.28)

Here I is the identity operator. From here we want to calculate the generalized friction

tensors

�(l�, l0�0)
i j =

h
G�1

i(l�, l00�00)

ik
·

⇣
1
2 I(l00�00, l0�0)

k j �K(l00�00, l0�0)
k j

⌘
=

h
G�1

i(l�, l0�0)

ik
·

⇣
B(l00�00, l0�0)

k j

⌘
.

(A.29)

The right hand side of the linear system consists of the known velocity coe�cients. Ja-

cobi’s solution at the nth iteration is then

⇣
�(l�, l0�0)

i j

⌘[n]
=

1

G(l�, l�)
ii


B(l�, l0�0)

i j �

0X
G(l�, l00�00)

ik ·

⇣
�(l00�00, l0�0)

k j

⌘[n�1]�
. (A.30)

Here the prime over summation indicates that the diagonal term (i = j = k and l� =

l0�0=l00�00) is not included in the summation as per definition of Jacobi iteration [220].
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The one-body solution of the linear system can be calculated exactly in an unbounded

domain of fluid flow. The generalized friction matrix is here fully diagonal and the Jacobi

iteration trivially converges. The solution of the linear system is then

F(l�)
i = ��(l�, l�)

ii V(l�)
i = �

1

G(l�, l�)
ii

V(l�)
i . (A.31)

First three of them correspond to force, torque and stresslet. They are

G(1s,1s)
ii =

1
6⇡⌘b

, G(2a,2a)
ii =

1
8⇡⌘b

, G(2s,2s)
ii =

3
20⇡⌘b

.

where G(l�, l�)
ii are the diagonals of the l� block of the single-layer matrix. It should be

noted that at this order there is no hydrodynamic interaction; an active colloid translated at

self-propulsion velocity VA and self-rotates with angular velocity ⌦A. This exact result

for one-body system was obtained previously by several authors from a direct solution of

the Stokes equation [38, 43, 44], through the use of the reciprocal identity [70] and from

the boundary integral approach [10, 45].

For a system of many active colloids the Jacobi iteration must begin with an initial guess

for the solution. As the linear system is diagonally dominant, the one-particle solution is

always a good starting guess. Thus the zeroth order solution is gives as

⇣
�(l�, l0�0)

i j

⌘[0]
=
�i j�ll0���0

G(l�, l�)
ii

. (A.32)

Hydrodynamic interaction between two colloids appear at first order of the Jacobi iteration

in Eq. (A.30). The solution for the l� = l0�0 = 1s at n = 1 are

⇣
�TT

11

⌘[1]
= �T ,

⇣
�TT

12

⌘[1]
= ��T�T

F
1
F

1G(R1, R2)�
28⇡⌘b�T

3
F

1
F

2rG(R1, R2)+ . . .

Here �T = 6⇡⌘b is the friction for an isolated colloid in an unbounded flow and is the

zeroth guess of the Jacobi iteration and G is a Green’s function of Stokes. Correction to

152



the self-friction due to presence of other colloids appears at second order of Eq. (A.30)

⇣
�TT

11

⌘[2]
= �T

⇣
�T
F

1
F

1G(R1, R2)
⌘2
+�T

 
28⇡⌘b2

3
F

1
F

2rG(R1, R2)
!2

+ . . . (A.33)

The same approach is then applied to derive the arbitrary orders of the generalized friction

tensor for all combinations of l� and l0�0. The first order approximation to friction tensors

in term of Green’s function G of Stokes flow

⇣
�TT

i j

⌘[1]
= ��T�T

F
0
i F

0
j G,

⇣
�RT

i j

⌘[1]
= �1

2�
T�RrRi ⇥G,

⇣
�TR

i j

⌘[1]
= �1

2�
T�RrR j ⇥G,

⇣
�RR

i j

⌘[1]
= �1

4�
R�RrRi ⇥

⇣
rR j ⇥G

⌘
,

⇣
�(T,2s)

i j

⌘[1]
= �c2s�T

F
0
i F

1
j rR jG,

⇣
�(R,2s)

i j

⌘[1]
= � c2s

2 �
RrRi ⇥

⇣
rR jG

⌘
,

⇣
�(T,3a)

i j

⌘[1]
= �c3a�T rR j(rR j ⇥G),

⇣
�(R,3a)

i j

⌘[1]
= � c3a

2 �
RrRi ⇥

⇣
rR j(rR j ⇥G)

⌘
,

⇣
�(T,3t)

i j

⌘[1]
= c3t�T r2

R j
G,

⇣
�(R,3t)

i j

⌘[1]
= 0,

⇣
�(T,4a)

i j

⌘[1]
= c4a�TrR jrR j(rR j ⇥G),

⇣
�(R,4a)

i j

⌘[1]
= c4a

2 �
RrRi ⇥

⇣
rR jrR j(rR j ⇥G)

⌘
.

Here �T = 6⇡⌘b, �R = 8⇡⌘b3, c2s =
28⇡⌘b2

3 , c3a =
13⇡⌘b3

9 , c3t =
4⇡⌘b3

5 , c4a =
121⇡⌘b4

10 . The

friction tensor corresponding to l� = 2t are obtained in terms of the pressure Green’s

function as

�(2t,T )
i j = P(Ri,R j), �

(2t, ls)
i j = l(l�1)

2(2l�1)r
(l)
R j

P(Ri,R j), �
(2t, la)
i j = 0, �(2t, lt)

i j = 0.

These expression of the friction tensors are then used to obtain explicit forms of the mo-

bility and propulsion tensors. Table (A.2) contains the leading order expressions of the

mobility and propulsion tensors.

In the preceding appendices, we have seen that all the relevant quantities, in our approach,

are obtained in terms of a Green’s function of the Stokes equation. This fact is utilized

in our numerical implementation of the theory to simulate distinct geometries of the flow

by using the corresponding Green’s function and their higher derivatives, as described in
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i , j i = j

µTT
i j F

0
i F

0
j G (6⇡⌘b)�1I+F 0

i F
0
j G⇤

µTR
i j

1
2rR j ⇥G 1

2rR j ⇥G⇤

µRT
i j

1
2rRi ⇥G 1

2rRi ⇥G⇤

µRR
i j

1
4rRi ⇥rR j ⇥G (8⇡⌘b3)�1I+ 1

4rRi ⇥rR j ⇥G⇤

⇡(T, ls)
i j clsF

0
i F

(l�1)
j r(l�1)

R j
G, l � 2 clsF

0
i F

(l�1)
j r(l�1)

R j
G⇤, l � 2

⇡(R, ls)
i j

cls
2 rRi ⇥r

(l�1)
R j

G, l � 2 cls
2 rRi ⇥r

(l�1)
R j

G⇤, l � 2

⇡(T, la)
i j clar(l�2)

R j
(rR j ⇥G), l � 3 clar(l�2)

R j
(rR j ⇥G⇤), l � 3

⇡(R, la)
i j

cla
2 rRi ⇥r

(l�2)
R j

(rR j ⇥G), l � 3 cla
2 rRi ⇥r

(l�2)
R j

(rR j ⇥G⇤), l � 3

⇡(T, lt)
i j cltr(l�3)

R j
(r2

R j
G), l � 3 cltr(l�3)

R j
(r2

R j
G⇤), l � 3

Table A.2: The leading order expressions of the mobility and propulsion tensors [10].
Here, G = Go +G⇤ is a Green’s function of Stokes equation. It is written as the sum
of Oseen tensor Go and a correction G⇤ to satisfy the boundary condition in the domain
of the flow. See Eq. (A.4) and the corresponding description for further details. The
operator F l

j , see Eq. (A.16b), encodes finite size of the colloids, and cl� are constants
obtained from the solution of the linear system.

Chapter 10. It should be noted that the higher derivatives of a given Green’s function,

for example, the Lorentz-Blake tensor, may lead to unwieldy expressions. In the case

of the Lorentz-Blake tensor, we can save considerable computation time by choosing to

apply the mirror operator to the coe�cients of the slip, when computing the rigid body

motion, for a dynamic simulation of active colloids near a plane wall. Similar savings

in the computation time is also achievable for the simulations of active colloids near a

fluid-fluid or a fluid-air interface.
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