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Synopsis

Introduction

One of the outstanding problems in cosmology today is understanding the origin

of the primordial perturbations. The inflationary and the bouncing scenarios con-

stitute two competing paradigms for the generation of perturbations in the early

universe (for instance, see the following texts [1] and reviews [2,3]). While the in-

flationary scenario has been investigated to a great extent and is, without doubt,

the most simple, effective as well as popular paradigm to describe the origin of

the perturbations, there has been a persistent effort over the last two decades to

construct viable alternatives.

As is well known, the inflationary scenario was invoked to overcome the hori-

zon problem associated with standard hot big bang model [2]. Inflation refers

to a brief period of accelerated expansion during the early stages of the conven-

tional radiation dominated era. Such a phase of rapid expansion permits a causal

mechanism to generate the primordial perturbations. The epoch of inflation is

usually assumed to be driven by scalar fields, which are encountered regularly

in high energy physics. These scalar fields contain quantum fluctuations and it

is possible to impose well motivated, natural initial conditions on the fluctua-
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tions when the modes are well within the causal domain during the early stages

of inflation. Later, as the modes leave the causally connected domain due to

the accelerated expansion, the quantum fluctuations are converted into classical

perturbations that leave their imprints as anisotropies in the Cosmic Microwave

Background (CMB) and the large scale structure. Many models consisting of

single and multiple scalar fields have been proposed to achieve inflation. The

background inflationary dynamics determines the characteristics of these pertur-

bations, which are conveniently described in terms of correlation functions. The

pattern of anisotropies in the CMB as observed by the recent Planck mission [4,5],

along with other cosmological data, point to a nearly scale-invariant and adia-

batic primordial scalar power spectrum as is generated by the simplest models of

inflation [6, 7].

It turns out to be rather easy to construct an inflationary model that is consistent

with the cosmological data. This efficiency of the paradigm has led to a profusion

of inflationary models and, despite the increasingly accurate cosmological obser-

vations, many of the models continue to remain consistent with the data (for a

comprehensive list of single field models, see Ref. [8]). Such a degeneracy has

even led to the concern whether, as a paradigm, inflation can be falsified at all. In

such a situation, it has become imperative to explore alternatives to inflation. The

most investigated alternative to the inflationary paradigm is the classical bounc-

ing scenario (see the recent reviews [3]). In the bouncing scenarios, the universe

goes through an initial phase of contraction until the scale factor reaches a mini-

mum value, before it begins to expand. During the early stages of the contracting

phase, one can impose well motivated initial conditions on the perturbations,

thereby overcoming the horizon problem in a manner similar to inflation. In con-

trast to inflation which can be easily achieved with a single scalar field, because

of the fact that the null energy condition is violated as the scale factor approaches

the minimum value, the bouncing scenarios often require more than one scalar
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field to drive them. This thesis is aimed at studying certain aspects of inflationary

and bouncing scenarios driven by two scalar fields.

Motivation, objective and scope

While inflationary models involving a single scalar field has been studied exten-

sively, it would be fair to say that inflation driven by multi-field models, specifi-

cally, two-field models, have not been explored to an equal extent (for early dis-

cussions, see, for example, Refs. [9–11]). As far as the background evolution is

concerned, two-field models offer a richer dynamics than the single field mod-

els due to the possibility of different types of trajectories in the field space. At

the level of perturbations, the existence of isocurvature perturbations in two-field

models can lead to a non-trivial evolution of the curvature perturbation on super-

Hubble scales.

In the context of bounces, as we alluded to above, models involving two scalar

fields prove to be a natural choice for achieving the required background evolu-

tion. However, when compared to inflation, it turns out to be difficult to construct

well motivated sources which can drive bounces (see, for instance, Refs. [12–14]).

This difficulty can be largely attributed to the fact that, as we mentioned, the

null energy condition may have to be violated in the vicinity of the bounce. It

is interesting to note that, in the simplest of bouncing scenarios, the shape of the

power spectrum is determined by the behavior of the early contracting phase. It is

easy to show that a contracting phase which behaves close to a matter dominated

epoch can lead to nearly scale-invariant spectra that can be consistent with the

CMB data. Such a scenario is referred to as the matter bounce. Though conceptu-

ally simple, matter bounces are plagued by a few difficulties, primarily associated

with the instabilities arising due to the rapid growth of anisotropic stress during
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the contraction (for a list of difficulties faced, see, for example, Refs. [3, 15–17]).

Moreover, some of the earlier analysis suggest that the tensor-to-scalar ratio r can

be rather large in these models, beyond the upper bound of r . 0.07 from the

recent Planck data [12]. The challenge has been to construct pathology-free near-

matter bounces that can lead to nearly scale-invariant scalar power spectra and a

small tensor-to-scalar ratio consistent with the current observations.

Though nearly scale-invariant primordial power spectra, as is generated by slow

roll inflation, are remarkably consistent with the cosmological data, certain fea-

tures in the primordial scalar power spectrum are known to provide an improved

fit to the CMB data [7, 18–23]. Such features can be easily generated during infla-

tion by introducing brief departures from slow roll [19–22]. Since the inflationary

trajectory is largely an attractor, it will restore slow roll after the deviations from

it. In contrast, most of the models which have been considered towards achiev-

ing bounces, such as, say, the popular matter bounce, require fine tuned initial

conditions [24]. This implies that these models will be ruled out if future obser-

vations confirm the presence of features in the primordial spectrum. Amongst

the bouncing models, it is only the ekpyrotic scenarios that permit attractors (for

the original ideas, see Refs. [25]; for more recent discussions, see Refs. [26, 27]).

It becomes imperative to examine whether such models can generate features in

the primordial spectrum that have been considered in the context of inflation.

As we discussed, in inflation as well as the bouncing models, the primordial

perturbations are generated due to quantum fluctuations associated with scalar

fields that drive the background. As the universe evolves, the quantum fluctua-

tions are expected to eventually turn classical and eventually leave their imprints

as anisotropies in the CMB. This quantum-to-classical transition of the primordial

perturbations remains to be satisfactorily understood. While the issue has been

investigated to a considerable extent in the context of inflation, there has been
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only a very limited effort in this direction in the bouncing scenarios (for discus-

sions in the inflationary context, see Refs. [28–30]; for investigations in bouncing

scenarios, see Refs. [31–33]).

This thesis examines specific issues related to the problems described above. It is

based on five pieces of work, which investigate the following problems: (1) nu-

merical evaluation of the tensor bipsectrum in two-field models of inflation,

(2) constructing a symmetric matter bounce model leading to scale-invariant

spectra and a small tensor-to-scalar ratio, (3) extending the model to near-matter

bounces leading to a spectral tilt that is consistent with the observations, (4) ex-

amining the possibility of generating features in ekpyrotic bounces, and (5) com-

paring the quantum-to-classical transition in two-field inflationary and bouncing

models.

Summary of the research work

In this section, we shall briefly describe the five pieces of work that will constitute

the thesis.

Numerical evaluation of the tensor bispectrum in two-field

inflation

Over the last decade and a half, it has been recognized that observations of

primordial non-Gaussianities—in particular, the amplitude of the three-point

functions—can help us arrive at a smaller class of viable inflationary mod-

els [34–36]. This expectation has been corroborated to a large extent by the

strong constraints that have been arrived at by the Planck data on the three non-
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Gaussianity parameters that describe the amplitude of the scalar bispectrum [37].

Theoretically, a considerable amount of work has been carried out towards under-

standing the non-Gaussianities generated in single and multi-field inflationary

models (see, for example, Refs. [36, 38]). However, the theoretical understand-

ing of non-Gaussianities generated in inflationary models and the observational

constraints that have been arrived at are largely concentrated on the scalar bispec-

trum and the corresponding non-Gaussianity parameters. In fact, apart from the

scalar bispectrum, there arise three other three-point functions when the tensor

perturbations are also included [39]. The three-point functions are often evalu-

ated analytically in the slow roll approximation, and one has to resort to numer-

ical efforts to evaluate these three-point functions in a generic situation [40–42].

Also, while numerical procedures have been developed to evaluate the three-

point functions in single field models, until recently, there has been little effort

towards computing these quantities in multi- field models [43, 44]. Our eventual

goal is to arrive at a numerical procedure to evaluate all the three-point functions

in two-field and, in general, multi- field models. In contrast to the scalars, the

tensor perturbations are simpler to study as they depend only on the evolution

of the scale factor. As a first step of the process, our aim is to compute the ten-

sor bispectrum and the corresponding non-Gaussianity parameter in two-field

models of inflation.

In this work, we have evaluated the dimensionless non-Gaussianity parameter,

say, h
NL

, that characterizes the amplitude of the tensor bispectrum numerically

for a class of two-field inflationary models such as double inflation, hybrid in-

flation and aligned natural inflation. We have compared the numerical results

with the slow roll results which can be obtained analytically and have found that

the numerical procedure we have adopted is quite accurate (cf. figure 1). In the

context of double inflation, we have also investigated the effects on h
NL

due to

curved trajectories in the field space. For instance, we have observed that the
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change in the direction of the trajectory produces a bump in the first slow roll pa-

rameter, which increases the amplitude of h
NL

over a certain domain. Moreover,

we have explicitly examined the validity of the consistency relation which gov-

erns the tensor bispectrum in the squeezed limit. Lastly, we have shown that the

contribution to h
NL

due to the epoch of preheating can be completely neglected,

due to the constant amplitude of the tensor modes during this period.

Viable tensor-to-scalar ratio in a symmetric matter bounce

As we mentioned, matter bounces refer to scenarios wherein the universe con-

tracts at early times as in a matter dominated epoch. While such scenarios are

known to lead to scale-invariant spectra of primordial perturbations after the

bounce, the challenge has been to construct completely symmetric bounces that

lead to a tensor-to-scalar ratio which is small enough to be consistent with the

recent cosmological data [13].

In this work, we have constructed a viable symmetric matter bounce. We assume

that the scale factor describing the bounce is given in terms of the conformal

time η as follows:

a = a0 (1 + k2
0 η

2), (1)

where a0 is the scale factor at the bounce and k0 is a constant. We show that such a

background evolution can be driven by two scalar fields, a canonical field, say, φ

and a non-canonical ghost field, say, χ, that are described by the action

S[φ, χ] = −
∫

d4x
√−g

[
1

2
∂µφ ∂

µφ+ V (φ) + U0

(
−1

2
∂µχ∂

µχ

)q]
, (2)

where U0 is an arbitrary positive constant. We find that, if we set q = 2 and

choose the potential to be V (φ) = 6M2
Pl

(k0/a0)2 sech6[φ/(
√

12M
Pl

)], the model
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Figure 1: Density plots of the tensor non-Gaussianity parameter h
NL

for an ar-
bitrary triangular configuration of the wavenumbers evaluated analytically in
the case of de Sitter inflation (on the top) and obtained numerically for double
inflation with mχ = mφ (in the middle). It is evident that the analytical and the
numerical results match rather well, indicating the accuracy of the numerical pro-
cedures that have been adopted. We have also plotted the corresponding results,
obtained numerically, for the case of double inflation with mχ = 8mφ (at the bot-
tom). The relatively higher values of h

NL
in the last case arises due to the turn in

the trajectory in the field space.
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Figure 2: The evolution of the amplitudes of the curvature perturbationRk (blue
solid line and orange dashed line), the isocurvature perturbation Sk (green solid
line and magenta dashed line) and the tensor mode hk (red solid line and cyan
dashed line) corresponding to the wavenumber k/k0 = 10−20 has been plotted a
function of e-N-folds N in terms of which the scale factor is defined as a(N ) =
a0 exp (N 2/2). Evidently, the numerical results (solid lines) match the analytical
results (dashed lines) very well. Notice that, around the bounce, the amplitude
of the scalar perturbations are enhanced by a few orders of magnitude more than
that of the tensor perturbations.

leads to the scalar factor (1). Since the model involves two fields, apart from the

curvature perturbations, isocurvature perturbations also arise. We have solved

the equations governing the scalar and tensor perturbations numerically and we

have also been able to support the numerical results with analytical arguments. In

fact, we have been able to evolve the perturbations across the bounce (in this con-

text, see figure 2), and evaluate the power spectra after the bounce. We find that

the model can be completely described in terms of a single parameter, viz. the ra-

tio k0/a0. Importantly, we have been able to show that, while the scalar and tensor

perturbation spectra are scale-invariant over scales of cosmological interest [and

COBE normalized for k0/(a0MPl
) = 3.3×10−8], the tensor-to-scalar ratio r proves

to be of the order of 10−6, which is much smaller than the current upper bound
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from Planck [7].

Generating power spectra with a tilt in bouncing scenarios

As is well known, slow roll inflation can generate scalar and tensor power spectra

with a red tilt that are consistent with the CMB observations [2]. In a similar

manner, near-matter bounces can be expected to generate spectra with a tilt as

in slow roll inflation. In this work, we have extended the matter bounce model

involving two fields (that we discussed above) to drive bounces described by the

following scale factor:

a(η) = a0

(
1 + k2

0 η
2
)1+ε

. (3)

Clearly, such a scale factor will correspond to near-matter bounces when ε � 1.

We have shown that such a scale factor can be achieved with the aid of two scalar

fields governed by the action (2) if we set q = (2 + ε)/(1 − ε), and choose the

potential to be

V (φ) = 2 (3 + 4 ε) (1 + ε)M2
Pl

(
k0

a0

)2

sech2 (3+2 ε)

[
φ√

4 (1 + ε) (3 + 2 ε)M
Pl

]
. (4)

However, unfortunately, the model does not permit analytical evaluation of the

scalar perturbations near the bounce. Therefore, with the aid of techniques de-

veloped in our earlier work, we have investigated the scalar and tensor power

spectra numerically. While roughly the same value of k0/a0 that we had men-

tioned above leads to COBE normalization and a rather small tensor-to-scalar

ratio (of r ' 10−6), the additional parameter ε leads to a tilt in the spectra. We

find that one obtains a scalar spectral index of ns ' 0.96 if we choose ε ' 0.01,

perfectly consistent with the current CMB constraints.
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Primordial features from ekpyrotic bounces

We had pointed out earlier that, while nearly scale-invariant primordial spectra

are remarkably consistent with the cosmological data, it has been repeatedly no-

ticed that specific features in the power spectra lead to a better fit to the data.

The features that improve the fit to the CMB data can be broadly classified into

the following three types: (1) sharp drop in power at large scales corresponding

to the Hubble radius today [19], (2) a burst of oscillations over an intermediate

range of scales [20], and (3) persisting oscillations over a wide range of scales [21].

In inflation, due to the attractor nature of the trajectory, such features can be gen-

erated with the aid of potentials that permit brief deviations from slow roll. It is

the features in the potential and the resulting non-trivial dynamics that translates

to features in the power spectra [18, 22]. In complete contrast, bouncing scenar-

ios such as the matter and near-matter bounces we discussed above require ex-

tremely fine tuned initial conditions. Therefore, they cannot generate features in

the primordial spectra and, in fact, such models will cease to be viable if forth-

coming observations confirm the presence of primordial features.

As we had mentioned, amongst the bouncing scenarios, it is only the ekpyrotic

models that admit attractors [25, 26]. Ekpyrotic models are designed to smooth

and flatten the universe with the aid of a matter component whose energy density

grows to dominate all other forms of energy, importantly, anisotropies. How-

ever, it is found that ekpyrotic models involving a single field cannot generate

nearly scale-invariant curvature perturbation spectra as is required by the obser-

vations (in this context, see Refs. [45]). Therefore, one resorts to two-field models

wherein the ekpyrotic contracting phase is dominated by isocurvature pertur-

bations with a nearly scale-invariant spectrum. The second field is utilized to

convert the isocurvature perturbations to nearly scale-invariant adiabatic pertur-
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bations [26, 46].

In this work, we have considered a specific ekpyrotic model, which firstly leads

to scale-invariant primordial spectra, in the manner described above. The model

involves two scalar fields φ and χ, which are governed by the following action

consisting of the potential V (φ, χ) and a function b(φ) [26]:

S[φ, χ] =

∫
d4x
√−g

[
−1

2
∂µφ ∂

µφ− e2 b(φ)

2
∂µχ∂

µχ− V (φ, χ)

]
. (5)

We have worked with the potential V (φ, χ) = Vek(φ) = V0 eλφ/MPl and choose

b(φ) = µφ/(2M
Pl

), where λ and µ are positive constants. In such a case, it can be

shown that the phase driven by the above ekpyrotic potential permits an attrac-

tor provided V0 is negative (or, equivalently, λ2 > 6). The ekpyrotic phase leads

to a strongly blue curvature perturbation spectrum. However, one finds that the

parameter µ can be chosen suitably to lead to a nearly scale-free isocurvature per-

turbation spectrum. We have then multiplied the original potential Vek(φ) by the

term Vc(φ, χ) = 1 + β χ exp − [(φ− φc)/∆φc]
2, which leads to a turn in the field

space along the χ direction. As the turn occurs, the isocurvature perturbations

source the curvature perturbations boosting their amplitude. We find that this

process also alters the shape of the curvature perturbation spectrum, which at-

tains the nearly scale-invariant shape of the original isocurvature perturbation

spectrum.

Having obtained a nearly scale-invariant curvature perturbation spectrum, we

generate features in the spectrum by further multiplying the ekpyrotic potential

by suitable terms, say, Vf(φ), to lead to the three types of features we discussed

above. Since the background dynamics in the ekpyrotic scenario is rather dis-

tinct from the inflationary case, prior experience with the inflationary features

does not necessarily help in constructing ekpyrotic potentials leading to the de-
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Figure 3: The power spectra of the curvature perturbation with the three types of
features (type 1 in red and cyan, type 2 in blue and orange, and type 3 in green
and pink) generated in the ekpyrotic (solid lines) and the inflationary (dashed
lines) scenarios have been plotted over scales of cosmological interest. The in-
flationary spectra correspond to those that lead to an improved fit to the CMB
data [7]. Clearly, the ekpyrotic spectra closely resemble the inflationary spectra
with features.

sired features. We had to experiment with different multiplicative functions Vf(φ)

before arriving at the required forms. The power spectra of the curvature pertur-

bations arising in the different cases has been plotted in figure 3. In the figure, we

have also plotted inflationary power spectra with features that lead to a better fit

to the most recent Planck data (in this context, see Refs. [4]). It is clear from the

figure that the ekpyrotic features match the inflationary features reasonably well.

Quantum-to-classical transition of the primordial perturbations

In this work, we compare and contrast the quantum-to-classical transition of the

primordial perturbations in the inflationary and bouncing scenarios [28, 30–32].

Since, as we have seen, the bouncing scenarios are often driven by two scalar
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fields, we carry out a comparison between the double inflation model and the

ekpyrotic scenario. We examine the transition with the aid of the Wigner function

and the behavior of the squeezing parameters describing the curvature perturba-

tion as the universe evolves. In the case of double inflation, we observe that the

Wigner ellipse (the locus of the Wigner function in phase space for a given am-

plitude) generically gets more and more squeezed along the direction of the cur-

vature perturbation (see figure 4). In the ekpyrotic scenario, we initially observe

a very fast squeezing of the Wigner ellipse along the direction of the momentum

conjugate to the curvature perturbation. At later times, due to the influence of

the isocurvature perturbation, the ellipse rotates and is squeezed along the direc-

tion of the curvature perturbation (cf. figure 4). We find that the highly squeezed

Wigner ellipse eventually orients itself along the asymptotic classical trajectory

in the phase space. Such a behavior allows us to conclude that the cosmological

perturbations starting in an initially quantum state become more and more clas-

sical with time. These conclusions are also corroborated by the behavior of the

squeezing parameter characterizing the curvature perturbation.
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Chapter 1

Introduction

About two centuries ago, German astronomer Heinrich Olbers argued that, if the

universe is eternal and static and filled with stars like the sun, then the night

sky would be bright, not dark as we observe it to be. There had been many

attempts at explaining this puzzle, but the solution to this problem lies in the

fact that the universe is not static but evolving. Interestingly, such an evolving

universe arises naturally in Einstein’s general theory of relativity. Observations

also indicate that our universe is expanding with time. Hence, one can imagine

that, in the past, the universe was smaller and denser. Extrapolating Einstein’s

equations back through this high density regime points to a singularity which

observations suggest to have occurred approximately 13.8 billion years ago. This

event is referred to as the big bang (see the following texts [1]). Ever since then,

light, which travels at finite speed, could have traversed only a finite distance. In

turn, this means that observers on Earth today can see only a finite distance away

and hence only finitely many stars. Therefore, the total intensity is finite and the

night sky is dark, thereby resolving the Olber’s paradox.

This thesis is focused on studying issues related to the very early epochs of the
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universe often referred to as inflation. Inflation is a paradigm which, as we shall

discuss, is considered to be responsible for the generation of the primordial per-

turbations. A competing paradigm are the bouncing scenarios wherein the big

bang is avoided and is replaced by a big bounce. Specifically, this thesis exam-

ines inflationary and bouncing scenarios driven by two scalar fields. Before we

go on to discuss the contents of the thesis, in this chapter, we shall provide the

background that will help in appreciating the issues discussed in this thesis.

A few remarks on our conventions and notations in this thesis are in order at this

stage of our discussion. We shall work with natural units such that ~ = c = 1,

and set the reduced Planck mass to be M
Pl

= (8π G)−1/2. We shall always

work in (3+1) spacetime dimensions and we shall adopt the metric signature of

(−,+,+,+). Note that, while Greek indices shall denote the spacetime coordi-

nates, the Latin indices shall represent the spatial coordinates, except for k which

shall be reserved for denoting the wavenumber. Moreover, an overdot and an

overprime shall denote differentiation with respect to the cosmic and the confor-

mal time coordinates, respectively.

1.1 The standard model of cosmology

The idea of an expanding universe was first proposed by Alexander Friedmann

based on the Einstein’s general theory of relativity [47]. Soon after, Edwin Hubble

provided the comprehensive observational evidence of redshifts of galaxies and

he had noticed that the recession speed of the galaxies are proportional to the

distance from us [49]. This empirical relation is now called the Hubble-Lemaı̂tre

law [48]. According to general relativity, this indicates the expansion of spacetime

itself. This observational evidence and its theoretical understanding eventually

led to the formulation of hot big bang model.
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The hot big bang model is the broadly accepted theory for the evolution of our

universe. It postulates that a very hot and dense early universe expanded and

cooled to its present state. This theory is based on two key ideas: general rela-

tivity and the cosmological principle. The cosmological principle is the assump-

tion that the universe is homogeneous and isotropic on the large scales. While

the principle was originally motivated theoretically, currently, observations of

the large scale structure strongly support this idea. Observations suggest that

the universe is homogeneous over the scales of the order of 100 Mpc [50]. More-

over, the big bang model predicts the presence of a relic Cosmic Microwave Back-

ground (CMB) with a temperature of around a few degrees Kelvin. The discovery

of the CMB (with a temperature 2.73 K today) together with the observed Hubble

expansion of the universe established the hot big bang model as the model of our

universe [51].

1.1.1 Friedmann-Lemaı̂tre-Robertson-Walker (FLRW) metric

As mentioned above, observations suggest that our universe is homogeneous and

isotropic at large scales. Homogeneity implies that any one place in space is like

any other. Isotropy implies that the universe looks the same in all directions. In

general relativity, spacetime is described by the metric tensor. The most general

metric satisfying these symmetries is the Friedmann-Lemaı̂tre-Robertson-Walker

(FLRW) metric, which can be written in terms of the spherical polar coordinates

as follows [1]:

ds2 = −dt2 + a2(t)

[
dr2

1− κ r2
+ r2

(
dθ2 + sin2 θ dφ2

)]
, (1.1)

where t is the cosmic time, i.e. the proper time as measured by observers who are

comoving with the expansion. In the above metric, κ can be chosen to be −1, 0,

19



or +1 corresponding to spaces of constant negative (open), zero (flat), or positive

(closed) spatial curvature, respectively. The quantity a, called the scale factor is,

in general, a function of time. Our current understanding of the evolution of the

universe is based upon the FLRW metric. However, geometrical considerations

alone are not adequate to determine the curvature and the scale factor. The scale

factor has to be determined from the Einstein’s equations once the matter content

of the universe is specified and the spatial curvature κ has to be determined from

the observations.

1.1.2 Friedmann equations

According to the general theory of relativity, the spacetime geometry, described

in terms of the Einstein tensor Gµ
ν and stress-energy tensor T µν associated with the

sources are related via the following Einstein’s equations [1]:

Gµ
ν = Rµ

ν −
1

2
δµν R =

1

M2
Pl

T µν . (1.2)

In this relation, Rµ
ν and R are Ricci tensor and Ricci scalar, which can be deter-

mined from the metric tensor gµν . The assumption of isotropy and homogeneity

implies that T µν is diagonal and all the spatial components are equal in the co-

moving coordinates. In such a case, the stress-energy tensor T µν takes the simple

form

T µν = diag. [−ρ(t), p(t), p(t), p(t)] , (1.3)

where ρ and p denote the energy density and pressure of the sources that drive

the scale factor. Under these assumptions, the Einstein’s equations (1.2) corre-

sponding to the FLRW line-element (1.1) lead to

H2 +
κ

a2
=

ρ

3M2
Pl

, (1.4a)
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ä

a
= − 1

6M2
Pl

(ρ+ 3 p), (1.4b)

where H = ȧ/a is the Hubble parameter. These equations are called the Fried-

mann equations. From these equations one can obtain the continuity equation

ρ̇+ 3H (ρ+ p) = 0, (1.5)

which describes the conservation of the stress-energy tensor.

The two Friedmann equations (1.4) contain three unknowns a, ρ and p. In or-

der to obtain solutions to these equations, it is necessary to choose an equation

of state, i.e. a relationship between pressure p and energy density ρ. Consider an

equation of state of the form p = w ρ, with a constant w. In such a case, the equa-

tion (1.5) leads to ρ ∝ a−3 (1+w). Observations suggest that our universe contains

non-relativistic matter (w = 0), radiation (w = 1/3) and an unknown form of en-

ergy generically referred to as dark energy (w ' −1). For non-relativistic matter

and radiation, we find that ρm ∝ a−3 and ρr ∝ a−4, respectively. For w = −1,

the energy density remains constant with time. This type of energy density, say,

ρ
Λ
, is referred to as the cosmological constant. When κ = 0, i.e. in a spatially flat

universe, we can integrate the Friedmann equations to obtain that

a(t) ∝


t2/[3 (1−w)], when w 6= −1,

eH t, when w = −1,

(1.6)

where H is constant in the case of w = −1.

According to the hot big bang model, our universe has evolved through various

epochs. It started as a hot primordial soup of relativistic particles and photons,

which is called the radiation dominated epoch. As we have seen above, the ra-

diation density falls faster than the matter density. So, there was a time teq when
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these densities became equal and after that the universe became matter domi-

nated. There was yet another time which is important in the evolution of the

universe. This is tdec, when matter ceased to interact with radiation and hence ra-

diation decoupled from matter and continued evolving independently [1]. There-

after, the decoupled radiation cooled down as the universe expanded, which we

observe today as the CMB. The energy content of the present universe has been

determined to be dominated by the cosmological constant, which is driving its

current accelerated expansion. Using these information, we can rewrite equa-

tion (1.4a) as

H2 =
1

3M2
Pl

(
ρ

Λ
− 3κ

a2
+
ρm

a3
+
ρr

a4

)
. (1.7)

It is useful to define the critical density ρc as

ρc = 3H2M2
Pl

(1.8)

and the time-dependent density parameters Ωi as

Ωi =
ρi
ρc

. (1.9)

In terms of these quantities, equation (1.4a) can be written as

κ

a2H2
= Ω− 1 = Ωκ, (1.10)

where Ω is the time-dependent density parameter associated with the total energy

density. From cosmological observations, the current value of density parameters

Ω0
i can be estimated to be [5]:

Ω0
Λ = 0.6889± 0.0056, (1.11a)

Ω0
κ = 0.0007± 0.0019, (1.11b)

Ω0
m = 0.3111± 0.0056, (1.11c)
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Figure 1.1: A schematic diagram depicting the evolution of the universe, accord-
ing to the hot big bang model. It also includes the epoch of inflation. (This figure
is adapted from Ref. [52].)

Ω0
r ' O(10−5). (1.11d)

It is clear that the most of the energy density today is contained in matter and

cosmological constant. In fact, most of the matter has been determined to be in

the form of dark matter which interacts with the rest of the components only

through the gravitational force. Hence this kind of parametrization of the hot

big bang model is known as the ΛCDM (Λ-Cold Dark Matter) model. Figure 1.1

shows the various epochs of the universe according to the hot big bang model. It

also includes the epoch of inflation which will be discussed in section 1.2.
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1.1.3 Problems with the standard big bang model

The hot big bang model is unable to explain certain key features of the observed

universe. The first such problem is the horizon problem. In this model there is

no possible explanation for the extent of observed isotropy of the CMB. Due to

the finite speed of light, there is a greatest possible distance—a particle horizon—

over which physical information can travel. The maximal distance a photon can

travel between an initial time ti and a later time t in a FLRW universe is defined

as

h(t) = a(t)

t∫
ti

dt̃

a(t̃)
. (1.12)

Another relevant time parameter often used in cosmology is the conformal time η

which is defined via the relation

η =

∫
dt

a(t)
. (1.13)

In terms of the conformal time, the expression (1.12) can be written as

h(t) = a(t) ∆η, (1.14)

where ∆η is the amount of conformal time elapsed during the interval ∆t = t− ti.

For a matter dominated universe, the backward horizon at the time of decou-

pling tdec is

`b(t0, tdec) = adec

t0∫
tdec

dt̃

a(t̃)
= adec ∆ηb, (1.15)

where a
dec

is the scale factor at decoupling and subscript b denotes the backward

horizon. Similarly, the forward horizon at decoupling due to the radiation domi-
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nated universe can be expressed as

`f(0, tdec) = adec

tdec∫
0

dt̃

a(t̃)
= adec ∆ηf , (1.16)

where f refers to the forward horizon. If we calculate the ratio `b/`f of the back-

ward and forward horizons at decoupling, we obtain that

`b

`f

=
∆ηb

∆ηf

=
3
(
t
1/3
0 − tdec

1/3
)

2 tdec
1/3

' 3

2

(
t0
tdec

)1/3

. (1.17)

In obtaining this relation, we have used equation (1.6). From observations it is

found that tdec ' 105 years and t0 ' 1010 years. Upon using these values, we

obtain the ratio ∆ηb/∆ηf to be 70. This implies that most of the regions at the

time of decoupling are not causally connected. Therefore, these regions could

have never been able to exchange information. But observations suggest that

the CMB is extremely isotropic and it is this difficulty that is referred to as the

horizon problem. One can show that the size of the forward horizon `f subtends

an angle of about one degree in the sky, whereas we observe that the temperature

is isotropic across the entire sky (see, for instance, Refs. [1]). This is another way

of stating the horizon problem.

The second mystery is the observed degree of spatial flatness of the universe.

From observations, it is found that the present value of Ωκ is smaller than 10−2

[cf. equation (1.11b)]. In a universe dominated by a fluid with equation of state w,

the term 1/(aH) evolves as
1

aH
∝ a(1+3w)/2. (1.18)

This implies that, as we go back in time, this term decreases for sources which

satisfy the condition (1 + 3w) > 0. Then, from the relation (1.10), we can see that,

at much earlier times, Ωκ must have been extremely close to zero. For instance,
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Figure 1.2: The anisotropies in the CMB as observed by Planck (image from
Ref. [55]). The blue, yellow and red spots indicate the deviations from the
mean value of T0 = 2.73 K. The amplitude of these variations is of the order
of ∆T/T ' 10−5.

we find that in order for Ωκ to be nearly close to zero (say, 10−2) today, it must

have been about 10−50 at the very early stages of the radiation dominated epoch,

say, when the temperature was around 1014 GeV. Why was Ωκ so small during

the very early epochs? This problem is referred to as the flatness problem.

As we have discussed, the homogeneity of space is one of the assumptions of

the standard model but we observe structures such as galaxies and clusters of

galaxies in the sky. Moreover, the CMB has been measured to high precision

by the various missions such as COBE [53], WMAP [54] and Planck [5]. These

observations point to a small variation with direction in the temperature of the

order of ∆T/T ' 10−5 (see figure 1.2). This temperature fluctuation is due to the

variation in the density of matter and radiation contained in the universe at the

time of decoupling. These density fluctuations are the seeds of the large scale

structures that we observe today. The hot big bang model also cannot explain the

origin of the anisotropies in the CMB.
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It is important to note that, the general theory of relativity breaks down when

the universe becomes very small and as the singularity is approached. One can

argue that the hot big bang model is inadequate to explain the first moments of

the evolution of the universe. Therefore, it may be worthwhile to also consider

scenarios that can avoid the big bang.

When one constructs an early universe scenario beyond the hot big bang model,

the above-mentioned problems need to be addressed. Even though various sce-

narios have been proposed to resolve these difficulties, the theory of inflation is

the most widely accepted one. It would be fair to say that, the most popular al-

ternative to inflation are the classical non-singular bouncing scenarios. In the fol-

lowing sections, we shall explain these scenarios and their primary predictions.

1.2 Inflation and the generation of primordial

perturbations

Inflation refers to a period of accelerated expansion of the universe during the

early stages of the radiation dominated epoch. This idea was postulated to over-

come the problems of big bang model, such as the horizon problem and the flat-

ness problems [2,56]. Importantly, in the modern view point, inflation is also able

to make other predictions related to the characteristics of the perturbations which

can be tested against the cosmological data [1, 2, 7].

1.2.1 Overcoming problems of the big bang model with inflation

In this section, we shall discuss as to how inflation aids in evading the abovemen-

tioned problems of the hot big bang model. The size of the horizon between an
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initial time ti and a later time t > ti [cf. equation (1.12)] can be written in terms of

the Hubble radius d
H

= 1/H as follows:

h(t) = k a(t)

a(t)∫
a(ti)

da(t̃)

(
d

H
(t̃)

λp(t̃)

)
, (1.19)

where λp is the physical distance between two points in the CMB sky which

have the same temperature and k = a/λp is the comoving distance between the

points. Consider a λp which is outside the horizon at early times in the hot big

bang model. Since we observe these points to be at the same temperature in the

CMB, the physical length λp should be brought inside the horizon, as we go back

in time, in the very early stages of the universe so that they are causally con-

nected. From equation (1.19), it can be concluded that the above requirement can

be achieved when there is a period wherein

d

da

(
d

H

λp

)
< 0. (1.20)

This implies that ä > 0. We can conclude that, a period of inflation helps in

overcoming the horizon problem.

It should be evident from equation (1.10) that whatever the initial value of Ωκ,

it will reduce towards zero if we have an epoch of sufficient duration wherein

(aH)−1 is decreasing with time. In other words, we require

d

dt

(
1

aH

)
< 0 (1.21)

to overcome the flatness problem as well. This again implies that the universe

must be accelerating. In summary, both the horizon and flatness problems can be

solved with a period of inflation.

We have so far discussed about how inflation helps in overcoming the above men-
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tioned problems. In fact, inflation also has to last for a sufficiently long time in

order to solve these puzzles. We need to ensure that at least the forward horizon

is as big as backward horizon at the time of decoupling. In order to calculate the

minimum amount of inflation needed to solve the horizon problem, for simplic-

ity, let us consider an epoch of inflation described by the exponential expansion

of scale factor that starts from ai at ti and ends at tf with the scale factor af . In

other words, during ti < t < tf , the scale factor is given by

a(t) = ai exp [H
I
(t− ti)] , (1.22)

where the Hubble parameter H = H
I

is constant during the exponential expan-

sion. On denoting A = af/ai, assuming A � 1, and using equation (1.12), the

forward horizon can be evaluated to be

`
I
(tdec, 0) ' A

H
I

(
tdec

tf

)1/2

. (1.23)

In deriving this expression, we have assumed that most of the contribution to the

forward horizon at decoupling arises due to inflation. In such a situation, the

ratio of the forward and the backward horizons at decoupling can be found to be

R
I

=
`

I

`b

' A

1026
, (1.24)

where we have setH
I
' 1013 GeV. This ratio tells us that we need at leastA = 1026

to over come the horizon problem. Usually, the extent of inflation from ai to a

given a is expressed in terms of number of e-folds, which is defined as

N = ln

(
a

ai

)
. (1.25)

In terms of N , requiring A ∼ 1026 implies that we need around 60 e-folds of
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inflation to solve the horizon problem.

Importantly, in order to obtain the the desired behavior ä > 0, it is evident from

the Friedmann equation (1.4b) that we require a source which obeys the condition

(ρ+ 3 p) < 0. In terms of the equation of state parameter w, this condition implies

that w < −1/3. The amount of conformal time elapsed during the interval ∆t =

t− ti can be written as

∆η =

a(t)∫
a(ti)

d ln a

(
1

aH

)
. (1.26)

Then, upon using the relation (1.18), we obtain that

∆η =
2

1 + 3w

[
a(1+3w)/2 − a(1+3w)/2

i

]
. (1.27)

From this equation we can conclude that inflation (with w < −1/3) pushes the

conformal time to negative values (in this context, see figure 1.3). This ensures

that the forward horizon at decoupling can be made at least as big as the back-

ward horizon.

Since inflation resolves the flatness problem and observations too point to a spa-

tially flat universe [4], we shall hereafter work with the case wherein κ = 0. In

such a case, the FLRW line-element (1.1) can be expressed in terms of the Carte-

sian coordinates as

ds2 = −dt2 + a2(t) δij dxi dxj. (1.28)

1.2.2 Scalar field in a FLRW universe

The simplest way to construct a source with the desired equation of state to drive

inflation is to employ a scalar field, say, φ. Often one considers a scalar field
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Figure 1.3: An illustration of how inflation resolves the horizon problem. The
vertical axis is conformal time and the horizontal axis is comoving distance. The
quantity ∆ηf denotes the comoving size of the forward horizon between the end
of inflation (or from the big bang, in the absence of inflation) and the time of
decoupling. Whereas ∆ηb is the comoving size of the backward horizon between
the time of decoupling and today. The figure shows that the forward horizon
can be made as big as the backward horizon by extending the conformal time to
negative values, which is essentially what inflation achieves.

described by the canonical kinetic energy term and governed by a potential V (φ).

Such a field is described by the action

S[φ] = −
∫

d4x
√−g

[
−Xφφ

+ V (φ)
]
, (1.29)
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where the kinetic term X
φφ is defined as

X
φφ

= −1

2
∂µφ ∂

µφ. (1.30)

In a spatially flat FLRW universe, the equation of motion governing a homoge-

neous scalar field is given by

φ̈+ 3H φ̇+ Vφ = 0, (1.31)

where Vφ = dV/dφ. The stress-energy tensor associated with the scalar field de-

scribed by the action (1.29) can be obtained to be

T µν = ∂µφ ∂νφ− δµν
[
−Xφφ

+ V (φ)
]
. (1.32)

The energy density ρφ and the pressure pφ corresponding to the homogeneous

scalar field are given by

T 0
0 (φ) = −ρφ = − φ̇

2

2
− V (φ) , (1.33a)

T ij (φ) = pφ δ
i
j =

[
φ̇2

2
− V (φ)

]
δij. (1.33b)

In this section, for simplicity, we shall model a scalar field source with a constant

equation of state parameter w. Such a source can be achieved with the help of the

potential [57]

V (φ) = V0 eλφ/MPl , (1.34)

where λ =
√

3 (1 + w) and V0 is a constant. It is easy to establish that this potential

leads to a scale factor of the form

a = a1

(
η

η1

)2/(λ2−2)

, (1.35)
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where a1 and η1 are constants. Also, one can show that

V0 = − 2

(a1 η1)2

λ2 − 6

(λ2 − 2)2
. (1.36)

For studying the background dynamics, it is convenient to rewrite the back-

ground equations in terms of the dimensionless variables

(x, y) =

(
φ̇√

6M
Pl
H
,

√
V√

3M
Pl
H

)
. (1.37)

In terms of these variables, the equation governing the scalar field (1.31) and the

first Friedmann equation (1.4a) can be written as

dx

dN
= 3 x

(
x2 − 1

)
−
√

3

2
y2 λ, (1.38a)

x2 + y2 = 1. (1.38b)

This system of equations admits the following four fixed points:

(x∗1±, y
∗
1±) = (±1, 0) , (1.39a)

(x∗2±, y
∗
2±) =

(
− λ√

6
,±
√

1− λ2

6

)
. (1.39b)

It is easy to show that, in the expanding phase of our interest here, the fixed points

(x∗2±, y
∗
2±) are stable when λ2 < 6. The equation of state parameter corresponding

to this fixed point is w = λ2/3 − 1. From the above analysis it is evident that

the expanding phase with the equation of state w < 1, which includes matter

domination (w = 0, λ2 = 3), radiation domination (w = 1/3, λ2 = 4) and power

law inflation (w < −1/3, λ2 < 2) are all attractors. It is also useful to note that the

above points are stable when λ2 > 6 in a contracting universe. We shall discuss

this point in more detail later in the thesis.
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1.2.3 Perturbations

We have so far considered the universe to be homogeneous and isotropic. As we

have mentioned earlier, we observe that the large scale structures are distributed

inhomogeneously in the universe which are supposed to have evolved from the

small anisotropies observed in the CMB. Cosmological perturbation theory stud-

ies the evolution of the perturbations in the gravitational and matter degrees of

freedom on the cosmological scales. In this thesis, we shall be interested in the

primordial fluctuations which are small and hence we shall mostly work with lin-

ear perturbation theory. In other words, we shall write all the quantities as a sum

of background and linear order terms, and ignore terms which contain product

of more than one perturbation. In such a case, the Einstein’s equations at the first

order in the perturbations can be written as

δGµν =
1

M2
Pl

δTµν , (1.40)

where δGµν and δTµν are quantities that are linear in the perturbations.

Let δgµν denote the perturbed metric at the linear order in the spatially flat Fried-

man universe. Such a metric can be written as

δgµν = (δg00, δg0i, δgij). (1.41)

It is known that according to the behavior under the rotation of spatial coordi-

nates on hypersurfaces of constant time, the perturbations can be classified as

scalars, vectors and tensors (see, for instance, Refs. [1]). Evidently, δg00 can be

identified as a scalar, say, A. Similarly, δg0i is a vector and δgij is a symmetric

tensor. As is well known, we can decompose a generic vector into the gradient of
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a scalar and a divergence free vector. Hence we can write the quantity δg0i as

δg0i = ∇iB + Si, (1.42)

where B is a scalar and Si is a divergence free vector, i.e. ∇iS i = 0. In the same

manner, the symmetric tensor δgij can be decomposed as follows:

δgij = ψ δij +

[
1

2
(∇i∇j +∇j∇i)−

1

3
δij∇2

]
E + (∇iFj +∇jFi) + hij, (1.43)

where ψ and E are scalars, Fi is another divergence free vector and hij is a sym-

metric traceless tensor which satisfies the condition∇ih
ij = 0. In (3+1) spacetime

dimensions of our interest, clearly, the metric perturbation δgµν has ten compo-

nents. These degrees of freedom are distributed as four scalars A, B, E and ψ

(four degrees of freedom), two divergence free vectors Fi and Si (four degrees of

freedom), and a symmetric traceless tensor hij (two degrees of freedom), in the

decomposition of the perturbed metric. However, four of them are not physical

degrees of freedom, as they correspond to the freedom in choosing the four co-

ordinates (xµ). So, there are actually only six physical degrees of freedom. (In

general relativity, the gravitational sector has only two degrees of freedom, corre-

sponding to the two polarizations of gravitational waves. The additional degrees

of freedom arise when sources are present.) Such a decomposition proves to be

useful. One can show that the perturbed Einstein’s equations for scalars, vectors

and tensors do not couple to each other at the linear order and therefore evolve

independently.

If we now take into account only the scalar perturbations to the background met-
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ric (1.28), then the FLRW line-element, in general, can be written as [1]

ds2 = − (1 + 2A) dt2 + 2 a(t) (∂iB) dt dxi + a2(t) [(1− 2ψ) δij + 2 (∂i ∂jE)] dxi dxj,

(1.44)

where A, B, ψ and E are four scalar functions that describe the perturbations,

which depend on time as well as space. However, recall that, there exist only

two independent degrees of freedom describing the scalar perturbations. The

two additional degrees of freedom arise due to the following scalar gauge (i.e. in-

finitesimal coordinate) transformations that are permitted [1]:

t → t+ δt, (1.45a)

xi → xi + ∂i (δx) , (1.45b)

where δt and δx are scalar quantities that are functions of time and space. Clearly,

the metric perturbations will not be invariant under such a change of coordinates

and, it is easy to show that, under the gauge transformations (1.45), the functions

A, B, ψ and E transform as follows:

A → A− δ̇t, (1.46a)

B → B +
δt

a
− a ˙δx, (1.46b)

ψ → ψ +H δt, (1.46c)

E → E − δx. (1.46d)

For simplicity, one can choose specific forms for the quantities δt and δx, thereby

restricting oneself to a particular gauge. Or, one can work with gauge invariant

quantities.

The components of the perturbed Einstein’s tensor corresponding to the line-

36



element (1.44) can be obtained to be

δG0
0 = 6H

(
ψ̇ +H A

)
− 2

a2
∇2
[
ψ − aH

(
B − a Ė

)]
, (1.47a)

δG0
i = −2 ∂i

(
ψ̇ +H A

)
, (1.47b)

δGi
j =

[
2 ψ̈ + 2H

(
3 ψ̇ + Ȧ

)
+ 2

(
2 Ḣ + 3H2

)
A

+
1

a2
∇2

{
(A− ψ) +

1

a

[
a2
(
B − a Ė

)]�}]
δij

− 1

a2
δil∂l∂j

{
(A− ψ) +

1

a

[
a2
(
B − a Ė

)]�}
, (1.47c)

where ∇2 = δij ∂i ∂j . It is important to note that, if one considers only scalar

field sources, vector perturbations do not arise at all. Also, if there are any vec-

tor sources already present, one can show that they will decay in an expanding

universe. We shall briefly comment about the evolution of vector perturbations

in bouncing universes in due course.

From the decomposition of the FRLW metric [cf. equation (1.43)], it should be

clear that, when only the tensor perturbations are taken into account, the metric

can be written as

ds2 = −dt2 + a2(t) (δij + γij) dxi dxj. (1.48)

Note that the symmetric, traceless and transverse tensor γij represents gravita-

tional waves and it contains two degrees of freedom. These degrees of freedom

correspond to the two polarizations of the gravitational waves. The perturbed

Einstein tensor corresponding to the above metric can be calculated to be

δG0
0 = δG0

i = 0, (1.49a)

δGi
j =

1

2

(
γ̈ij + 3H γ̇ij −

1

a2
∇2γij

)
. (1.49b)

In the absence of anisotropic stresses, i.e. when δT ij = 0, we have δGi
j = 0 and
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hence we obtain that

γ′′ij + 2H γ′ij −∇2γij = 0, (1.50)

where H = a′/a is the conformal Hubble parameter. Note that we have written

the above equation in terms of the conformal time coordinate. It should be men-

tioned that gravitational waves can be generated even in the absence of sources.

1.2.4 Generation of primordial fluctuations

In the previous section, we have described the perturbations in the metric. Ac-

cording to the theory of inflation, the primordial fluctuations are generated due

to the quantum fluctuations in the matter fields. These fluctuations are stretched

to the cosmic scales during inflation. The scalar fluctuations produced in such a

fashion are the cause of the anisotropies in the CMB and the large scale structure

that we observe. The tensor perturbations also leave their distinct imprints on the

CMB. The detection of the direct signatures of primordial gravitational waves in

the CMB is a holy grail in observational cosmology today.

In this section, we shall study the behavior of the scalar and tensor perturbations

in power law inflation and calculate their resulting power spectra. As we dis-

cussed in the earlier sections, inflation is achieved with the aid of scalar fields.

Let δφ denote the perturbation in the scalar field. On using the metric (1.44), the

perturbed stress-energy tensor associated with the scalar field can be obtained to

be

δT 0
0 (φ) = −

(
φ̇ δ̇φ− φ̇2A+ Vφ δφ

)
= −δρφ, (1.51a)

δT 0
i (φ) = − ∂i

(
φ̇ δφ

)
= − ∂i (δqφ) , (1.51b)

δT ij (φ) =
(
φ̇ δ̇φ− φ̇2A− Vφ δφ

)
δij = δpφ δ

i
j. (1.51c)
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Under the infinitesimal coordinate transformation (1.45), the scalar field trans-

forms as

δφ→ δφ− φ̇ δt. (1.52)

The primordial scalar perturbation is usually described in terms of comoving cur-

vature perturbation which is defined as [1]

R = ψ − H

ρφ + pφ
δφ = ψ +

H

φ̇
δφ, (1.53)

where ρφ and pφ denote the energy density and pressure associated with the scalar

field [cf. equations (1.33)]. It is important to mention that, in comoving gauge

wherein δqφ = 0, R is related to the perturbation in the spatial curvature (which

can be expressed in terms of ψ) and hence the name comoving curvature per-

turbation. This quantity is gauge invariant as is evident from equations (1.46)

and (1.52) and it can be shown that it is conserved on super-Hubble scales (see,

for instance, Refs. [1]).

One can show that, at the quadratic order, the action governing the curvature

perturbationR is given by [1, 2]

S2[R] =
1

2

∫
dη

∫
d3x z2

[
R′2 − (∂R)2

]
, (1.54)

where the quantity z is defined as

z =
a φ̇

H
=

√
− 2 Ḣ

H
M

Pl
a. (1.55)

In a similar fashion, at the quadratic order, the action governing the tensor per-

turbations can be obtained to be [1, 34]

S2[γij] =
M2

Pl

8

∫
dη

∫
d3x a2

[
γ′ij

2 − (∂γij)
2
]
, (1.56)
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which leads to the linear equation of motion (1.50) that we had arrived at earlier.

1.2.5 Quantization and power spectra

As we have mentioned, the primordial perturbations are generated due to the

quantum fluctuations of the scalar field. Upon varying the action (1.54), we can

arrive at the following equation governing the curvature perturbation in Fourier

space:

R′′k + 2
z′

z
R′k + k2Rk = 0. (1.57)

Note that, this equation depends on the background through the quantity z which

can be, in principle, expressed in terms of a and its derivatives. In quantum field

theory, the classical variableR can be elevated to be a quantum operator and can

be expanded in Fourier modesRk as follows:

R̂(η,x) =

∫
d3k

(2 π)3/2
R̂k(η) eik·x

=

∫
d3k

(2π)3/2

[
âkRk(η) eik.x + â†kR∗k(η) e−ik.x

]
, (1.58)

where âk and â†k are the conventional annihilation and creation operators. These

operators satisfy the following standard commutation relations:

[âk, âk′ ] =
[
â†k, â

†
k′

]
= 0,

[
âk, â

†
k′

]
= δ(3)(k − k′). (1.59)

We define the vacuum state |0〉 as

âk |0〉 = 0, (1.60)
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for all k. If we now introduce another variable

vk = zRk, (1.61)

called the Mukhanov-Sasaki variable, the equation (1.57) governing Rk reduces

to

v′′k +

(
k2 − z′′

z

)
vk = 0. (1.62)

This equation can be treated as the equation of a harmonic oscillator with time-

dependent frequency. The Mukhanov-Sasaki equation is hard to solve in full gen-

erality for a model described by an arbitrary potential. However, it is known

that the solutions can be easily obtained for a model described by the exponential

potential (1.34).

Since we are dealing with linear perturbation theory, the perturbations are ex-

pected to be Gaussian. For a Gaussian perturbation, the complete statistical in-

formation is contained in the two-point correlation function. In cosmology, the

two-point correlation function in Fourier space is referred to as the power spec-

trum. The power spectrum of the scalar perturbations PR(k) is defined to be [1]

〈R̂k R̂k′〉 =
2π2

k3
PR(k) δ(3)(k + k′). (1.63)

Using the decomposition (1.58) one can arrive at the relation between the power

spectrum and the modes of the curvature perturbation to be

PR(k) =
k3

2 π2
|Rk|2 =

k3

2 π2

( |vk|
z

)2

. (1.64)

Upon variation of the action (1.56), one finds that, the tensor modes in Fourier
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space, say, hk, satisfy the following equation of motion:

h′′k + 2
a′

a
h′k + k2 hk = 0. (1.65)

On quantization, the quantum operator associated with the tensor perturba-

tion γ̂ij can be decomposed in terms of the corresponding Fourier modes hk as

follows:

γ̂ij(η,x) =

∫
d3k

(2 π)3/2
γ̂kij(η) eik·x

=
∑
s

∫
d3k

(2 π)3/2

(
b̂sk ε

s
ij(k)hk(η) eik·x + b̂s†k ε

s∗
ij (k)h∗k(η) e−ik·x

)
,

(1.66)

where the annihilation and creation operators b̂sk and b̂s†k satisfy the following

standard commutation relations:

[
b̂sk, b̂

s′

k′

]
=
[
b̂s†k , b̂

s′†
k′

]
= 0,

[
b̂sk, b̂

s′†
k′

]
= δ(3)(k − k′) δss′ . (1.67)

The quantity εsij(k) represents the polarization tensor of gravitational waves with

their helicity being denoted by the index s. The transverse and traceless na-

ture of the gravitational waves lead to the conditions ki εsij(k) = εsii(k) = 0. We

shall choose to work with the following normalization of the polarization tensor:

εrij(k) εs∗ij (k) = 2 δrs [34]. If we write hk =
√

2uk/(MPl
a), then the equation (1.65)

simplifies to

u′′k +

(
k2 − a′′

a

)
uk = 0, (1.68)

which is similar to the equation (1.62) for the case of scalars with the quantity z

replaced by a. The tensor power spectrum, viz. P
T
(k), is defined as

〈 γ̂kij γ̂k
′

mn 〉 =
(2 π)2

2 k3

Πk
ij,mn

4
P

T
(k) δ(3)(k + k′), (1.69)
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where the quantity Πk
ij,mn is given by

Πk
ij,mn =

∑
s

εsij(k) εs∗mn(k). (1.70)

On making use of the decomposition (1.66), the inflationary tensor power spec-

trum evaluated in the vacuum state |0〉 (such that b̂sk|0〉 = 0 ∀ k and s) can be

expressed as

P
T
(k) = 4

k3

2 π2
|hk|2 = 8

k3

2π2M2
Pl

( |uk|
a

)2

. (1.71)

The power spectra are calculated in the super-Hubble limit where the amplitude

of the perturbations become constant. If the power spectrum is independent of k,

one has a scale-invariant spectrum. The deviations from the scale invariance can

be quantified in terms of the following spectral indices:

nR = 1 +
d lnPR
d ln k

, (1.72a)

n
T

=
d lnP

T

d ln k
. (1.72b)

Note that the scale-invariant power spectra correspond to nR = 1 and n
T

= 0.

Importantly, these quantities can be constrained by observations. Another ob-

servable quantity we will be interested in is the tensor-to-scalar ratio which is

defined as

r(k) =
P

T
(k)

PR(k)
. (1.73)

Note that r is often quoted at a specific scale.

1.2.6 The Bunch-Davies initial conditions

The initial conditions have to be chosen in the far past, when all the comoving

scales are far inside the Hubble radius, i.e. when k � aH (in this context, see
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figure 1.4). If we consider wavelengths much smaller than the Hubble radius, the

effects of spacetime curvature can be ignored and modes can be expected to be-

have as in Minkowski spacetime. In this limit, the equations governing the scalar

and tensor Mukhanov-Sasaki variables [i.e. equations (1.62) and (1.68)] reduce to

v′′k + k2 vk ' 0, (1.74a)

u′′k + k2 uk ' 0. (1.74b)

Note that, each of these equations describes a simple harmonic oscillator with a

constant frequency k. The positive frequency solutions to these modes behave in

the following form:

lim
k/(aH)→∞

[vk(η), uk(η)]→ 1√
2 k

e−i k η. (1.75)

It is these initial conditions that we shall impose in the limit wherein k � aH . The

vacuum state corresponding to such mode functions is referred to as the Bunch-

Davies vacuum.

Let us now try to solve equations (1.62) and (1.68) corresponding to the initial

condition (1.75) analytically. As we have mentioned earlier, the analytical solu-

tion can be obtained for a model described by the exponential potential (1.34). In

such a model, the equation governing the Mukhanov-Sasaki variable associated

with the scalar perturbation vk is given by

v′′k +

[
k2 +

2 (λ2 − 4)

η2 (λ2 − 2)2

]
vk = 0. (1.76)

In power law expansion (1.35), one finds that the Mukhanov-Sasaki variable as-

sociated with the tensor perturbation uk also satisfies the same equation. The

solutions to the above differential equation with the Bunch-Davies initial condi-
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tions can be obtained as

vk (η) = uk (η) =

√
−η π

4
ei (ν+1/2)π/2H(1)

ν (−k η), (1.77)

where ν = (λ2−6)/[2 (λ2−2)] and H(1)
ν (x) is the Hankel function of the first kind.

In the super-Hubble limit, i.e. when k |η| � 1, the scalar and tensor power spectra

can be obtained to be

PR(k) =

[ |Γ(|ν|)|/Γ(3/2)

4 πM
Pl
λ

]2(
k

a

)2(−k η
2

)1−2 |ν|
, (1.78a)

P
T
(k) = 8

[ |Γ(|ν|)|/Γ(3/2)

4 πM
Pl

]2(
k

a

)2(−k η
2

)1−2 |ν|
. (1.78b)

The corresponding tensor-to-scalar ratio is found to be r = 8λ2. The spectral

indices associated with the perturbations can be calculated to be

nR = n
T

+ 1 = 4−
∣∣∣∣λ2 − 6

λ2 − 2

∣∣∣∣ . (1.79)

It is easy to see that nearly scale-invariant spectra arise when λ ' 0, correspond-

ing to near de Sitter inflation.

1.2.7 Two-field models

In the case of inflation, even though the single field model is consistent with the

most of the observations, one finds that the models based on high energy physics,

in particular ones derived in string theory, usually involve more than one scalar

field [9, 11, 58, 59]. As far as the background evolution is concerned, two-field

models offer a richer dynamics than the single field models due to the possibility

of different types of trajectories in the field space. At the level of perturbations,

in two-field models, there are two types of independent scalar perturbations that
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Figure 1.4: Behavior of physical wavelength λ
P

associated with a mode of the
scalar and tensor perturbations (in red) and the Hubble radius d

H
(in blue) in in-

flationary cosmology. The vertical axis is time, while the horizontal axis is phys-
ical distance. The initial conditions are imposed when the modes are well inside
the Hubble radius and the power spectra are calculated when the modes are well
outside the Hubble radius.

arise. It is conventional to decompose these scalar perturbations along the two

directions, parallel and orthogonal to the background trajectory in field space.

The perturbation parallel to the trajectory is usually called the adiabatic or curva-

ture perturbation, while the perturbation orthogonal to the trajectory is called the

entropy or isocurvature perturbation (see, in this context, figure 1.5). The exis-

tence of isocurvature perturbations in multi-field models can lead to a non-trivial

evolution of the curvature perturbations on super-Hubble scales, whereas this

amplitude is frozen in single field inflation.

The isocurvature perturbation is the relative entropy perturbation between the

various scalar fields. It acts as a source term for the evolution equation for the

curvature perturbation. The equations governing these two perturbations are in
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Figure 1.5: An illustration of the decomposition of an arbitrary perturbation into
an adiabatic δσ and entropy δs component in a model containing two scalar fields,
say, φ and χ (in this context, see Ref. [10]). The perturbations in the scalar fields
δφ and δχ are also shown. Evidently, δσ and δs are linear combinations of δφ
and δχ. It should be mentioned that δσ is related to the comoving curvature
perturbationR.

general coupled and the coupling strength is determined by the extent of bending

of the background trajectory in the field space. We shall highlight the various

aspects of two-field models in due course.

1.2.8 Challenges to the inflationary scenario

Inflation has proved to be a simple, compelling and effective paradigm. It turns

out to be rather easy to construct an inflationary model that is consistent with

the cosmological data, primarily of the anisotropies in the CMB, as observed by

missions such as Planck. This efficiency of the paradigm has led to a profusion

of inflationary models and, despite the increasingly accurate cosmological obser-

vations, many of these models continue to remain consistent with the data (see,

for instance, Ref. [8]). For example, chaotic inflation was touted to have been the
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most highly favored model when the original BICEP2 result was announced [60].

Currently, there exist stronger bounds on the tensor-to-scalar ratio and, in fact,

the simple quadratic potential is now being increasingly ruled out by the data.

Despite such reversals, inflation is continued to be claimed as the most favored

paradigm [7, 61]. One may consider this is to be the versatility of inflation. How-

ever, this has also led to the concern whether, as a paradigm, inflation can be

falsified at all (in this context, see, for example, Ref. [62]). Moreover, inflation

does not provide a complete history of the universe, and one may enquire what

happened prior to inflation or how the inflationary phase began. In such a situa-

tion, it becomes important to explore alternatives to inflation.

1.3 Bouncing scenario as an alternative paradigm

Inflation solves the horizon problem due to a rapid expansion of the particle hori-

zon such that a large region of space, which includes the largest observable scale

today, is causally connected. But this mechanism is not unique and there is an-

other way of solving the horizon problem. A phase of contracting universe start-

ing from an infinite past will naturally have a large horizon and thereby can help

us in overcoming the horizon problem. Moreover, one can show that, during a

non-accelerating contracting phase, one can impose the Bunch-Davies initial con-

ditions in a manner similar to inflation (in this context, see figure 1.6). The most

popular alternative to the inflationary paradigm is the classical bouncing sce-

nario. In such a scenario, the universe goes through an initial phase of contraction

until the scale factor reaches a minimum value, before it begins to expand (see the

reviews [3]).

While inflation is easy to achieve, it proves to be difficult to construct well moti-

vated sources which can drive bounces. This difficulty can be largely attributed to
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Figure 1.6: A sketch of the evolution of the physical wavelength λp (in red) and
the Hubble radius dH (in blue) in a non-singular and symmetric bouncing uni-
verse. The vertical axis is time and the horizontal axis is physical distance. Note
that, one can impose the Bunch-Davies initial conditions when the modes are well
inside the Hubble radius at a suitably early time during the contracting phase.
One finds that this is possible if there exists a phase of non-accelerating contrac-
tion.

the fact that the Null Energy Condition (NEC) has to be violated near the bounce.

One of the primary problems confronting contracting universes are their insta-

bility to the growth of anisotropic stresses [63]. The energy density associated

with the anisotropies in the universe can be shown to scale as a−6. In inflationary

universes, they dilute much faster than the other stress-energy components and

therefore quickly become negligible. In contracting universes the anisotropies
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grow and become dominant rather rapidly. Another problem that is encountered

in bouncing universe are the gradient instabilities which seem to be always asso-

ciated with the violation of the NEC [3].

Note that the discussion we have carried out, as far as the perturbations are con-

cerned, applies to inflation as well as bounces. However, it is important to recog-

nize that there is a significant difference in the behavior of evolution of perturba-

tions between these two paradigms. In the case of inflation, the amplitude of the

curvature perturbation becomes constant soon after the modes leave the Hubble

radius. In contrast, in a contracting phase, the amplitude of the scalar and tensor

perturbations grow as one approaches the bounce. We shall discuss this behavior

of perturbations in some detail in the later chapters.

1.3.1 The simple matter bounce scenario and challenges

One of the successes of the inflationary theory is to arrive at a nearly scale-

invariant spectrum of primordial fluctuations that can seed the large scale struc-

ture. Similarly, one can show that, a contracting phase which behaves as a mat-

ter dominated epoch can lead to a scale-invariant spectrum (see, in this context,

Ref. [64]). If the scale-invariant spectrum is preserved across the bounce, it can

then possibly provide an explanation for the observed fluctuations in the CMB.

Such a scenario is referred to as the matter bounce. Even though this model pre-

dicts a scale-invariant spectrum, the model is plagued by a variety of issues, such

as the anisotropy problem. Moreover, one can show that the contracting matter

dominated phase is not an attractor and hence needs very fine tuned initial con-

ditions [24]. In addition, most of the efforts show that the tensor-to-scalar ratio

can be very large in these models which can be inconsistent with the observa-

tions [12]. One requires more complex matter bounce scenarios to achieve the
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suppression of anisotropic instabilities and lead to a tensor-to-scalar ratio that

is consistent with the observations (for a recent effort in this direction, see, for

instance, Ref. [65]).

1.3.2 The idea of ekpyrosis

As we have discussed earlier, the advantage of inflation is that the background

trajectory is an attractor. Similarly, one can show that the contracting phase dom-

inated by super stiff matter (i.e. with w > 1) is an attractor (see for instance,

Refs. [24, 26]). Such a contracting phase is referred to as the ekpyrotic scenario.

The original proposal of the ekpyrotic bounce is based on the braneworld picture

of the universe [25]. It is interesting to note that the ekpyrotic phase is driven

by a negative potential. During this phase (wherein w > 1), the energy density

grows faster than the anisotropies and hence this scenario is also free from the

anisotropy problem.

However, one finds that ekpyrosis involving a single scalar field produces an

adiabatic spectrum with a strong blue tilt that is inconsistent with the observa-

tions. Therefore, viable ekpyrotic models that produce the observed fluctuations

necessarily have to involve two scalar fields [26]. In these examples, the isocur-

vature perturbations are scale-invariant on super-Hubble scales. Moreover, the

amplitude of isocurvature perturbation can be large compared to the amplitude

of the curvature perturbation. After the ekpyrotic phase, the isocurvature per-

turbations source the curvature perturbations, eventually converting them into a

scale-invariant spectrum of adiabatic perturbations [26].
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1.3.3 Tensor-to-scalar ratio in bounces

As we have discussed, in the case of the matter bounce scenario, both the tensor

and the scalar fluctuations have a similar evolution history during the early con-

tracting phase. This implies the the tensor-to-scalar ratio before the bounce can be

calculated from the initial conditions. This ratio can be shown to be of the order

of O(20) which is very large compared to the current upper bounds. Hence, in

order to obtain a small tensor-to-scalar ratio after the bounce, the curvature per-

turbation need to be enhanced during the bounce (in this context, see Refs. [3]). In

the case of ekpyrotic contracting phase, the amplitude of the tensor perturbation

is very small compared to the curvature perturbation, leading to an insignificant

tensor-to-scalar ratio.

1.4 Organization of the thesis

In this section, we shall provide a brief, chapterwise outline of the thesis.

In chapter 2, we shall numerically evaluate the dimensionless non-Gaussianity

parameter that characterizes the amplitude of the tensor bispectrum for a class

of two-field inflationary models such as double inflation, hybrid inflation and

aligned natural inflation. We shall compare the numerical results with the slow

roll results which can be obtained analytically. In the context of double infla-

tion, we shall also investigate the effects on the non-Gaussianity parameter due

to curved trajectories in the field space.

In chapter 3, we shall construct a model involving two scalar fields that drives a

symmetric matter bounce and study the evolution of the scalar and tensor per-

turbations in the model. We shall evolve the perturbations analytically as well as

52



numerically across the bounce and evaluate the power spectra after the bounce.

We shall show that, for a suitable value of the parameter describing the model,

while the scalar and tensor perturbation spectra are scale-invariant over scales of

cosmological interest, the tensor-to-scalar ratio proves to be much smaller than

the current upper bound from the observations of the CMB anisotropies by the

Planck mission.

In chapter 4, we shall extend our earlier model to drive near-matter bounces.

With the aid of techniques which we had used in the previous chapter, we shall

evaluate the scalar and tensor power spectra arising in the model numerically.

We find that the new model involves an additional parameter (apart from the

scale associated with the bounce) which determines the tilt of the power spectra.

We show that a suitable value for the additional parameter leads to red scalar as

well as tensor power spectra and a scalar spectral tilt that is consistent with the

observations. The value of the original parameter, which is fixed by the COBE

normalized value of the scalar power spectrum, leads to a very small tensor-to-

scalar ratio that is consistent with the current upper bound from the observations.

While nearly scale-invariant primordial power spectra are remarkably consistent

with the cosmological data, it has often been found that certain features in the

power spectra lead to an improved fit to the cosmological data. In inflation, the

features in the power spectrum can be generated by allowing for deviations from

slow roll. This is possible due to the fact that inflation, typically, is an attractor.

This aspect allows slow roll inflation to be restored after brief periods of devia-

tion from it. As we have mentioned earlier, the ekpyrotic trajectory is an attractor

in the contracting universe. Utilizing the attractive nature of the background, in

chapter 5, we shall study the possibility of generating features in the power spec-

trum in bouncing scenarios. This aspect can, in principle, strongly discriminate

between the inflationary and bouncing scenarios.
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In the early universe, the primordial perturbations are generated due to quan-

tum fluctuations and, as the universe evolves, they are expected to be converted

to classical stochastic perturbations. While such a quantum-to-classical transition

of the perturbations has been studied extensively in the inflationary scenario, the

corresponding analysis in bouncing scenarios has been rather limited. In two-

field models, the effect of the isocurvature perturbations needs to be accounted

for while examining the quantum-to-classical transition of the curvature pertur-

bations. In chapter 6, we shall compare and contrast the quantum-to-classical

transition of the curvature perturbation in inflationary and bouncing scenarios

driven by two scalar fields.
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Chapter 2

Numerical evaluation of the tensor

bispectrum in two-field inflation

2.1 Introduction

In the absence of equally effective alternatives, the inflationary paradigm contin-

ues to remain the most compelling scenario to describe the origin of perturba-

tions in the primordial universe. Inflation—which refers to a period of acceler-

ated expansion during the early stages of the radiation dominated epoch—was

initially proposed to explain cosmological observations such as the extent of ho-

mogeneity and spatial flatness of the universe. However, soon after the origi-

nal proposal, it was realized that apart from helping to overcome the drawbacks

of the conventional hot big bang model, the inflationary scenario also provides

a causal mechanism for the generation of primordial perturbations. According

to the inflationary paradigm, the primordial perturbations are generated due to

quantum fluctuations, which are rapidly stretched to cosmological scales due to

the accelerated expansion. The perturbations generated during inflation lead to

55



anisotropies in the CMB, which in turn result in the large scale structure of galax-

ies and clusters of galaxies that we see around us today (see, for instance, any of

the following reviews [2]).

As we have discussed in the previous chapter, typically, the period of accelerated

expansion is assumed to be driven by scalar fields. Many models consisting of

single and multiple scalar fields have been proposed to achieve inflation. The

potentials governing the scalar fields, along with the values of the parameters

describing them, determine the dynamics during inflation. It is the quantum

fluctuations associated with the scalar fields that are responsible for the primor-

dial perturbations. The background inflationary dynamics determines the char-

acteristics of these perturbations, which are conveniently described in terms of

correlation functions. The CMB and other cosmological data point to a nearly

scale-invariant primordial scalar power spectrum as is generated by the simplest

models of slow roll inflation [8, 66, 67]. However, despite the strong constraints

that have emerged, there exist many inflationary models that are consistent with

the data at the level of two-point functions. In the case of canonical single field

models, there has been a comprehensive comparative analysis of a fairly large set

of models with the cosmological data [8, 67]. Clearly, in the long run, it would

be desirable to carry out a similar comparison of multi-field models and, more

specifically, two-field models with the data (see, for instance, Refs. [68]). As far as

the background evolution is concerned, two-field models offer a richer dynamics

than the single field models due to the possibility of different types of trajecto-

ries in the field space. At the level of perturbations, the existence of isocurva-

ture perturbations in multi-field models can lead to a non-trivial evolution of the

curvature perturbation on super-Hubble scales (see, for example, the following

articles [9, 10] or reviews [69]).

Over the last decade and a half, it has been recognized that observations
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of primordial non-Gaussianities—in particular, the amplitude of three-point

functions—can help us arrive at a smaller class of viable inflationary models. This

expectation has been corroborated to a large extent by the strong constraints that

have been arrived at by the Planck data on the three non-Gaussianity parameters

that describe the amplitude of the scalar bispectrum [37]. Theoretically, a good

amount of work has been carried out towards calculating the non-Gaussianities

generated in single and multi-field inflationary models. But, the theoretical un-

derstanding of non-Gaussianities generated in the inflationary models and the

observational constraints that have been arrived at have largely focused on the

scalar bispectrum and the related non-Gaussianity parameters [34–36].

Other than the scalar bispectrum, there arise three other three-point functions

when the tensor perturbations are also taken into account [39]. Often, the three-

point functions are calculated analytically in the slow roll approximation. In a

generic situation, one has to adopt a numerical approach to evaluate these three-

point functions (in this context, see, for instance, Refs. [40–43]). Moreover, while

numerical procedures have been developed to evaluate the three-point functions

in single field models [40–43], until recently, there has been very little effort to-

wards computing these quantities in multi-field models (see, however, Refs. [44]).

Though the recent efforts are indeed more comprehensive and focus on the im-

portant case of scalars, the approach adopted in these efforts (the so-called trans-

port method) is different from the method we shall work with. Eventually, we

would like to arrive at a numerical procedure to evaluate all the three-point func-

tions in two-field and, in general, multi-field models. In contrast to the scalars,

the tensor perturbations are simpler to study as they depend only on the evolu-

tion of the scale factor. Therefore, as a first step, in this chapter, we shall com-

pute the tensor bispectrum and the corresponding non-Gaussianity parameter in

two-field models of inflation. To check the accuracy of the numerical procedure,

we shall first consider simple situations leading to slow roll inflation and com-
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pare the numerical results with the analytical results available in such cases. We

shall then study the effects of the curved trajectory in the field space on the ten-

sor bispectrum and the corresponding non-Gaussianity parameter. We shall also

explicitly examine the validity of the consistency relation governing the three-

point function in the squeezed limit and discuss the contributions to tensor non-

Gaussianities during the epoch of preheating.

This chapter is organized as follows. In the following section, we shall quickly

summarize the equations of motion describing the background dynamics of in-

flationary scenarios driven by two canonical scalar fields. In section 2.3, we shall

present the essential expressions governing the tensor bispectrum arrived at us-

ing the Maldacena formalism and introduce the dimensionless non-Gaussianity

parameter h
NL

that characterizes the amplitude of the tensor bispectrum. In sec-

tion 2.4, we shall discuss the analytical results for the tensor bispectrum and the

corresponding non-Gaussianity parameter in the de Sitter limit. In section 2.5, we

shall describe the numerical procedure that we adopt to calculate the tensor bis-

pectrum and the non-Gaussianity parameter and then go to on to evaluate these

quantities in three different two-field models, viz. double inflation, hybrid infla-

tion and aligned natural inflation. Moreover, in the case of double inflation, we

shall study the imprints of turning trajectories on h
NL

. In section 2.6, using our

numerical techniques, we shall also examine the so-called consistency condition

relating the tensor bispectrum to the tensor power spectrum in the squeezed limit,

wherein one of the wavenumbers involved is much smaller than the other two.

In section 2.7, we shall discuss the effects of preheating on the non-Gaussianity

parameter h
NL

. Lastly, in section 2.8, we shall conclude with a brief summary.
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2.2 Background equations

We shall consider the background to be described by the spatially flat FLRW line-

element (1.28). We shall study inflationary models consisting of two scalar fields,

say, φ and χ, that are described by the action

S[φI ] = −
∫

d4x
√−g

[
1

2

2∑
I=1

∂µφI ∂
µφI + V (φI)

]
, (2.1)

where φI = {φ, χ} and V (φI) is the potential characterizing the scalar fields. The

equations of motion that govern the homogeneous components of these scalar

fields are given by

φ̈I + 3H φ̇I + VI = 0, (2.2)

where VI = ∂V/∂φI . Recall that, the quantity H = ȧ/a denotes the Hubble pa-

rameter and its evolution is described by the following Friedmann equation:

H2 =
1

3M2
Pl

[
1

2

2∑
I=1

φ̇2
I + V (φI)

]
. (2.3)

It is useful to introduce here the so-called first slow roll parameter ε1, which is

defined as

ε1 = − Ḣ

H2
. (2.4)

Moreover, one finds that the quantity a′′/a that governs the evolution of the tensor

Mukhanov-Sasaki variable uk [cf. equation (1.68)] can be expressed in terms of the

slow roll parameter ε1 as
a′′

a
= (aH)2 (2− ε1) . (2.5)
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2.3 The tensor bispectrum and the corresponding

non-Gaussianity parameter

As we have mentioned earlier, we shall be focusing on the tensor perturbations

in this chapter. When the tensor perturbations are taken into account, the FLRW

metric can be expressed as [34]

ds2 = a2(η)
{
−dη2 +

[
eγ(η,x)

]
ij

dxi dxj
}
, (2.6)

where γij is a symmetric, transverse and traceless tensor. Note that the line-

element (1.48) corresponds to the case wherein the tensor perturbation γij are

retained only up to the linear order.

The dominant signatures of non-Gaussianities are the three-point functions. The

tensor bispectrum, viz. the three-point correlation function describing the tensor

perturbations, that arises in a given inflationary model can be evaluated using

the so-called Maldacena formalism [34]. The formalism involves first deriving

the cubic order action governing the perturbations. At the cubic order, upon

using the line-element (2.6) the action describing the tensor perturbations can be

obtained to be [39]

S3[γij] =
M2

Pl

2

∫
dη

∫
d3x a2

[
1

2
γlj γim ∂l∂mγij −

1

4
γij γlm ∂l∂mγij

]
. (2.7)

Given this action, the corresponding three-point function can then be arrived at

using the standard techniques of quantum field theory. In this section, we shall

gather the essential expressions describing the tensor bispectrum. We shall also

define the corresponding dimensionless non-Gaussianity parameter that can be

introduced for conveniently characterizing the amplitude of the tensor bispec-
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trum, as is popularly done in the scalar case [43].

The tensor bispectrum in Fourier space, viz. Bm1n1m2n2m3n3
γγγ (k1,k2,k3), evaluated

towards the end of inflation at the conformal time, say, ηe, is defined as

〈 γ̂k1
m1n1

(ηe) γ̂
k2
m2n2

(ηe) γ̂
k3
m3n3

(ηe) 〉

= (2π)3 Bm1n1m2n2m3n3
γγγ (k1,k2,k3) δ(3) (k1 + k2 + k3) . (2.8)

It should be mentioned that the delta function on the right hand side implies that

the wavevectors k1, k2 and k3 form the edges of a triangle. For convenience,

hereafter, we shall set

Bm1n1m2n2m3n3
γγγ (k1,k2,k3) = (2 π)−9/2 Gm1n1m2n2m3n3

γγγ (k1,k2,k3). (2.9)

The quantityGm1n1m2n2m3n3
γγγ (k1,k2,k3), evaluated in the perturbative vacuum, can

be obtained to be (see, for instance, Refs. [34, 43])

Gm1n1m2n2m3n3
γγγ (k1,k2,k3) = M2

Pl

[(
Πk1
m1n1,ij

Πk2
m2n2,im

Πk3
m3n3,lj

− 1

2
Πk1
m1n1,ij

Πk2
m2n2,ml

Πk3
m3n3,ij

)
k1m k1l

+five permutations

]
×
[
hk1(ηe)hk2(ηe)hk3(ηe)Gγγγ(k1,k2,k3)

+ complex conjugate
]
, (2.10)

where the quantity Πk
mn,ij is defined in equation (1.70). The tensor modes hk sat-

isfy the differential equation (1.65), while Gγγγ(k1,k2,k3) is described by the inte-

gral

Gγγγ(k1,k2,k3) = − i
4

∫ ηe

ηi

dη a2 h∗k1
h∗k2

h∗k3
, (2.11)

with ηi denoting the time when the initial conditions are imposed on the pertur-
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bations.

As is well known, in the case of the scalars, a dimensionless non-Gaussianity pa-

rameter is often introduced (in fact, a set of three parameters are considered) to

roughly characterize the amplitude of the scalar bispectrum. A similar dimen-

sionless quantity can be introduced to describe the tensor bispectrum. It can be

defined to be the following dimensionless ratio of the tensor bispectrum and the

power spectrum [43]:

h
NL

(k1,k2,k3) = −
(

4

2π2

)2 [
k3

1 k
3
2 k

3
3 G

m1n1m2n2m3n3
γγγ (k1,k2,k3)

]
×

[
Πk1
m1n1,m3n3

Πk2
m2n2,m̄n̄

k3
3 PT

(k1) P
T
(k2) + five permutations

]−1
,

(2.12)

where the overbars on the indices imply that they need to be summed over all

allowed values. Since we shall be focusing here only on the amplitude of the

tensor bispectrum, for simplicity, we shall set the polarization tensor to unity. In

such a case, the expression (2.10) for the tensor bispectrum reduces to

Gγγγ(k1,k2,k3) = M2
Pl

[
hk1(ηe)hk2(ηe)hk3(ηe) Ḡγγγ(k1,k2,k3)

+ complex conjugate
]
, (2.13)

where the quantity Ḡγγγ(k1,k2,k3) is described by the integral

Ḡγγγ(k1,k2,k3) = − i
4

(
k2

1 + k2
2 + k2

3

) ∫ ηe

ηi

dη a2 h∗k1
h∗k2

h∗k3
. (2.14)

Also, if we ignore the factors involving the polarization tensor, the non-

Gaussianity parameter h
NL

simplifies to

h
NL

(k1,k2,k3) = −
(

4

2π2

)2 [
k3

1 k
3
2 k

3
3 Gγγγ(k1,k2,k3)

]
62



×
[
2 k3

3 PT
(k1)P

T
(k2) + two permutations

]−1

. (2.15)

2.4 The non-Gaussianity parameter h
NL

in slow roll

inflation

Evidently, in order to evaluate the tensor bispectrum, we shall first require the

modes hk. Also, using the modes, we need to be able to evaluate the integral (2.14)

and the asymptotic forms of the modes to arrive at the tensor bispectrum and the

corresponding non-Gaussianity parameter. In slow roll inflation, one often works

in the de Sitter approximation wherein the tensor modes hk are given by

hk(η) =

√
2 iH

I

M
Pl

√
2 k3

(1 + i k η) e−i k η, (2.16)

with H
I

being the constant Hubble parameter in de Sitter inflation. These modes

can be easily used to arrive at the following well-known, strictly scale-invariant

tensor power spectrum (evaluated towards the end of inflation, i.e. as ηe → 0):

P
T
(k) =

2H2
I

π2M2
Pl

. (2.17)

Using the modes (2.16), the integral (2.14) can be evaluated to be

Ḡγγγ(k1,k2,k3) = −iHI
(k2

1 + k2
2 + k2

3)

4M3
Pl

(k1 k2 k3)3/2

(
k

T
− k1 k2 + k1 k3 + k2 k3

k
T

− k1 k2 k3

k2
T

)
,

(2.18)

where k
T

= k1 + k2 + k3. In the limit ηe → 0, the corresponding tensor bispec-

trum Gγγγ(k1,k2,k3) and the non-Gaussianity parameter h
NL

(k1,k2,k3) can be
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obtained to be

Gγγγ(k1,k2,k3) = −H
4
0 (k2

1 + k2
2 + k2

3)

2M4
Pl

(k1 k2 k3)3

(
k

T
− k1 k2 + k1 k3 + k2 k3

k
T

− k1 k2 k3

k2
T

)
(2.19)

and

h
NL

(k1,k2,k3) =
1

4

(
k2

1 + k2
2 + k2

3

k3
1 + k3

2 + k3
3

) (
k

T
− k1 k2 + k2 k3 + k3 k1

k
T

− k1 k2 k3

k2
T

)
.

(2.20)

Note that, in the equilateral limit (i.e. when k1 = k2 = k3), we have h
NL

= 17/36 '

0.472, while in the squeezed limit (i.e. as k1 = k2 and k3 → 0), we have h
NL

=

3/8 = 0.375. These analytical results prove to be very handy for examining the

accuracy of the numerical procedures that we shall adopt to evaluate the tensor

modes, the tensor power spectrum and the tensor bispectrum.

2.5 Numerical evaluation

As we have described before, our aim in this chapter is to numerically evaluate

the magnitude and shape of the non-Gaussianity parameter h
NL

in two-field mod-

els of inflation. We shall make use of the analytical results available in the slow

roll limit (actually, in the de Sitter limit) to check the accuracy of our numerical re-

sults. In this section, we shall first quickly describe the numerical procedure that

we shall adopt for the evaluation of the non-Gaussianity parameter h
NL

. There-

after, we shall consider three specific inflationary models and evaluate the non-

Gaussianity parameter h
NL

in these models.

Evidently, we shall first require the behavior of the background quantities and

the tensor modes. Once these are at hand, the tensor bispectrum (2.13) can be

arrived at by computing the integral (2.14) and then using the asymptotic forms
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of the tensor modes. These quantities can be utilized to finally obtain the non-

Gaussianity parameter h
NL

.

Our numerical procedure is essentially similar to an earlier work in this context

which had dealt with single field models of inflation [43]. Once the parameters in

the potential and the initial conditions are specified, one can integrate the equa-

tions (2.2) that govern the scalar fields and the Friedmann equation (2.3) to ar-

rive at the evolution of the background quantities. Usually the initial value of

the fields are chosen to lead to enough number of e-folds (say, 60-70 e-folds of

inflation). Once we have the background quantities, we can solve for the ten-

sor perturbations by integrating the governing equation (1.65), along with the

Bunch-Davies initial condition (1.75). In this computation, the initial conditions

are imposed on the modes when they are sufficiently inside the Hubble radius

[we have chosen when k/(aH) = 102]. The power spectrum is evaluated in the

super-Hubble domain, when the amplitude of the modes have reached a constant

value [which typically occur when k/(aH) ' 10−5].

We solve the background and the perturbation equations as functions of the

number of e-folds using the fifth order Runge-Kutta algorithm (see, for instance,

Ref. [70]). Since the amplitude of the tensor modes are constant during the super-

Hubble evolution, we can neglect the contribution of h
NL

during this period (for

more details, see Ref. [43]). This simplifies the numerical integration involved in

the calculation of h
NL

. Note that the modes oscillate strongly in the sub-Hubble

domain, leading to oscillating integrands. In order to handle such integrands,

an exponential cut-off is included to regulate the integrals in the sub-Hubble do-

main, as has been implemented earlier in similar contexts (in this context, see

Refs. [40, 41, 43, 71]). Such a cut-off can be justified theoretically as it helps in

identifying the correct perturbative vacuum [35, 41]. The integration is carried
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out using the Bode’s rule1, from the earliest time ηi when the smallest of the three

wavenumbers (k1, k2, k3) is well inside the Hubble radius to the final time ηe when

the largest of them is sufficiently outside the Hubble radius.

2.5.1 Double inflation

The simplest of two-field inflationary models is the model which is described by

the potential [72]

V (φ, χ) =
1

2
m2
φ φ

2 +
1

2
m2
χ χ

2. (2.21)

This model is often referred to as double inflation, since it can lead to two different

epochs of inflation (characterized by different values of the Hubble parameter) if

the parameters mφ and mχ are very different. Even though this model seems to

be ruled out by the current observations, it is instructive to work with this model

since it is very simple. As we have mentioned earlier, one of our aims is to study

the effects of curved trajectories in field space on h
NL

and, in this model, it is easy

to construct different types of curved trajectories.

For numerical analysis, we shall set mφ = 7.12× 10−6M
Pl

, and choose mχ to be a

multiple of mφ. We shall choose the initial value of the fields to be φi = 14.4M
Pl

and χi = 8.5M
Pl

. The corresponding initial velocities of the fields are chosen such

that the first slow roll parameter ε1 is small. In figure 2.1, we have shown the

trajectories of the two scalar fields and the evolution of the slow roll parameter

ε1 for three different mass ratios mχ/mφ. For mχ = mφ, the slow roll parameter

ε1 is very small throughout inflation, as one would have naively expected. For

mχ = 4mφ, the trajectory in the field space is characterized by a smooth turn

from a χ dominated phase to the χ = 0 valley and inflation continues along this

valley. In the case of mχ = 8mφ, the turn is more sharp and the field reaches
1We should add that there is some confusion concerning whether it is Bode’s or Boole’s

rule [70].

66



the χ = 0 valley faster than in the former cases. It is important to note the effect

of turning on the evolution of the first slow roll parameter ε1. When the mass

ratio increases, the turns become sharper and the slow roll parameter ε1 changes

considerably during the turn.

Let us now turn to understand the behavior of the non-Gaussianity parameter

in these situations. Since the case of mχ = mφ leads to nearly de Sitter inflation,

the numerical results for h
NL

from this case can be compared with the analytical

results we had discussed earlier. Evidently, this exercise can help us determine

the accuracy of our numerical procedure. In figure 2.2, we have illustrated the

density plots of h
NL

for a triangular configuration of the wavenumbers (k1, k2, k3)

evaluated analytically in the case of de Sitter inflation and the numerical results

for the double inflation model with equal values for the masses for the two fields.

To arrive at the density plots of h
NL

, we have set k1 = 5 × 10−2 Mpc−1, and cho-

sen k2 and k3 such that 5 × 10−4 Mpc−1 < (k2, k3) < 5 × 10−2 Mpc−1. Note that

the non-Gaussianity parameter h
NL

has an equilateral shape, i.e. its value is the

largest in the equilateral limit (wherein k1 = k2 = k3). The equilateral shape can

be attributed to the fact that the non-Gaussianities are essentially generated as

the modes leave the Hubble radius and the contributions on the super-Hubble

scales are insignificant. This figure clearly illustrates that the numerical and the

analytical results match quite well. In fact, we find that the maximum difference

between them is less than 2%.

Our next task is to study the effect of the turning of the trajectory in the field space

on h
NL

, and we shall utilize the cases wherein mχ = 4mφ and mχ = 8mφ for this

purpose. We should mention that, in these cases, the scales of our interest leave

the Hubble radius between the e-folds of 16 and 33, and the direction of the trajec-

tory changes exactly in this domain. The change in the trajectory in the field space

leads to a deviation from slow roll, as is evident from figure 2.1. This effects the
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tensor modes and the associated non-Gaussianities. In figure 2.3, we have plot-

ted the non-Gaussianity parameter h
NL

that arises in these two cases. While the

deviation from slow roll inflation clearly modifies the amplitude of the parame-

ter h
NL

, the broad equilateral shape is indeed retained. The departure from slow

roll boosts the amplitude of h
NL

to a slight extent from the slow roll values. As

we had mentioned, we have considered the double inflation model because of its

simplicity. In figure. 2.6, we have plotted the scalar (i.e. the adiabatic) and the

tensor power spectra that arise in these cases. Even the simpler case of mφ = mχ

will not be favored by the CMB data because of the large tensor-to-scalar ratio

that the model leads to. (Recall that, the upper bound on the tensor-to-scalar ra-

tio is r . 0.07, according to the recent Planck data [7].) The other two cases lead

to a broad step-like feature in the power spectra. They also result in higher scalar

power on large scales and a large tensor-to-scalar ratio. Due to these reasons,

these cases are ruled out by the data as well.

In what follows, we shall discuss two more models, viz. hybrid inflation and

aligned natural inflation. As we shall see, in these models, for the values of the

parameters that we work with, the first slow roll parameter evolves smoothly

and also remains very small during inflation. As a result, the non-Gaussianity

parameter h
NL

in these models does not differ much from the case of de Sitter

inflation.

2.5.2 Hybrid inflation

In most of the models, inflation ends when the scalar field approaches the mini-

mum of the potential. The hybrid model of inflation had been introduced as an

alternative way of ending inflation [58, 73]. In this model, inflation does not end

because the field reaches a minimum, but due to a phase transition which occurs
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at a critical point of one of the fields. This model is based on the potential

V (φ, χ) =
1

2
m2 φ2 +

λ

4

(
χ2 −M2

)2
+
λ′

2
φ2 χ2, (2.22)

where λ and λ′ are two positive coupling constants, whilem andM represent two

mass parameters. One finds that, in this model, a wide variety of trajectories are

possible for different initial conditions [74]. When confined to domains of sub-

Planckian values for the fields, the initial values which lead to sufficient amount

of e-folds are found to be near the χ = 0 valley and as random points in the

space of the scalar fields. But, it is observed that the initial conditions which give

sufficiently long inflation can be always found in the region of super-Planckian

values of the fields [75].

In our analysis, we shall set m = 2.63 × 10−12M
Pl

, M = 4.14 × 10−14M
Pl

and

λ = λ′ = 2.75× 10−13. The scalar fields start from the initial values φi = 10.02M
Pl

and χi = 21.05M
Pl

. The behavior of the slow roll parameter ε1 in this model is

plotted in figure. 2.4, and the resulting tensor bispectrum is plotted in figure. 2.5.

2.5.3 Aligned natural inflation

The next model we shall study is the natural inflation model with a strong align-

ment [59, 76]. The model is described by the potential

V (φ, χ) = Λ4

[
1− 1

1 + β
cos (c1 αφ+ c2 χ)− β

1 + β
cos (c3 αφ+ c4 χ)

]
. (2.23)

This model also admits different types of trajectories. But, for the values of the

parameters Λ = 1.76 × 10−10M
Pl

, c1 = 8.20M−1
Pl

, c2 = 12.12M−1
Pl

, c3 = 8.80M−1
Pl

,

c4 = 27.27M−1
Pl

, α = 0.01 and β = 0.41, the initial conditions φi = 24.2M
Pl

and

χi = −0.1M
Pl

lead to a special kind of trajectory in which inflation ends due to
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the instability in the direction of the heavy field. This trajectory is interesting due

to the fact that it leads to a suppressed value for the tensor-to-scalar ratio. The

first slow roll parameter is very small throughout inflation and it undergoes an

extremely sharp change in its value to end inflation (cf. figure 2.4). We shall make

use of this trajectory for evaluating h
NL

.

From figure 2.4, it is clear that in both the models (i.e. the hybrid inflation model

and the aligned natural inflation model), the slow roll parameter ε1 remains very

small throughout inflation. So, we do not expect much change in the value of h
NL

from the case of de Sitter inflation and this expectation is confirmed by figure 2.5.

For the sake of completeness we have included the plots of the scalar and tensor

power spectra that arise in these models in figure 2.6. For the values of the

parameters we have worked with, the hybrid inflation model seems to lead to a

rather high tensor-to-scalar ratio, and hence it is likely to be ruled out by the data.

In contrast, as we had mentioned, the aligned natural inflation model results in a

considerably suppressed tensor-to-scalar ratio and, therefore, it can be expected

to be consistent with the data.
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Figure 2.1: The trajectories of the fields φ and χ in the field space have been plot-
ted (on top) in the case of double inflation for different mass ratios mχ = mφ (in
blue), mχ = 4mφ (in red) and mχ = 8mφ (in green). The corresponding evolution
of first slow roll parameter ε1 has been plotted as a function of the number of e-
folds N (at the bottom) with the same choices of colors for the different cases (as
in the figure on the top).
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Figure 2.2: Density plots of h
NL

for an arbitrary triangular configuration of the
wavenumbers evaluated analytically in the case of de Sitter inflation (on top) and
obtained numerically for double inflation with mχ = mφ (at the bottom). It is
evident that the analytical and the numerical results match quite well, indicating
the accuracy of the numerical procedures that have been adopted.
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Figure 2.3: Density plots of h
NL

computed numerically for an arbitrary triangular
configuration of the wavenumbers for the case of double inflation withmχ = 4mφ

(on top) and mχ = 8mφ (at the bottom). Note that, in these cases, the departure
from slow roll arises due to the turn in the trajectory in the field space. This devia-
tion from slow roll enhances the amplitude of the non-Gaussianity parameter h

NL

to some extent from the slow roll values.
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Figure 2.4: The evolution of first slow roll parameter ε1 in the the case of hybrid
inflation (in blue) and aligned natural inflation (in red).
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Figure 2.5: Density plots of the non-Gaussianity parameter h
NL

evaluated nu-
merically for an arbitrary triangular configuration of the wavenumbers for the
case of hybrid inflation (on top) and aligned natural inflation (at the bottom).
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Figure 2.6: The scalar, i.e. adiabatic (solid line), and the tensor (dashed line)
power spectra have been plotted (on top) for the double inflation model with
mχ = mφ (in blue), mχ = 4mφ (in red) and mχ = 8mφ (in green). The power
spectra (with same choice of lines) have also been plotted (at the bottom) for the
cases of the hybrid inflation (in blue) and the aligned natural inflation (in red)
models.
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2.6 Consistency relation in the squeezed limit

It is well known that the amplitude of the tensor perturbations freeze on super-

Hubble scales. Due to this reason, if one considers the long wavelength limit of

one of the wavenumbers (often referred to as the squeezed limit), it can be shown

that the tensor bispectrum can be completely expressed in terms of the tensor

power spectrum. Specifically, if we choose k3 → 0 so that k2 ' k3 = k, one finds

that the non-Gaussianity parameter h
NL

can be expressed as follows [71]:

lim
k3→0

h
NL

(k,−k,k3) =
1

8
[n

T
(k)− 3] , (2.24)

where n
T

is the tensor spectral index defined as in equation (1.72). Since we have

been able to evaluate the non-Gaussianity parameter h
NL

(and the spectral in-

dex n
T

) for an arbitrary triangular configuration of the wavenumbers, it is in-

teresting to examine if the above consistency is indeed satisfied in the models

we have considered. In figure 2.7, we have plotted these two quantities for the

double inflation model with mχ = 8mφ, which leads to the maximum possible

deviation from slow roll. We find that the maximum difference between these

quantities evaluated numerically is about 1.2%, which clearly supports the valid-

ity of the consistency relation even in situations involving departures from slow

roll.
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Figure 2.7: The non-Gaussianity parameter h
NL

evaluated numerically in the
squeezed limit (the solid line) and the quantity (n

T
− 3)/8 obtained from the ten-

sor power spectrum (the dashed line) have been plotted in the case of the double
inflation model wherein mχ = 8mφ. The maximum difference between these
quantities is about 1.2% and the difference can be attributed to the level of nu-
merical accuracy that one has worked with. This suggests that the consistency
relation is valid even away from slow roll.

2.7 The contribution during preheating

In models such as double inflation, the scalar field rolls down the potential and

inflation is terminated when the field is close to the minimum of the potential.

After inflation has ended, the scalar field oscillates about the minimum of the

potential, a phase which is referred to as preheating. Note that all perturbations

of cosmological interest are on super-Hubble scales during the domain of pre-

heating. Due to this reason, the oscillations in the scalar field are not expected to

affect the evolution of the amplitude of hk, which remain constant as in the super-

Hubble domain during inflation. We have evolved the tensor perturbations nu-

merically through the epoch of preheating. In figure. 2.8, we have plotted the
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Figure 2.8: Evolution of the absolute value of hk for k = 0.05 Mpc−1 during the
epochs of inflation and reheating in the case of the double inflation model with
mχ = 8mφ. The vertical lines indicate the time when the mode leaves the Hubble
radius during inflation (in red) and the end of inflation (in green), respectively.

evolution of the amplitude of hk (for a specific mode) in the case of the double

inflation model during the epochs of inflation and preheating. Clearly, the figure

corroborates the expectation that the amplitude of hk is constant at suitably late

times. Since the amplitude of the tensor modes is constant, the contribution to

the non-Gaussianity parameter h
NL

due to this epoch is identically zero [43].

2.8 Discussion

As we have stressed earlier, primordial non-Gaussianities are expected to pro-

vide crucial information to help us arrive at stronger constraints on the physics

of the early universe. Apart from the very recent efforts, there has been little work

towards the numerical evaluation of non-Gaussianities in multi-field models of
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inflation. As a preliminary step, in this chapter, we have evaluated the tensor bis-

pectrum in two-field models of inflation [77]. We have been able to compare the

numerical results with the analytical results available in the case of slow roll in-

flation. This comparison suggests that the numerical procedure we have adopted

is quite accurate. The two-field models are interesting because of the curved tra-

jectories that can be generated in the field space in a rather simple manner. One

of our aims was to identify the effect of such a turn in the trajectory on the mag-

nitude and the shape of h
NL

. In double inflation, we have found that the change

in the direction of the trajectory produces a bump in the first slow roll parameter,

which increases the amplitude of h
NL

over a certain domain. We have also studied

the behavior of h
NL

in the case of hybrid inflation and aligned natural inflation.

Lastly, we have shown that the contribution to h
NL

due to the epoch of preheating

can be completely neglected, due to the constant amplitude of the tensor modes

during this period.

Evaluating the tensor bispectrum has proved to be simpler since the evolution

of the tensor modes depend only on the behavior of the scale factor. Moreover,

the fact the tensor modes freeze on super-Hubble scales makes the computation

easier. We are presently extending our code to evaluate the other three-point

functions in two-field models. In the case of the three-point functions involving

scalars, the presence of isocurvature perturbations provides a challenge, as they

can lead to non-trivial evolution of the curvature perturbation on super-Hubble

scales. We are currently working on this issue.
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Chapter 3

Viable tensor-to-scalar ratio in a

symmetric matter bounce

3.1 Introduction

Bouncing models refer to scenarios wherein the universe undergoes a period of

contraction until the scale factor attains a minimum value, whereupon it transits

to the more standard phase of expansion. As we have discussed in the introduc-

tory chapter, such scenarios provide an alternative to the inflationary framework

as they can also aid in overcoming the horizon problem associated with the con-

ventional hot big bang model, in a fashion similar to inflation. Importantly, cer-

tain bouncing scenarios are also known to lead to nearly scale-invariant spectra of

primordial perturbations (see, for instance, the reviews [3,27,78–80]), as required

by the cosmological data. It is generally expected that quantum gravitational ef-

fects will have a substantial influence on the dynamics of the very early universe,

close to the big bang. In this chapter, we shall consider classical bounces, which

correspond to situations wherein the background energy density and pressure
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remain sufficiently lower than the Planckian energy density, even as the universe

evolves across the bounce. This enables us to carry out our analysis without hav-

ing to take into account possible Planck scale effects, which may otherwise play

a significant role near the bounce.

Though there may be differences of opinion about the theoretical motivations

for specific models, it has to be acknowledged that, as a broad paradigm, infla-

tion has been a tremendous success (see, for example, the following reviews [2]).

However, the remarkable effectiveness of the inflationary paradigm also seems

to be responsible for its major drawback. Despite the strong observational con-

straints that have emerged, we still seem far from the desirable goal of arriving at

a reasonably small subset of viable inflationary models (for a comprehensive list

of single field models and their performance against the cosmological data, see

Refs. [8, 67]). Moreover, it is not clear whether the paradigm can be falsified at

all (in this context, see Ref. [62])! In sharp contrast, bouncing models have been

plagued by various difficulties and constructing a model that is free of patholo-

gies, while being consistent with the observations, seems to pose considerable

challenges. At this stage, we believe it is important that we highlight some of the

generic issues. Firstly, in a universe which is undergoing accelerated expansion,

any classical perturbations that are originally present in the sub-Hubble regime

will quickly decay. But, such perturbations will rapidly grow during the con-

tracting phase as one approaches the bounce. This behavior raises the concern if

a smooth and homogeneous background that is required as an initial condition

at suitably early times is sufficiently probable. It can also bring into question the

validity of linear perturbation theory in the proximity of the bounce [3, 81–83].

However, it has been shown that, for a large class of bouncing scenarios, one can

work in a specific, well-defined gauge wherein linear perturbation theory is valid

near the bounce (in this context, see Refs. [81, 82]). Secondly, small anisotropies

are known to grow during the contracting phase, which may lead to the so-called
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Belinsky-Khalatnikov-Lifshitz instability [63]. While the above two issues can be

alleviated to some extent in specific models such as the ekpyrotic scenario (see, for

example, Refs. [25, 26]), generically, they could be overcome only by careful fine

tuning of the initial conditions (for a recent discussion on this point, see Ref. [24]).

Thirdly, certain gauge invariant quantities are bound to diverge in the vicinity of

the bounce (when the NEC is initially violated and later restored) which may

pose fundamental difficulties in evolving the perturbations across the bounce.

However, as we shall discuss in due course, this difficulty can be circumvented

by working in a suitable gauge and evolving the perturbations in that particular

gauge (in this context, see, for example, Ref. [12]). Fourthly, vector perturbations,

if present, can grow rapidly in a contracting universe [3, 82]. But, this issue can

be overcome if one assumes that there are no vector sources at early times. In

spite of such issues, bouncing models have attracted a lot of attention in the lit-

erature over the last two decades (for an intrinsically incomplete list of efforts in

this direction, see Refs. [3, 12, 14, 15, 17, 24–26, 46, 84–96]). These efforts suggest

that bouncing scenarios can be regarded as the most popular alternative to the

inflationary paradigm. In this chapter, we shall consider a specific model leading

to a completely symmetric matter bounce and investigate, both numerically and

analytically, the evolution of scalar perturbations in this scenario.

A matter bounce corresponds to a certain class of bouncing scenarios wherein,

during the early stages of the contracting phase, the scale factor behaves as in

a matter dominated universe. Such models are known to be ‘dual’ to de Sitter

inflation, and hence are expected to lead to scale-invariant spectra of primor-

dial perturbations [64, 97]. Before we go on to discuss about the specific model

that we shall consider, let us make a few summarizing remarks regarding the

existing matter bounce models. One of the primary problems concerning sym-

metric matter bounce scenarios seems to be the fact that in many of these mod-

els [3, 12, 79, 87, 94], the tensor-to-scalar ratio r turns out to be far in excess of the
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current upper bound of r . 0.07 from the Planck mission [7]. One possible way

of circumventing this difficulty seems to be to model the regular component as a

perfect fluid. In particular, a suitably small speed of sound for the scalar pertur-

bations ensures that the tensor-to-scalar ratio r is small enough to be consistent

with the data [98]. Due to the small speed of sound, the scalar perturbations leave

the Hubble radius at earlier times (when compared with the tensor perturbations)

providing them with more time for their amplitude to grow as the bounce is ap-

proached. It has been also been shown that, by making a judicious choice of the

initial conditions, a small tensor-to-scalar ratio can be obtained in asymmetric

bounces [12]. Within the context of Einsteinian gravity, it is well known that the

NEC has to be violated in order to obtain a bounce. Moreover, since the Hub-

ble parameter changes sign at the bounce, the total background energy density

vanishes at the bounce. The simplest way to drive such a background would be

to introduce a ghost field which carries a negative energy density (see, for in-

stance, Refs. [12, 86]). However, there are certain issues associated with ghost

fields, mostly pertaining to the absence of a stable quantum vacuum [99]. The

so-called ghost-condensate mechanism has been introduced as an improvement

upon the typical ghost fields because the perturbative ghost instability can be

avoided in this situation (see, for example, Refs. [15, 88]). Nevertheless, it has

been shown that it is impossible to embed the ghost condensate Lagrangian into

an ultraviolet complete theory [100]. In the matter bounce curvaton scenario [89],

which also contains a ghost field in addition to a much lighter second field, the

tensor-to-scalar ratio has been shown to be suppressed by ‘kinetic amplification’.

Another alternative would be to use the Galileon Lagrangian [15,17,90], wherein

the gradient instability, which may otherwise lead to an exponential growth of

the comoving curvature perturbation, can be avoided. Moreover, these models

also permit us to circumvent the instabilities associated with ghosts. In certain

single field models which lead to a non-singular bounce, it has been argued that
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the scalar perturbations are amplified more during the bounce relative to the ten-

sor perturbations, which may lead to a viable value of r [91, 95].

Therefore, the challenge seems to be to construct a completely symmetric matter

bounce scenario wherein the tensor-to-scalar ratio is small enough to be in agree-

ment with the observations. In an earlier work, we had studied the behavior of

the tensor perturbations in a matter bounce scenario described by a specific form

of the scale factor and had gone on to evaluate the tensor power spectrum and

bispectrum in the model [101]. The most dominant of the primordial perturba-

tions are, of course, the scalar perturbations. While the tensor perturbations are

completely determined by the behavior of the scale factor, as is well known, the

evolution of the scalar perturbations strongly depends on the nature of the source

driving the background. In this chapter, assuming Einsteinian gravity, we shall

construct a model that leads to the specific form of the scale factor for which we

had previously obtained a scale-invariant spectrum of tensor perturbations. As

we shall see, the scale factor of our interest can be driven with the aid of two

scalar fields, one of which is a canonical field described by a potential, whereas

the other is a purely kinetic ghost field with a negative energy density. We shall

show that it is possible to construct exact analytical solutions for the background

dynamics of our model. Utilizing the analytical solutions for the background

and, working in a specific gauge, we shall numerically evolve the perturbations

across the bounce and evaluate the power spectrum of the scalar perturbations

after the bounce. Interestingly, we find that the amplitude of the scale-invariant

scalar and tensor perturbation spectra (over cosmological scales) are dependent

on only one parameter, viz. the scale associated with the bounce. Further, we

shall illustrate that the tensor-to-scalar ratio is completely independent of even

this parameter, and it is in agreement with the constraints from Planck. Lastly,

we should mention that, we shall also present analytical arguments to support

our numerical results.
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This chapter is organized as follows. In the following section, we shall quickly in-

troduce the scale factor characterizing the bouncing scenario of our interest and

stress a few basic points. In section 4.3, to illustrate some aspects, we shall re-

visit the behavior of the tensor perturbations and the evaluation of the tensor

power spectrum in the scenario. In section 3.4, we shall construct the source for

the bouncing scenario of our interest using two scalar fields. In section 3.5, we

shall first arrive at the equations of motion governing the scalar perturbations in

a generic gauge. Thereafter, we shall obtain the reduced equations in a specific

gauge wherein the perturbations behave well in the vicinity of the bounce. In sec-

tion 3.6, we shall evolve the scalar perturbations numerically across the bounce.

In section 3.7, we shall construct analytical solutions to the equations governing

the perturbations under certain approximations and we shall show that the ana-

lytical arguments support our numerical results. In section 3.8, we shall evaluate

the scalar power spectrum and the tensor-to-scalar ratio after the bounce, both

numerically as well as analytically, and illustrate that the resulting spectra are

broadly in agreement with the constraints from the Planck data. We shall con-

clude in section 4.6 with a summary and a brief outlook.

Apart from the cosmic and conformal time coordinates, in this chapter, we shall

also work with a new time variable that we have introduced in an earlier work

on bouncing scenarios, viz. e-N-folds, which we shall denote as N [101, 102].

3.2 The scale factor describing the matter bounce

In this chapter, we shall consider the background to be the spatially flat FLRW

metric that is described by the line-element (1.28). We shall assume that the scale
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factor describing the bounce is given in terms of the conformal time as follows:

a(η) = a0

(
1 + η2/η2

0

)
= a0

(
1 + k2

0 η
2
)
, (3.1)

where a0 is the value of the scale factor at the bounce (i.e. at η = 0) and k0 = 1/η0

is the scale associated with the bounce. At very early times, viz. when η � −η0,

the scale factor behaves as a ∝ η2, which is the behavior in a matter dominated

universe. It is for this reason that the above scale factor corresponds to a matter

bounce scenario. In the absence of any other scale in the problem, it seems natural

to assume that the quantity k0 is related to the Planck scale. As we shall see

later, the source driving the scale factor of our interest as well as the results we

obtain depend only on the ratio k0/a0. Specifically, it is the dimensionless ratio

k0/(a0MPl
) that shall determine the amplitude of the power spectra. We find that

the scales of cosmological interest are about 20-30 orders of magnitude smaller

than the wavenumber k0 (in this context, see Ref. [101]).

Let us now highlight a few points concerning the above scale factor and the na-

ture of the sources that are expected to drive the bounce. To begin with, the

scale factor is completely symmetric about the bounce. Also, since the Hub-

ble parameter H = a′/a2 vanishes at the bounce, so does the total energy den-

sity, i.e. ρ = 3H2M2
Pl

, of the sources driving the scale factor. It is straightfor-

ward to show that the energy density ρ too is symmetric about the bounce. The

energy density initially increases on either side as one moves away from the

bounce, reaches the maximum value ρmax = 34M2
Pl
k2

0/(4
3 a2

0) at η = ±η∗, where

η∗ = η0/
√

3, and decreases thereafter. Note that ρmax depends only on the combi-

nation k0/a0. The fact that k0/a0 is the only parameter in the problem will become

more evident when we attempt to model the sources that drive the bounce. If we

assume k0/(a0MPl
) to be, say, of the order of 10−5 or so, then, clearly, the energy

density ρ will always remains much smaller than the Planckian density. It is for
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this reason that we are able to treat the bounce as completely classical. Interest-

ingly, in the domain −η∗ < η < η∗, wherein the energy density decreases as one

approaches bounce, one finds that Ḣ > 0. Since Ḣ = −(ρ + p)/(2M2
Pl

), where p

is the total pressure, (ρ + p) < 0 during this period. In other words, the NEC is

violated over this domain. It should be clarified that, while η∗ ' 1/k0, the dura-

tion of the bounce in terms of the in terms of cosmic time is actually of the order

of a0/k0.

It can be easily shown that the above scale factor can be driven by two fluids,

one which is ordinary, pressureless matter and another which behaves exactly as

radiation, albeit with a negative energy density [14,103]. In fact, it is this negative

energy density (and the associated negative pressure) that leads to the violation

of the NEC near the bounce and also ensures that the total energy density of

the two fluids vanishes at the bounce. In due course, we shall model these two

fluids in terms of scalar fields. We shall achieve the violation of the NEC with

the aid of a ghost field. It ought to be stressed here that, in Einsteinian gravity

that are working with, it is impossible to achieve bounces in a spatially flat FLRW

universe without violating the NEC.

3.3 The evolution of tensor perturbations and the

tensor power spectrum

In this section, we shall revisit the evolution of the tensor perturbations and the

evaluation of the corresponding power spectrum in the matter bounce scenario of

our interest, which we have discussed in an earlier work [101]. We shall study the

evolution of the perturbations analytically as well as numerically. This exercise

permits us to introduce the concept of e-N-folds and also highlight a few points
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concerning the evolution of perturbations in bouncing scenarios. Later, we shall

adopt similar methods to obtain analytical solutions for the scalar perturbations.

As we have emphasized earlier, the tensor perturbations are simpler to study

because of the fact that the equation governing their evolution depends only on

the scale factor.

3.3.1 Analytical evaluation of the tensor perturbations

Let us first discuss the analytical evaluation of the tensor modes and the tensor

power spectrum.

Recall that, when the tensor perturbations characterized by γij are taken into

account, the spatially flat FLRW metric can be expressed as in equation (1.48).

The Fourier modes hk corresponding to the tensor perturbations are governed

by the differential equation (1.65). Often, it proves to be convenient to in-

troduce the so-called Mukhanov-Sasaki variable uk, defined through the rela-

tion hk =
√

2uk/(MPl
a), which satisfies the differential equation (1.68). In the

context of inflation, one imposes the standard Bunch-Davies initial condition on

the modes when they are well inside the Hubble radius. As we shall have dis-

cussed in the introductory chapter, in bouncing scenarios, such a condition can

be imposed at sufficiently early times during the contracting phase. Also recall

that the tensor power spectrum, evaluated at a suitably late time, say, ηe, is de-

fined in equation (1.71). As is common knowledge, in the inflationary scenario,

the power spectra are evaluated on super-Hubble scales. In bouncing models, the

spectra are typically evaluated some time after the bounce, when the universe is

expected to make a transition to the conventional radiation dominated epoch.
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From the expression (3.1) for the scale factor, we obtain that

a′′

a
=

2 k2
0

1 + k2
0 η

2
. (3.2)

Clearly, the quantity a′′/a exhibits a maximum at the bounce, with the maximum

value being of the order of k2
0 , and it vanishes as η → ±∞. For modes of cos-

mological interest such that k � k0, we find that k2 � a′′/a as η → −∞, i.e. at

very early times. This behavior permits us to impose the standard Bunch-Davies

initial condition on the modes uk at early times.

As we mentioned, we shall be interested in evaluating the tensor power spectrum

after the bounce. Let us assume that, after the bounce, the universe transits to the

radiation domination epoch at, say, η = β η0, where we shall set β ' 102. We

should hasten to clarify that, while this value of β is somewhat arbitrary, we find

that the final results do not strongly depend on the choice of β. In order to study

the evolution of the tensor modes analytically, let us divide the period −∞ <

η ≤ β η0 into two domains. The first domain is determined by the condition

−∞ < η ≤ −α η0, where α is a very large number, which we shall set to be 105. In

other words, this domain corresponds to very early times during the contracting

phase before the bounce. The second domain−α η0 ≤ η ≤ β η0 evidently involves

periods prior to as well as immediately after the bounce. We find that, under

suitable approximations, we can evaluate the tensor modes analytically in both

of these domains.

In the first domain (i.e. during −∞ < η ≤ −α η0), the scale factor (3.1) reduces to

a(η) ' a0 k
2
0 η

2, (3.3)

so that we have a′′/a ' 2/η2, which is exactly the behavior in de Sitter inflation.

Upon imposing the Bunch-Davies initial condition [cf. equation (1.75)] at early
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times when k2 � 2/η2, the mode hk in the first domain can be easily determined

to be [64, 101, 104, 105]

hk '
√

2

M
Pl

1√
2 k

1

a0 k2
0 η

2

(
1− i

k η

)
e−i k η. (3.4)

Let us now consider the behavior of the modes in the second domain, i.e.−α η0 ≤

η ≤ β η0. In this domain, for scales of cosmological interest, which correspond to

k � k0, the equation governing the tensor mode hk simplifies to

h′′k +
2 a′

a
h′k ' 0. (3.5)

We should clarify that, since we are working in the domain wherein η ≥ −α η0,

this equation is actually valid for wavenumbers such that k � k0/α. The above

equation can be integrated to yield

hk(η) ' hk(η1) + h′k(η1) a2(η1)

∫ η

η1

dη̃

a2(η̃)
, (3.6)

where η1 is a suitably chosen time, and we have set the constants of integration

to be hk(η1) and h′k(η1). Upon choosing η1 = −α η0 and using the form (3.1) of the

scale factor, we find that, in the second domain, the tensor mode can be expressed

as

hk = Ak + Bk f(k0 η), (3.7)

where the function f(x) is given by

f(x) =
x

1 + x2
+ tan−1 (x) . (3.8)

The quantities Ak and Bk can be determined from the solution (3.4) in the first
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domain and are given by

Ak =

√
2

M
Pl

1√
2 k

1

a0 α2

(
1 +

i k0

α k

)
ei α k/k0 + Bk f(α), (3.9a)

Bk =

√
2

M
Pl

1√
2 k

1

2 a0 α2

(
1 + α2

)2
(

3 i k0

α2 k
+

3

α
− i k

k0

)
ei α k/k0 . (3.9b)

It is interesting to note here that, after the bounce, the first term in f(k0 η) decays

while the second term exhibits a mild growth.

3.3.2 E-N-folds and the numerical evaluation of the tensor

modes

To understand the accuracy of the approximations involved, we can compare

the above analytical results for the evolution of the tensor modes with the cor-

responding numerical results. Since the scale factor is specified, it is essentially

a matter of numerically integrating the differential equation (1.65) governing the

tensor perturbations with known coefficients. However, the conformal time co-

ordinate does not prove to be an efficient time variable for numerical integration,

in particular, when a large range in the scale factor needs to be covered. In the

context of inflation, one works with e-folds N as the independent time variable,

with the scale factor being given by a(N) ∝ eN . But, the function eN is monoton-

ically increasing function, whereas, in a bounce, the scale factor decreases at first

before beginning to increase.

In order to describe the completely symmetric bouncing universe of our interest,

we shall introduce a new time variable N , in terms of which the scale factor is

given by [101, 102]

a(N ) = a0 eN
2/2. (3.10)

We shall refer to the variable N as e-N-fold, and we shall perform the numerical
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integration using this variable. We shall assume thatN is zero at the bounce, with

negative values representing the phase prior to the bounce and positive values

after. It is useful to note that the amount of e-N-folds, say, ∆N , is related to the

more conventional number of e-folds, say, ∆N , as ∆N =
√

2 ∆N . For instance,

∆N ' 50–60 corresponds to ∆N ' 10–11.

In terms of e-N-folds, the differential equation (1.65) governing the evolution of

the tensor modes can be expressed as

d2hk
dN 2

+

(
3N +

1

H

dH

dN −
1

N

)
dhk
dN +

(
kN
aH

)2

hk = 0, (3.11)

where H is the Hubble parameter. In order to determine the coefficients of the

above equation, we need to express the Hubble parameter in terms of e-N-folds.

Upon using the expression for the scale factor (3.1), we obtain that

η(N ) = ± k−1
0

(
eN

2/2 − 1
)1/2

. (3.12)

It is important to note that, since the Hubble parameter is negative during the

contracting phase and positive during the expanding regime, we shall have to

choose the root of η(N ) accordingly during each phase. We numerically in-

tegrate the differential equation (3.11) using a fifth order Runge-Kutta algo-

rithm. We impose the initial conditions at a sufficiently early time, say, Ni, when

k2 = 104 (a′′/a). Evidently, the standard Bunch-Davies initial condition on uk

[cf. equation (1.75)] can be converted to initial conditions on the mode hk and

its derivative with respect to the e-N-fold [101]. The tensor mode hk evaluated

numerically has been plotted in figure 3.1 for a specific wavenumber. In the same

figure, we have also plotted the analytical result we have obtained for the tensor

mode. It is clear from the figure that the analytical results match the exact nu-

merical results exceedingly well, which illustrates the extent of accuracy of the
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Figure 3.1: The numerical (in red) and the analytical (in cyan) results for the am-
plitude of the tensor mode hk corresponding to the wavenumber k/k0 = 10−20

has been plotted as a function of e-N-fold. We have set k0/(a0MPl
) = 3.3 × 10−8

and, for plotting the analytical results, we have also chosen α = 105. Note that, to
arrive at the plots we have chosen k0 = M

Pl
and a0 = 3.0×107, which is consistent

with the above mentioned value of k0/(a0MPl
). We have plotted the results from

the initial e-N-foldNi [when k2 = 104 (a′′/a)] corresponding to the mode. Clearly,
the match between the analytical and numerical results is very good. This indi-
cates that the approximation for determining the modes analytically works quite
well.

analytical approximations.

3.3.3 Tensor power spectrum

The tensor power spectrum can now be evaluated using the solutions for the

modes that we have obtained. Upon substituting the modes (3.7) in the expres-

sion (1.69), we find that the tensor power spectrum after the bounce, evaluated at

η = β η0, can be written as

P
T
(k) = 4

k3

2 π2
|Ak + Bk f(β)|2, (3.13)

94



10−30 10−27 10−24 10−21 10−18 10−15 10−12 10−9 10−6 10−3 100

k/k0

10−15

10−13

10−11

10−9

10−7

10−5

10−3

10−1

101

103

105

P T
(k
)

Figure 3.2: The tensor power spectrum P
T
(k), evaluated analytically, has been

plotted as a function of k/k0 for a wide range of wavenumbers. In plotting this
figure, we have chosen the same values for k0/a0 and α as in the previous fig-
ure, and have set β = 102. We should stress that the approximations we have
worked with are valid only for wavenumbers such that k � k0/α. It is clear from
the figure that the power spectrum is scale-invariant over these wavenumbers.
Note that, for the values of the parameters mentioned above, at small enough
wavenumbers, the tensor power spectrum has the scale-invariant amplitude of
P

T
(k) ' 5× 10−15.

with Ak and Bk given by equations (3.9), and f by equation (3.8). As we had

pointed out, our approximations are valid only for modes such that k � k0/α.

Also, for reasons discussed earlier, we need to choose β to be reasonably large. We

have plotted the resulting tensor power spectrum in figure 3.2 for k0/(a0MPl
) =

3.3 × 10−8, α = 105 and β = 102. Clearly, the spectrum is scale-invariant for

wavenumbers such that k � k0/α. It is straightforward to determine the scale-

invariant amplitude of the power spectrum to be [64, 104, 105]

P
T
(k) ' 9 k2

0

2M2
Pl
a2

0

. (3.14)
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Note that this tensor power spectrum depends only on the parameter k0/a0. As

we shall illustrate later (see figure 3.6), the numerical results for the power spec-

trum (evaluated at η = β η0) matches this scale-invariant amplitude quite well.

3.4 Modeling the bounce with scalar fields

Our aim now is to construct sources involving scalar fields to drive the scale fac-

tor (3.1). We had mentioned earlier that the scale factor can be achieved with

the aid of two fluids, one of which is pressureless matter and another which be-

haves as radiation, but with a negative energy density. It is well known that non-

canonical scalar fields with a purely kinetic term can act as perfect fluids [106].

However, purely kinetic scalar fields cannot mimic pressureless matter, as a po-

tential term is required to ensure that the pressure always remains zero. We shall

model pressureless matter by a canonical scalar field with a potential, and de-

scribe radiation with negative energy density in terms of a suitable purely kinetic,

non-canonical and ghost scalar field. As we had mentioned in the introductory

section, such ghost fields pose certain conceptual difficulties. At this stage, we

shall choose to overlook these difficulties and continue with our analysis. We

shall make a few remarks about the issue in the concluding section.

Let the canonical field be φ and the non-canonical, ghost field be χ. We shall

assume that the complete action describing these two fields is given by

S[φ, χ] = −
∫

d4x
√−g

[
−Xφφ

+ V (φ) + U0

(
X

χχ)2
]
, (3.15)

where Xφφ is the kinetic term (1.30), U0 is a positive constant with the dimension
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of M−4
Pl

, and the kinetic term X
χχ is defined as

X
χχ

= −1

2
∂µχ∂

µχ. (3.16)

While the stress-energy tensor associated with the φ is given by (1.32), the stress-

energy tensor corresponding to the field χ can be obtained to be

T µν (χ) = −2U0X
χχ

∂µχ∂νχ− δµν U0

(
X

χχ)2
. (3.17)

Assuming the fields to be homogeneous, let us understand their behavior in a

bouncing universe. Let us first consider the χ field. It is straightforward to obtain

that

T 0
0 (χ) = −ρχ =

3U0 χ̇
4

4
, (3.18a)

T ij (χ) = pχ δ
i
j = −U0 χ̇

4

4
δij. (3.18b)

Note that ρχ is negative and pχ = ρχ/3, corresponding to radiation. In the absence

of any potential, the equation of motion governing the field χ is extremely simple

and is given by

χ′′ = 0. (3.19)

This can be immediately integrated to obtain χ′ = C2, where C2 is a constant of

integration. In other words, the field evolves monotonically towards either large

or small values as the universe evolves. Such a behavior should not be surprising

for a purely kinetic field that is devoid of any potential to guide it. The energy

density ρχ can be written as

ρχ = −3U0 χ
′4

4 a4
= −3U0C

4
2

4 a4
, (3.20)

97



which is indeed the behavior of radiation, albeit with a negative energy density.

Let us now turn to the behavior of the field φ. The components of the stress-

energy tensor associated with the field are given by equations (1.33). Recall that

the field φ is expected to behave as ordinary matter. The pressureless condition

leads to [cf. equation (1.33b)]

φ′ 2

2
− a2 V (φ) = 0. (3.21)

Further, being pressureless, the associated energy density is expected to behave

as, say, ρφ = C2
1/a

3, where C1 is a constant. This implies that we can can write

[cf. equation (1.33)]
φ′ 2

2
+ a2 V (φ) =

C2
1

a
. (3.22)

Upon adding the above two equations, we obtain that

φ′ =
C1√
a
. (3.23)

Given the scale factor (3.1), this equation can be easily integrated to arrive at

φ = φ0 sinh−1(k0 η), (3.24)

where φ0 = C1/(
√
a0 k0) and we have set the constant of integration to zero. The

above expression can be inverted to write

k0 η = sinh

(
φ

φ0

)
. (3.25)

Since, according to equations (3.21) and (3.23),

V (φ) =
φ′2

2 a2
=

C2
1

2 a3
, (3.26)
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on using the above solution for φ, we can determine the potential to be

V (φ) =
C2

1

2 a3
0 cosh6 (φ/φ0)

. (3.27)

It is straightforward to check that the above expressions for the field and the

potential indeed satisfy the standard equation of motion (1.31) governing the

canonical scalar field. Note that the evolution of the field is symmetric about

the bounce. It starts with large negative values at early times during the contract-

ing phase, rolls up the potential (3.27), reaching zero at the bounce1. Thereafter,

the field continues towards positive values, rolling down the potential during the

expanding phase.

Now that we have arrived at the behavior of the fields, the remaining task is to fix

the constants C1 and C2. They ought to be related to the parameters k0 and a0 in

terms of which we had expressed the scale factor and the constant U0 that appears

in the part of the action describing the field χ. We find that the first Friedmann

equation 3H2M2
Pl

= ρ = ρφ + ρχ can be expressed as

3H2M2
Pl

=
φ′ 2

2
+ a2 V (φ)− 3U0 χ

′4

4 a2
, (3.28)

where H = a′/a is the conformal Hubble parameter. Upon using the various

expressions we have obtained above and the scale factor (3.1), we can determine

the constants C1 and C2 to be

C1 =
√

12 a0MPl
k0, (3.29a)

C2 =

√
4M

Pl
a0 k0

U
1/2
0

, (3.29b)

1The fact that the field rolls up the potential during the contracting phase should not come as
a surprise. During an expanding phase such as inflation, H is positive and, as is well known, the
3H φ̇ term leads to friction, slowing down the field that is rolling down a potential. In contrast,
during a contracting phase, since H is negative, the 3H φ̇ term acts as ‘anti-friction’, speeding up
the field and thereby allowing it to climb the potential.
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so that the energy densities associated with the two fields reduce to

ρφ =
12M2

Pl
a0 k

2
0

a3
, (3.30a)

ρχ = −12M2
Pl
a2

0 k
2
0

a4
. (3.30b)

It is easy to see that ρφ + ρχ = 0 at the bounce, and such a behavior would not

have been possible without the ghost field χ.

We should point out here that, if we make use the above expression for C1, the

potential (3.27) can be written as

V (φ) =
6M2

Pl
(k0/a0)2

cosh6
(√

12φ/M
Pl

) . (3.31)

In other words, the potential and, hence, the complete model, actually depends

only on the parameter k0/a0. Therefore, we can expect the power spectra to de-

pend only on this combination. This is already evident in the case of the tensors

[cf. equation (3.14)]. In due course, we shall see that similar conclusions apply

to the scalars as well. We shall comment further on this point in the concluding

section.

We should mention here that the matter bounce scenario driven by two scalar

fields we are studying is somewhat similar to a system which had been investi-

gated earlier [12]. In the earlier work, the purely kinetic, ghost field χ was de-

scribed by a linear kinetic term, in contrast to the non-linear term that we are

considering. Also, the choice of the potential describing the canonical field φ was

different. However, since both the models lead to a matter dominated phase at

early times, we find that the two potentials behave in a similar manner at large

negative values of the field. The difference in the action governing the χ field

and the choice of an even function for the potential describing the φ field lead to

a difference in the behavior of the background around the bounce between the
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two models. Our choices not only permit us to solve for the background analyti-

cally, but, importantly, the symmetric matter bounce (3.1) of our interest leads to

a tensor-to-scalar ratio that is consistent with the observations.

3.5 Equations of motion governing the scalar

perturbations

In this section, we shall derive the equations governing the evolution of the scalar

perturbations. Since there are two fields involved, evidently, apart from the cur-

vature perturbation, there will be an isocurvature perturbation present as well.

We shall derive the equations governing the perturbations δφ and δχ and their

corresponding gauge invariant versions δφ and δχ. Thereafter, we shall construct

the curvature and isocurvature perturbations for our model and arrive at the cor-

responding equations governing them.

3.5.1 The first order Einstein’s equations

If we take into account the scalar perturbations to the background metric, then

the FLRW line-element, in general, can be written as in equation (1.44). At the

first order in the perturbations, the Einstein’s equations are given by [1]

3H
(
H A+ ψ̇

)
− 1

a2
∇2
[
ψ − aH

(
B − a Ė

)]
= − 1

2M2
Pl

(δρφ + δρχ), (3.32a)

∂i

(
H A+ ψ̇

)
=

1

2M2
Pl

∂i (δqφ + δqχ), (3.32b)

ψ̈ +H
(
Ȧ+ 3 ψ̇

)
+
(

2 Ḣ + 3H2
)
A =

1

2M2
Pl

(δpφ + δpχ), (3.32c)

A− ψ +
1

a

[
a2
(
B − a Ė

)]·
= 0, (3.32d)
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where δρI and δpI , with I = (φ, χ), are the perturbations in the energy densi-

ties and pressure associated with the two fields φ and χ. Further, the quanti-

ties δqI have been defined through the relation δT 0
i(I) = −∂i(δqI). The last of

the above equations follows from the fact that there are no anisotropic stresses

present. While the components of the perturbed stress-energy tensor associated

with the field φ are given by equations (1.51), the components of the perturbed

stress-energy tensor corresponding to the field χ can be evaluated to be

δT 0
0 (χ) = −δρχ = 3U0 χ̇

3 ˙δχ− 3AU0 χ̇
4, (3.33a)

δT 0
i (χ) = −∂i δqχ = ∂i

(
U0 χ̇

3 δχ
)
, (3.33b)

δT ij (χ) = δpχ δ
i
j =

(
U0A χ̇

4 − U0 χ̇
3 ˙δχ

)
δij. (3.33c)

3.5.2 Equations governing the perturbations in the scalar fields

The equations of motion describing the perturbations in the fields can be arrived

at from the following conservation equation governing the perturbation in the

energy density of a specific component (see, for instance, Refs. [107, 108]):

δ̇ρI + 3H (δρI + δpI)− 3 (ρI + pI) ψ̇−∇2

[(
ρI + pI
a

)
B +

δqI
a2
− (ρI + pI) Ė

]
= 0.

(3.34)

Upon making use of this equation and the above expressions for the components

of the perturbed stress-energy tensor, we obtain the equations of motion govern-

ing the Fourier modes, say, δφk and δχk, associated with the perturbations in the

two scalar fields to be

δ̈φk + 3H ˙δφk + Vφφ δφk + 2VφAk − φ̇
(
Ȧk + 3 ψ̇k

)
+

k2

a2

[
δφk + a φ̇

(
Bk − a Ėk

)]
= 0, (3.35a)
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δ̈χk +H ˙δχk − χ̇
(
Ȧk + ψ̇k

)
+

k2

3 a2

[
δχk + a χ̇

(
Bk − a Ėk

)]
= 0, (3.35b)

where, evidently, Ak, Bk, ψk and Ek denote the Fourier modes that describe the

corresponding metric perturbations. The gauge invariant perturbations associ-

ated with the two scalar fields can be constructed to be

δφk = δφk +
φ̇

H
ψk, (3.36a)

δχk = δχk +
χ̇

H
ψk. (3.36b)

Upon using the equations of motion (3.35) and the first order Einstein equa-

tions (3.32), we find that these gauge invariant perturbations of the two scalar

fields obey the following equations:

δφ
′′
k + 2H δφ′k +

(
k2 + a2 Vφφ +

2 a2 φ′ Vφ
HM2

Pl

+
3φ′2

M2
Pl

− φ′4

2H2M4
Pl

+
U0 φ

′2 χ′4

a2H2M4
Pl

)
δφk

=
U0 φ

′ χ′3

a2HM2
Pl

δχ
′
k

+

(
U0 Vφ χ

′3

HM2
Pl

+
3U0 φ

′ χ′3

a2M2
Pl

− U0 φ
′3 χ′3

2 a2H2M4
Pl

+
U2

0 φ
′ χ′7

a4H2M4
Pl

)
δχk, (3.37a)

δχ
′′
k +

(
k2

3
− 2U0 χ

′4

a2M2
Pl

+
U0 φ

′2 χ′4

3 a2H2M4
Pl

− U2
0 χ
′8

2 a4H2M4
Pl

)
δχk

=
φ′ χ′

3HM2
Pl

δφ
′
k

−
(

2χ′ a2 Vφ
3HM2

Pl

+
2φ′ χ′

M2
Pl

− φ′3 χ′

3H2M4
Pl

+
U0 φ

′ χ′5

2 a2H2M4
Pl

)
δφk. (3.37b)

Let us now turn to the construction of the gauge invariant curvature and isocur-

vature perturbations associated with the two fields. In due course, we shall make

use of the above equations to obtain the equations governing the curvature and

isocurvature perturbations.
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3.5.3 Constructing the curvature and isocurvature perturbations

As is well known, in the presence of more than one field or fluid, apart from

the curvature perturbation, isocurvature perturbations are also generated. The

isocurvature perturbations source the curvature perturbations. It is the structure

of the complete action describing the matter fields that determines the relation be-

tween the perturbations in the fields and the curvature and isocurvature pertur-

bations. As we had pointed out earlier, while the fluctuations along the direction

of the background trajectory in the field space are referred to as the adiabatic or

the curvature perturbation, the perturbations along a direction perpendicular to

the background trajectory are called the non-adiabatic, entropic or isocurvature

perturbations [10, 107, 108].

The Lagrangian density associated with the action (3.15) is evidently given by

L = X
φφ − V (φ)− U0

(
X

χχ)2
. (3.38)

Let us now define a set of basis vectors along the direction of background evolu-

tion, viz. the adiabatic basis, and another set of basis vectors along the direction

perpendicular to the background evolution, which is referred to as the entropic

basis. These two sets of basis vectors obey the following orthonormality condi-

tion (see, for instance, Refs. [38, 109]):

L
X
IJ
eIn e

J
m = δnm, (3.39)

where (I, J) = (φ, χ), (n,m) = (1, 2) and

L
X
IJ

=
∂L
∂XIJ . (3.40)
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The adiabatic basis vectors can be defined as [38, 109]

eI1 =
ϕ̇I√

L
X
JK
ϕ̇J ϕ̇K

, (3.41)

where (ϕ1, ϕ2) = (φ, χ)2. Since

L
X
φφ

= 1 (3.42)

and

L
X
χχ = −2U0X

χχ

= −U0 χ̇
2, (3.43)

we can define the two adiabatic basis vectors to be

eφ1 =
φ̇√

φ̇2 − U0 χ̇4

, (3.44a)

eχ1 =
χ̇√

φ̇2 − U0 χ̇4

. (3.44b)

The curvature perturbation can be defined in terms of these basis vectors as

R =
H

L
X
IJ
ϕ̇I ϕ̇J

L
X
KL

ϕ̇K δϕ
L

=
H√

L
X
IJ
ϕ̇I ϕ̇J

L
X
KL

eK1 δϕ
L
, (3.45)

where δϕ
L

is the gauge invariant perturbation associated with the field ϕL. For

our model, the curvature perturbation can be constructed to be

R =
H

φ̇2 − U0 χ̇4

(
φ̇ δφ− U0 χ̇

3 δχ
)
. (3.46)

It is well known that, when multiple components (fluids and/or fields) are

present, the total curvature perturbation is defined as (see, for instance, Refs. [107,

2Actually, since I already represents φ and χ, the introduction of ϕI implying (ϕ1, ϕ2) = (φ, χ)
may be considered as redundant notation. However, representing the perturbations in the scalar
fields as δϕI = (δφ, δχ) seems to be a better choice than denoting them as δI!
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108])

R =
∑
I

ρI + pI
ρ+ p

RI , (3.47)

whereRI is the curvature perturbation associated with an individual component

and is given by

RI = ψ +
H

ρI + pI
δqI . (3.48)

For our system, it is easy to show that, if we make use of the expressions for

the various quantities we have obtained earlier, the definition (3.47) for the to-

tal curvature perturbation indeed matches the explicitly gauge invariant expres-

sion (3.46) we have arrived at. Note that the expression (3.46) forR suggests that

it may diverge when φ̇2 − U0 χ̇
4 = 0, which corresponds to the condition Ḣ = 0.

Recall that, Ḣ = 0 at ∓η∗ = ∓η0/
√

3, which is where the total energy density ρ

reaches its maximum value. As we shall see, the curvature perturbation indeed

diverges at these times. The expression (3.46) also suggests that the curvature

perturbation may turn out to be zero at the bounce, wherein H = 0. However,

we find that this actually does not occur at the bounce, but the curvature pertur-

bation vanishes for an instant between the bounce and η∗.

Let us now construct the corresponding basis vectors for the entropic pertur-

bations, viz. eφ2 and eχ2 . Using equations (3.44) and the orthonormality condi-

tion (3.39), we obtain that

eφ2 =
χ̇
√
−U0 χ̇2√

φ̇2 − U0 χ̇4

, (3.49a)

eχ2 =
φ̇√

−U0 χ̇2

√
φ̇2 − U0 χ̇4

. (3.49b)

It is straightforward to check that these two basis vectors are indeed orthogonal

to the direction of the background evolution. The isocurvature perturbation can
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therefore be defined in terms of the basis vectors (3.49) as

S =
H√

L
X
IJ
ϕ̇I ϕ̇J

L
X
KL

eK2 δϕ
L
. (3.50)

This can be expressed as

S =
H
√
U0 χ̇2

φ̇2 − U0 χ̇4

(
χ̇ δφ− φ̇ δχ

)
, (3.51)

where, in order for S to remain a real quantity, we have dropped the minus sign

under the square root that appears as an overall coefficient. It is easy to check that,

apart from an overall background factor, the isocurvature perturbation we have

defined above can be expressed as the difference of the curvature perturbation

RI [cf. equation (3.48)] associated with the two individual fields [107]. Note that,

as in the case of the curvature perturbation, the isocurvature perturbation can be

expected to diverge at ∓η∗ and vanish at the bounce. We shall see later that these

expectations indeed prove to be true.

3.5.4 Equations governing the curvature and the isocurvature

perturbations

Let Rk and Sk denote the Fourier modes associated with the curvature and the

isocurvature perturbations. The expressions for the curvature and the isocurva-

ture perturbations we have obtained above can be inverted to arrive at the fol-

lowing relations:

δφk =
1

H

(
φ′Rk −

1

a

√
U0 χ′4 Sk

)
, (3.52a)

δχk =
1

H

(
χ′Rk −

a φ′√
U0 χ′2

Sk
)
. (3.52b)
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Using the equations of motion for the gauge invariant field perturbations (3.37),

we obtain the equations governingRk and Sk to be

R′′k +

{
2 (H′ −H2)

H − 2H +
a

M2
Pl

[
2φ′2

3 aH −
a Vφ φ

′

H′ −H2
− H φ′2
a (H′ −H2)

]
− φ′4

3M4
Pl
H (H′ −H2)

}
R′k +

k2

3

[
1 +

φ′2

M2
Pl

(H′ −H2)

]
Rk

=

√
U0 χ′4 φ′

M2
Pl

(H′ −H2)

[
a Vφ
φ′

+
H
a
− 1

2M2
Pl
H

(
φ′2

a
− U0 χ

′4

3 a3

)]
S ′k

+

√
U0 χ′4 φ′

aM2
Pl

[
k2

3 (H′ −H2)
+

5

3
+

5 a2 Vφ
H φ′ −

2H2

H′ −H2
+

Vφφ a
2

H′ −H2

− H
′ −H2

3H2
+

1

M2
Pl

(
2Vφ φ

′ a2

3H (H′ −H2)
+

φ′2

H′ −H2
− φ′2

3H2

)]
Sk, (3.53a)

S ′′k +

[
2 (H′ −H2)

H − 2H− 1

M2
Pl

(
2φ′2

3H +
Vφ φ

′ a2

H′ −H2
+
H φ′2
H′ −H2

)
+

φ′4

3M4
Pl
H (H′ −H2)

]
S ′k

+

{
k2

[
1− φ′2

3M2
Pl

(H′ −H2)

]
− 2H2 + a2 Vφφ +

2 (H′ −H2)
2

H2
− 3

(
H′ −H2

)
+

1

M2
Pl

[
2H2 φ′2

H′ −H2
− 2Vφ φ

′ a2

3H − 2φ′2

3
− Vφφ φ

′2 a2

H′ −H2
− 2φ′2 (H′ −H2)

3H2

]
+

1

M4
Pl

[
φ′4

3H2
− 2Vφ φ

′3 a2

3H (H′ −H2)
− 2φ′4

3 (H′ −H2)

]}
Sk

=

√
U0 χ′4 φ′

M2
Pl

(H′ −H2)

(H′ −H2

aH − H
a
− a Vφ

φ′
− φ′2

3M2
Pl
aH

)
R′k

+

√
U0 χ′4 φ′

3 aM2
Pl

(H′ −H2)
k2Rk. (3.53b)

We should stress here that these equations apply to the two-field model described

by the action (3.15). For the specific bouncing scenario of our interest character-

ized by the scale factor (3.1), these equations simplify to be

R′′k +
2 (7 + 9 k2

0 η
2 − 6 k4

0 η
4)

η (1− 3 k2
0 η

2) (1 + k2
0 η

2)
R′k −

k2 (5 + 9 k2
0 η

2)

3 (1− 3 k2
0 η

2)
Rk

=
4 (5 + 12 k2

0 η
2)√

3 η (1− 3 k2
0 η

2)
√

1 + k2
0 η

2
S ′k
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−
4
[
5− 22 k2

0 η
2 − 24 k4

0 η
4 + k2 η2 (1 + k2

0 η
2)

2
]

√
3 η2 (1 + k2

0 η
2)

3/2
(1− 3 k2

0 η
2)

Sk, (3.54a)

S ′′k −
2 (9 + 7 k2

0 η
2 + 6 k4

0 η
4)

η (1− 3 k2
0 η

2) (1 + k2
0 η

2)
S ′k

+
18− 85 k2

0 η
2 − 25 k4

0 η
4 − 6 k6

0 η
6 + k2 η2 (3− k2

0 η
2) (1 + k2

0 η
2)

2

η2 (1− 3 k2
0 η

2) (1 + k2
0 η

2)
2 Sk

= − 4
√

3 (3− 2 k2
0 η

2)

η
√

1 + k2
0 η

2 (1− 3 k2
0 η

2)
R′k +

4 k2
√

1 + k2
0 η

2

√
3 (1− 3 k2

0 η
2)
Rk. (3.54b)

Note that the denominators of some of the coefficients in these equations con-

tain either a factor of η or (1 − 3 k2
0 η

2). Therefore, as one approaches the bounce

during the contracting phase, the coefficients will first diverge at −η∗ and then

at the bounce. Later, after the bounce, they will also diverge at η∗, before we get

to evaluate the power spectra. Due to this reason, the above equations do not

permit us to evolve the quantitiesRk and Sk across the bounce. This issue can be

circumvented by working in a specific gauge and considering two other suitable

quantities to characterize the perturbations whose governing equations remain

well behaved around the bounce (see Ref. [12], in this context, also see Ref. [110]).

Another related point needs to be emphasized at this stage of our discussion.

As we shall describe in some detail in the next section, the initial conditions on

the perturbations need to be imposed at sufficiently early times when the modes

are well inside the Hubble radius during the contracting phase. Moreover, in

order to impose the standard initial conditions on the curvature and isocurvature

perturbations, the modes need to be decoupled during these early times. It has

been pointed out that a strong coupling between the two modes would not permit

the imposition of standard, independent initial conditions on the modes (for a

detailed discussion on this issue, see Ref. [111]). In due course, we shall discuss

the specific initial conditions that we shall impose on the perturbations (see sub-

section 3.6.2). We ought to stress here that the equations (3.54) governingRk and

Sk indeed decouple at very early times, i.e. as η → −∞ [cf. equations (3.61) and
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(3.62)]. We should highlight the fact that, in the next two sections, apart from the

numerical solutions, we shall also construct analytical solutions, which we shall

show match the numerical results very well.

3.5.5 Perturbations in a specific gauge

We now need to identify a suitable gauge wherein the perturbations can be

evolved across the bounce without facing the difficulties mentioned above. We

find that these difficulties can be avoided if we choose to work in the uniform-χ

gauge [12]. In this gauge, the two independent scalar perturbations turn out to be

the metric potentials A and ψ and, as we shall soon illustrate, these quantities can

be smoothly evolved across the bounce. The curvature and the isocurvature per-

turbations can then be suitably constructed from these two scalar perturbations.

The uniform χ-gauge corresponds to the situation wherein δχk = 0. In such a

case, equation (3.35b) reduces to

k2

3 a

(
Bk − a Ėk

)
=
(
Ȧk + ψ̇k

)
. (3.55)

Upon using this relation, the first order Einstein equations (3.32) and the back-

ground equations, we obtain the following equations governing Ak and ψk:

A′′k + 4HA′k +

[
k2

3
−
(

6H2 − φ′2

M2
Pl

+
2 a2H Vφ

φ′
+

2U0 χ
′4

a2M2
Pl

)]
Ak

=
2 a2 Vφ
φ′

ψ′k +
4 k2

3
ψk, (3.56a)

ψ′′k +

(
2H +

2 a2 Vφ
φ′

)
ψ′k + k2 ψk = 2HA′k

−
(

6H2 − φ′2

M2
Pl

+
2 a2H Vφ

φ′
+

2U0 χ
′4

a2M2
Pl

)
Ak.

(3.56b)
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We should again mention that these equations correspond to the system de-

scribed by the action (3.15). For the specific bouncing scenario that we are con-

sidering here, the above equations simplify to

A′′k + 4HA′k +

(
k2

3
− 20 a2

0 k
2
0

a2

)
Ak = −3Hψ′k +

4 k2

3
ψk, (3.57a)

ψ′′k −Hψ′k + k2 ψk = 2HA′k −
20 a2

0 k
2
0

a2
Ak. (3.57b)

In arriving at these two equations, we have made use of the relation: φ̇2/2 = V (φ),

which arises due to the fact that the field φ is pressureless. Note that, in the

uniform χ-gauge, the curvature and isocurvature perturbations are given by

Rk = ψk +
2HM2

Pl

φ̇2 − U0 χ̇4

(
ψ̇k +H Ak

)
, (3.58a)

Sk =
2HM2

Pl

√
U0 χ̇4(

φ̇2 − U0 χ̇4
)
φ̇

(
ψ̇k +H Ak

)
. (3.58b)

Later, we shall make use of these relations to constructRk and Sk from Ak and ψk

around the bounce.

3.6 Evolution of the scalar perturbations

Let us now turn to solving the equations governing the scalar perturbations nu-

merically. Since we have analytical solutions to describe the behavior of the back-

ground quantities, we need to develop the numerical procedure only for the evo-

lution of the perturbations. Our main aim is to evaluate the scalar power spectra

after the bounce, which, obviously, requires us to evolve the perturbations across

the bounce. In the case of tensors, we could evolve the perturbations smoothly

across the bounce and evaluate the corresponding power spectrum at a suitable

time after the bounce. However, in the case of scalars, as we have described
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above, it does not seem possible to integrate the equations describing the cur-

vature and the isocurvature perturbations across the bounce due to the presence

of diverging coefficients. We shall hence choose to evolve the metric perturba-

tionsAk and ψk across the bounce, since the equations governing them are devoid

of such divergent terms. Once we have evolved Ak and ψk across the bounce,

we shall reconstruct the curvature and the isocurvature perturbations Rk and Sk
from these quantities to arrive at the power spectra.

Recall that, in the case of tensors, when evaluating the perturbations analytically,

we had divided the period of our interest—i.e. from very early times during the

contracting phase to a suitable time immediately after the bounce — into two do-

mains, viz. −∞ < η ≤ −α η0 and −α η0 ≤ η ≤ β η0, where we had set α = 105 and

β = 102. In the case of scalars, we shall work over these two domains to evolve

the perturbations analytically as well as numerically. In the first domain, we shall

identify the Mukhanov-Sasaki variables associated with the perturbationsRk and

Sk and impose the corresponding Bunch-Davies initial conditions on these vari-

ables at suitably early times. We shall evolve the perturbations Rk and Sk using

the governing equations (3.54) until η = −α η0. At η = −α η0, we shall match the

quantities Rk and Sk (and their time derivatives) to the metric perturbations Ak

and ψk (and their time derivatives) using the relations (3.58). Thereafter, we shall

evolve the perturbationsAk and ψk [using equations (3.57)] until η = β η0 after the

bounce. Once we have evolved Ak and ψk across the bounce, we can reconstruct

the quantities Rk and Sk [using equations (3.58)] and also, eventually, evaluate

their power spectra.
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3.6.1 Equations in terms of e-N-folds

As in the case of tensors, we shall numerically integrate the equations with e-N-

folds as the independent variable. We need to numerically integrate the equa-

tions governing the evolution of the quantities Rk, Sk, ψk and Ak. In terms of the

variable e-N-folds, equations (3.54) can be written as

d2Rk

dN 2
+

[
N +

1

H

dH

dN −
1

N +
2 a0N
a2H η

(
7 + 9 k2

0 η
2 − 6 k4

0 η
4

1− 3 k2
0 η

2

)]
dRk

dN

− k2N 2

3 a2H2

(
5 + 9 k2

0 η
2

1− 3 k2
0 η

2

)
Rk

=
4 a

1/2
0 N√

3 a3/2H η

(
5 + 12 k2

0 η
2

1− 3 k2
0 η

2

)
dSk
dN

− 4N 2 a
3/2
0√

3 a7/2H2 η2

[
5− 22 k2

0 η
2 − 24 k4

0 η
4 + k2 η2 (a/a0)2

1− 3 k2
0 η

2

]
Sk, (3.59a)

d2Sk
dN 2

+

[
N +

1

H

dH

dN −
1

N −
2 a0N
a2H η

(
9 + 7 k2

0 η
2 + 6 k4

0 η
4

1− 3 k2
0 η

2

)]
dSk
dN

+
a2

0N 2

a4H2 η2

×
(

18− 85 k2
0 η

2 − 25 k4
0 η

4 − 6 k6
0 η

6 + k2 η2 (3− k2
0 η

2) (a/a0)2

1− 3 k2
0 η

2

)
Sk

= − 4
√

3 a
1/2
0 N

a3/2H η

(
3− 2 k2

0 η
2

1− 3 k2
0 η

2

)
dRk

dN

+
4 k2N 2

√
3 a

1/2
0 a3/2H2

(
1

1− 3 k2
0 η

2

)
Rk. (3.59b)

Similarly, we find that equations (3.57) can be expressed as

d2Ak
dN 2

+

(
5N +

1

H

dH

dN −
1

N

)
dAk
dN +

(
k2N 2

3 a2H2
− 20 a2

0N 2 k2
0

a4H2

)
Ak

= − 3N dψk
dN +

4 k2N 2

3 a2H2
ψk, (3.60a)

d2ψk
dN 2

+

(
1

H

dH

dN −
1

N

)
dψk
dN +

k2N 2

a2H2
ψk

= 2N dAk
dN −

20 a2
0N 2 k2

0

a4H2
Ak. (3.60b)
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In the above equations, to avoid rather lengthy and cumbersome expressions,

we have not attempted to express the coefficients involving the conformal time

coordinate in terms of e-N-folds.

3.6.2 Initial conditions and power spectra

Let us now understand the initial conditions that need to be imposed on the scalar

perturbations. Note that, at very early times during the contracting phase, the en-

ergy density of the canonical scalar field φ dominates the energy density of the

non-canonical field χ. In inflationary scenarios driven by two fields, it is well

known that, when the background is largely driven by one of the two fields, the

isocurvature perturbation can be neglected [10]. This seems to suggest that we

can ignore the effect of the isocurvature perturbation on the curvature perturba-

tion at early times. In such a case, we find that the equation (3.54a) governing the

curvature perturbation simplifies to be

R′k + 2
z′

z
R′k + k2Rk ' 0, (3.61)

where z ' a φ̇/H , which simplifies to z '
√

3M
Pl
a in the particular matter

bounce scenario that we are considering.

In an expanding universe, we can expect the isocurvature perturbations to decay

and, hence, they are not expected to play a significant role at late times. However,

since perturbations can grow in a contracting universe, the effect of the isocurva-

ture perturbations may not be negligible as one approaches the bounce. There-

fore, though the effects of the isocurvature perturbations may be insignificant at

early times, their contribution may need to be accounted for as one approaches

the bounce, particularly when the energy density of the second field χ becomes

comparable to the energy density of the φ field. At early times, we find that the
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curvature and the isocurvature perturbations decouple, and the equation (3.54b)

describing the isocurvature perturbation simplifies to

S ′′k + 2
z′

z
S ′k +

(
k2

3
+

φ′2

6M2
Pl

)
Sk ' 0. (3.62)

Let us define the Mukhanov-Sasaki variable corresponding to the perturba-

tions Rk and Sk to be vσk = zRk and vsk = z Sk, where z = a φ̇/H . In terms

of these variables, in the matter bounce scenario of our interest, the above two

decoupled equations forRk and Sk reduce to

vσ
′′

k +

(
k2 − 2

η2

)
vσk ' 0, (3.63a)

vs
′′

k +
k2

3
vsk ' 0. (3.63b)

It is useful to note that, in the matter dominated phase, the mode vσk behaves

exactly as the Mukhanov-Sasaki variable uk corresponding to the tensor pertur-

bation. At very early times, i.e. when k2 � 2/η2, we can impose the following

Bunch-Davies initial conditions on these variables:

vσk (η) =
1√
2 k

e−i k η, (3.64a)

vsk(η) =
31/4

√
2 k

e−i k η/
√

3. (3.64b)

These initial conditions can evidently be translated to the corresponding initial

conditions onRk and Sk and their derivatives with respect to the e-N-fold.

During early times, when the initial conditions are imposed, the curvature and

the isocurvature perturbations are considered to be statistically independent

quantities. Therefore, as is usually done in the case of two-field models, we shall

numerically integrate the equations (3.59) using two sets of initial conditions (in
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this context, see, for instance, Refs. [11]). In the first case, we perform the inte-

gration by imposing the Bunch-Davies initial condition corresponding to (3.64a)

on Rk and setting the initial value of Sk to be zero. While, in the second case,

we impose the initial condition corresponding to (3.64b) on Sk and set the initial

value ofRk to be zero. Let us denote the perturbationsRk and Sk evolved accord-

ing to these two sets of initial conditions to be (RI
k, SI

k) and (RII
k , SII

k ), respectively.

Then, the power spectra associated with the curvature and the isocurvature per-

turbations can be defined as [11]

PR(k) =
k3

2π2

(∣∣RI
k

∣∣2 +
∣∣RII

k

∣∣2) , (3.65a)

PS (k) =
k3

2π2

(∣∣SI
k

∣∣2 +
∣∣SII

k

∣∣2) . (3.65b)

3.6.3 Evolution of the perturbations

We impose the initial conditions as we have described above when k2 =

104 (a′′/a)3. We integrate the equations (3.59) governing Rk and Sk from this ini-

tial time up to η = −α η0, where, as before, we shall set α = 105 (which corre-

sponds to an e-N-fold of about N ' −6.79). As in the case of tensors, we carry

out the numerical integration using a fifth order Runge-Kutta algorithm. Having

integrated for Rk and Sk until N = −6.79, we evaluate the values of Ak and ψk

(and their derivatives) at this time by inverting the relations (3.58). Using these

as initial conditions, we integrate the equations (3.60) across the bounce until

η = β η0, with β = 102, which corresponds to N = 4.3. We then reconstruct the

evolution of Rk and Sk across the bounce using the relations (3.58). In figure 3.3,

we have plotted the evolution of curvature perturbation (RI
k,RII

k ) and the isocur-

vature perturbation (SI
k,SII

k ), arrived at numerically for a specific wavenumber

3Note that, at early times, since z ∝ a, z′′/z = a′′/a. This behavior is indeed expected when
the scale factor is described by a power law.
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Figure 3.3: The numerical results for the amplitudes of the curvature (in blue,
with RI

k as solid and RII
k as dashed) and the isocurvature (in green, with SI

k

as solid and SII
k as dashed) perturbations evolved with different sets of ini-

tial conditions have been plotted as a function of e-N-folds for k/k0 = 10−20.
As in figure 3.1, we have set k0 = M

Pl
and a0 = 3 × 107, corresponding to

k0/(a0MPl
) = 3.3 × 10−8 which, as we shall see, leads to a scale-invariant scalar

power spectrum whose amplitude matches COBE normalization [112]. We have
plotted the results from the initial e-N-foldNi [when k2 = 104 (a′′/a)] correspond-
ing to the mode. Note that the amplitudes ofRI

k and SI
k are dominant (at suitably

late times) when compared to that of RII
k and SII

k , respectively. Also, the curva-
ture perturbation behaves largely in a fashion similar to the tensor perturbation
[cf. figure 3.1]. The upward and downward spikes in the plots correspond to
points in time where the perturbations diverge and vanish, respectively. As we
had expected, both the curvature and the isocurvature perturbations diverge at
η = ∓η∗. However, it is only the isocurvature perturbation that vanishes at the
bounce. The curvature perturbation actually goes to zero soon after the bounce
(during 0 < η < η∗), which in turn leads to the vanishing of the isocurvature per-
turbation a little time later (soon after η = η∗). While the curvature perturbation
is largely constant (after η = η∗) during the expanding phase, the isocurvature
perturbation begins to decay.

which corresponds to cosmological scales today.

There a few points that needs to be emphasized concerning the results we have

obtained. As we have discussed earlier, the curvature and the isocurvature per-

turbations are expected to diverge at η = ∓η∗, and it is clear from figure 3.3
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that they indeed do so. Moreover, the isocurvature perturbation vanishes at the

bounce, as expected. In contrast, we find that the curvature perturbation does

not vanish at the bounce as one may naively guess, but does so a little time after

the bounce. This behavior seems to be responsible for the isocurvature pertur-

bation too to vanish a little time later. Note that, as in the case of tensors, the

amplitude of the curvature perturbation almost freezes at suitably late times (in

fact, after η = η∗) during the expanding phase. During the period, the isocur-

vature perturbations begin to decay. As we shall illustrate later, this leads to a

strongly adiabatic scalar power spectrum, with the amplitude of the isocurvature

perturbations being much smaller than the curvature perturbations.

3.7 Analytical arguments

In this section, we shall arrive at analytical solutions for the curvature and isocur-

vature perturbations for scales of cosmological interest under well-motivated ap-

proximations. We shall again divide the period of interest into two domains, as

we have discussed already. Let us go on to construct the solutions to the equa-

tions governing the scalar perturbations in the two domains.

3.7.1 Solutions in the first domain

As we have discussed before, at early times during the matter dominated con-

traction, we can assume that the equations governing the evolution of the cur-

vature and the isocurvature perturbations are decoupled. We had mentioned

earlier that, during this phase, the mode vσk is expected to behave exactly like the

Mukhanov-Sasaki variable uk associated with the tensor mode. This is not sur-

prising since such a behavior is well known in power law expansion and, hence,
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can be expected in power law contraction as well. Using the Bunch-Davies initial

condition (3.64a), during sufficiently early times, the solution to equation (3.61)

can be obtained to be

Rk(η) ' 1√
6 kM

Pl
a0 k2

0 η
2

(
1− i

k η

)
e−i k η, (3.66)

which, it should be emphasized, is the same as the solution (3.4) for the tensor

mode apart from an overall constant.

Obtaining the solution to the isocurvature perturbation requires a little more care.

In arriving at the equation (3.63b) governing the Mukhanov-Sasaki variable as-

sociated with the isocurvature perturbation, we had completely ignored the role

of the curvature perturbation. While this seems acceptable for determining the

initial condition, we find that the effect of the curvature perturbation needs to

be accounted for, in order to achieve a better approximation. During the first

domain, upon using the expression (3.66) for Rk, we find that the solution to

equation (3.54b) can be obtained to be [113]

Sk(η) ' 1

9
√

2 k3 a0 k3
0 MPl

η4

(
−12 i (1 + i k η) e−i k η +

9

31/4
k k0 η

2 e−i k η/
√

3

+ 4 k2 η2 e−i k η/
√

3
{
π + iEi

[
e−i (3−

√
3) k η/3

]})
, (3.67)

where Ei [z] is the exponential integral function (see, for instance, Ref. [114]).

It is straightforward to check that, at early times, it is the second term in the

above expression which survives, which exactly corresponds to the initial condi-

tion (3.64b).
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3.7.2 Solutions in the second domain

As we have discussed, in the second domain (i.e. over the period −α η0 ≤ η ≤

β η0), we shall solve for the metric perturbations Ak and ψk. In this domain, for

scales of cosmological interest, we can ignore the k-dependent terms in equa-

tions (3.57). Under this condition, the two equations can be combined to obtain

that

(Ak + ψk)
′′ + 2H (Ak + ψk)

′ ' 0, (3.68)

which is exactly the equation for the tensor mode hk that we had arrived in this

domain [cf. equation (3.5)]. This equation can be integrated once to yield

(Ak + ψk)
′ ' k0 Ck

a2
. (3.69)

with Ck being a constant of integration. Upon further integration, we obtain that

Ak(η) + ψk(η) ' Ck
2 a2

0

f(k0 η) +Dk, (3.70)

where the function f is given by equation (3.8) and Dk is a second constant of

integration. Upon substituting this result in equation (3.57a), we can arrive at an

equation governing Ak. On solving the resulting differential equation (say, using

Mathematica [113]), we find that the solution for Ak is given by

Ak(η) ' Ck k0 η

4 a2
0 (1 + k2

0 η
2)

+ Ek e−2
√

5 tan−1(k0 η) + Fk e2
√

5 tan−1(k0 η), (3.71)

where Ek and Fk denote two additional constants of integration. The correspond-

ing solution for ψk can be obtained by substituting this result in equation (3.70).

Having obtained the solutions for Ak and ψk, we can now reconstruct the cur-

vature and the isocurvature perturbations Rk and Sk using equations (3.58). We
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find that, in the second domain,Rk and Sk are given by

Rk(η) ' −1

2 a2
0 (1− 2 k2

0 η
2 − 3 k4

0 η
4)

(
Ck
[(

1 + 3 k2
0 η

2
)
k0 η

−
(
1− 2 k2

0 η
2 − 3 k4

0 η
4
)

tan−1 (k0 η)

]
− 2 a2

0

(
1 + k2

0 η
2
) [
Dk
(
1− 3 k2

0 η
2
)

−Ek
(

1 + 2
√

5 k0 η − k2
0 η

2
)

e−2
√

5 tan−1(k0 η)

−Fk
(

1− 2
√

5 k0 η − k2
0 η

2
)

e2
√

5 tan−1(k0 η)

]}
, (3.72a)

Sk(η) ' −k0 η

2
√

3 a2
0 (1 + k2

0 η
2)

1/2
(1− 3 k2

0 η
2)

{
3 Ck

+ 8 a2
0

[
Ek
(√

5 + k0 η
)

e−2
√

5 tan−1(k0 η)

−Fk
(√

5− k0 η
)

e2
√

5 tan−1(k0 η)

]}
. (3.72b)

The four constants Ck, Dk, Ek and Fk can be determined by matching these so-

lutions with the solutions for Rk and Sk we had obtained in the first domain at

η = −α η0. The expressions describing the constants are long and cumbersome

and, hence, we relegate the details to an appendix (see appendix A).

3.7.3 Comparison with the numerical results

Let us now compare the above analytical results for Rk and Sk with the numeri-

cal results. Recall that, numerically, we had obtained two sets of solutions forRk

and Sk, viz. (RI
k,SI

k) and (RII
k ,SII

k ), corresponding to two different sets of initial

conditions. In contrast, while arriving at the analytical results, for convenience,

we have imposed the Bunch-Davies initial on bothRk and Sk simultaneously. We

shall compare the amplitudes ofRk and Sk obtained analytically with the ampli-

tudesRI
k +RII

k and SI
k +SII

k arrived at numerically. (Recall that, the amplitudes of
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Figure 3.4: A comparison of the numerical results (solid lines) with the analytical
results (dashed lines) for the amplitude of the curvature perturbation Rk (blue
solid line and orange dashed line), the isocurvature perturbation Sk (green solid
line and magenta dashed line) and the tensor mode hk (red solid line and cyan
dashed line) corresponding to the wavenumber k/k0 = 10−20. As earlier, we have
set k0 = M

Pl
and a0 = 3 × 107, corresponding to k0/(a0MPl

) = 3.3 × 10−8 and,
for plotting the analytical results, we have chosen α = 105. We have plotted the
numerical results from the initial e-N-fold Ni [when k2 = 104 (a′′/a)] correspond-
ing to the mode. Evidently, the analytical and numerical results match extremely
well, suggesting that the analytical approximation for the modes works to a very
good accuracy. Notice that, around the bounce, the amplitude of the scalar pertur-
bations are enhanced by a few orders of magnitude more than that of the tensor
perturbations. It is this feature, which is obviously a result of the specific behavior
of the background near the bounce, that leads to a viable tensor-to-scalar ratio.

RI
k and SI

k had dominated those ofRII
k and SII

k , respectively.) In figures 3.4 and 3.5,

we have plotted the analytical and the numerical results for wavenumbers such

that k/k0 = 10−20 and k/k0 = 10−25, respectively. As is evident from the figures,

the analytical results match the numerical results very well. In fact, we find the

difference between the analytical and numerical results to be less than 2%.
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Figure 3.5: The plots as in the previous figure for the wavenumber k/k0 = 10−25.
Clearly, the analytical results are in good agreement with the numerical results.

3.8 The scalar power spectra and the tensor-to-scalar

ratio

With the analytical and the numerical results at hand, let us now go on to evaluate

the scalar power spectra and the tensor-to-scalar ratio. In order to understand

the effects of the bounce on these quantities, let us evaluate the scalar and tensor

power spectra before as well as after the bounce.

Let us first consider the numerical results, which are exhibited in figure 3.6. All

the power spectra are strictly scale-invariant (over scales of cosmological interest)

before as well as after the bounce. The power spectra before the bounce have been

evaluated at η = −α η0, with α = 105, which, as we had mentioned, corresponds

to N = −6.79. The power spectra after the bounce have been evaluated at η =

β η0, with β = 102, which, recall that, corresponds to N = 4.3. Since the scales of
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cosmological interest are much smaller than the scale associated with the bounce,

the shapes of the power spectra are indeed expected to remain unaffected by the

bounce. While a bounce generically enhances the amplitude of the perturbations,

the scalar and tensor perturbations can be expected to be amplified by different

amounts, depending on the behavior of the background close to the bounce. Note

that, in the scenario of our interest, the tensor-to-scalar ratio is rather large before

the bounce. In fact, the tensor-to-scalar ratio well before the bounce proves to be

of the order ofO(24), a result that is well known in the literature (see, for instance,

Ref. [12]). As we had pointed out, in our case, the bounce amplifies the scalar

perturbations much more than the tensor perturbations [cf. figures 3.4 and 3.5].

In other words, the bounce suppresses the tensor-to-scalar ratio. Recall that, the

only parameter that occurs in our model is the combination k0/a0. We find that,

for a choice of k0/a0 that leads to a COBE normalized scalar power spectrum

after the bounce, i.e. PR(k) ' 2.31×10−9 [112], the corresponding tensor-to-scalar

ratio proves to be much smaller than the current upper bound of r ≤ 0.07 from

Planck [7]. It is also useful to note that isocurvature perturbations, while they

grow across the bounce, begin to decay at late times (actually, after η > η∗). At a

sufficiently late time when we evaluate the power spectra, their amplitude proves

to be about four orders of magnitude smaller than the amplitude of the curvature

perturbation. This suggests that the power spectrum is strongly adiabatic, which

is also consistent with the recent observations [7].

Let us now evaluate the scalar power spectra analytically after the bounce. At

a sufficiently late time after the bounce (say, when η � η∗), we find that the

curvature perturbation turns almost a constant [cf. equation (3.72a)], and is given

by

Rk(η) ' Ck
π

4 a2
0

− Ek
e−
√

5π

3
−Fk

e
√

5π

3
+Dk. (3.73)

We have plotted the power spectrum associated with this curvature perturbation
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Figure 3.6: The numerically evaluated scalar (the curvature perturbation spec-
trum in blue and the isocurvature perturbation spectrum in green) and tensor
power spectra (in red) have been plotted as a function of k/k0 for a wide range of
wavenumbers. The power spectra have been plotted both before the bounce (as
dotted lines) and after (as solid lines). The power spectra have been evaluated at
η = −α η0 (with α = 105) before the bounce and at η = β η0 (with β = 102) after the
bounce. In plotting the figure, we have set k0/(a0MPl

) = 3.3 × 10−8, as in the pre-
vious figures. All the power spectra are evidently scale-invariant over scales of
cosmological interest. Also, the above choice of k0/a0 leads to a COBE normalized
curvature perturbation spectrum. Moreover, the tensor-to-scalar ratio evaluated
after the bounce proves to be rather small (r ' 10−6), which is consistent with the
current upper limits on the quantity.

in figure 3.7, which is very similar in shape to the analytical tensor power spec-

trum we had plotted earlier [cf. figure 3.2]. Note that our analytical approxima-

tions are valid only when k � k0/α, and the spectrum is indeed scale-invariant

over this domain, reflecting the behavior obtained numerically. If we now as-

sume that k � k0/α, we obtain the scale-invariant amplitude of the curvature
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Figure 3.7: The curvature (in orange) and the isocurvature (in magenta) pertur-
bation spectra evaluated analytically after the bounce. In plotting this figure, we
have chosen the same values for the various parameters as in figure 3.2, wherein
we had plotted the tensor power spectrum obtained analytically. As in the case of
the tensor power spectrum, these analytical spectra are valid only for k � k0/α.
We find that the scale-invariant amplitudes at such small wavenumbers match
the numerical results presented in the previous figure very well.

perturbation spectrum to be

PR(k) ' k2
0 e4

√
5π

61440π2 a2
0M

2
Pl

, (3.74)

which we find matches the numerical result [of COBE normalized amplitude for

k0/(a0MPl
) = 3.3× 10−8] very well.

From the analytical and numerical results for the scalar and tensor modes, we can

also understand the behavior of the tensor-to-scalar ratio across the bounce. In

figure 3.8, we have plotted the evolution of the tensor-to-scalar rk = P
T
(k)/PR(k)

for a mode with wavenumber k/k0 = 10−20. We have plotted the numerical as

well as the analytical results in the figure. The numerical and the analytical re-
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Figure 3.8: The tensor-to-scalar ratio calculated numerically (red solid line) and
analytically (cyan dashed line) have been plotted as a function of N for the
wavenumber k/k0 = 10−20. The numerical and the analytical results agree well as
expected. Note that the bounce suppresses the tensor-to-scalar ratio from a large
value (rk ' 20) to a rather small value (rk ' 10−6).

sults agree well with each other. Also, rk vanishes (at η = ∓η∗) and diverges

(during 0 < η < η∗) exactly reflecting the behavior of the curvature perturba-

tion (which diverges and vanishes at these points, respectively). Importantly, the

bounce suppresses the tensor-to-scalar ratio from a large value (rk ' 20) to a

rather small value (rk ' 10−6) that is consistent with the current upper bounds.

It is interesting to note that tensor-to-scalar ratio is a pure number and is actu-

ally independent of even the single parameter k0/a0 that characterizes our model

[cf. equations (3.13) and (3.74)].

Our last task is to arrive at the isocurvature power spectrum analytically. At

late times after the bounce (such that η � η∗), the behavior of the isocurvature

perturbation can be shown to be [cf. equation (3.72b)]

Sk(η) ' 4Fk e
√

5π

3
√

3 k0 η
. (3.75)
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Unlike the curvature perturbation, the isocurvature perturbation is not a constant

in this domain, but decays with the expansion of the universe. This behavior is

also evident from the numerical results [cf. figures 3.4 and 3.5]. For scales of cos-

mological interest such that k � k0/α, we find that the isocurvature perturbation

spectrum, evaluated at η = β η0, is given by

PS (k) ' k2
0 e4

√
5π

11520 β2 π2 a2
0M

2
Pl

. (3.76)

For the values of the parameters we have been working with, viz. k0/(a0MPl
) =

3.3×10−8 and β = 102, we find that the above analytical estimate agrees well with

the numerical results we have obtained.

3.9 Discussion

One of the problems that had plagued completely symmetric bouncing scenar-

ios is the fact that the tensor-to-scalar ratio in such models proves to be large,

typically well beyond the current constraints from the cosmological data. In this

work, we have constructed a two-field model consisting of a canonical scalar field

and a non-canonical ghost field to drive a symmetric matter bounce and have

studied the evolution of the scalar and tensor perturbations in the model. For

a specific choice of the scale factor describing the matter bounce, we have been

able to arrive at completely analytical solutions for all the background quantities.

We find that the model we have constructed involves only one parameter, viz. the

scale associated with the bounce determined by k0/a0. Using the background so-

lutions, we have numerically evolved the perturbations across the bounce and

have evaluated the scalar and tensor power spectra after the bounce. In order to

circumvent the issues confronting the evolution of the curvature and the isocur-

vature perturbations in a bouncing scenario, we have worked in a specific gauge
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wherein the two independent scalar perturbations behave well across the bounce.

Once having evolved the perturbations, we had reconstructed the curvature and

the isocurvature perturbations from these quantities and had evaluated the corre-

sponding power spectra. We have shown that the scalar and tensor perturbation

spectra in our model prove to be strictly scale-invariant, as is expected to occur in

a matter bounce scenario. We have also explicitly illustrated a well understood

result, viz. while the bounce affects the amplitudes of the power spectra, their

shapes remain unmodified across the bounce over scales of cosmological interest.

Moreover, we find that, for a value of k0/a0 that leads to the COBE normalized

power spectrum for the curvature perturbation, the tensor-to-scalar ratio proves

to be of the order of r ' 10−6, which is, obviously, perfectly consistent with the

current upper bounds from the recent CMB observations [116]. Further, we have

shown that, the amplitude of the isocurvature perturbations are quite small (their

power spectrum is about four orders of magnitude below the power spectrum of

the curvature perturbation). This indicates that the scenario generates a strongly

adiabatic scalar perturbation spectra, again an aspect which is consistent with the

observations. Importantly, we have also supported all the numerical results with

analytical arguments.

Before, we conclude, we believe we should clarify a few different points. As

we have pointed out repeatedly, our model essentially depends on only one pa-

rameter, viz. k0/a0. This is evident from potential governing the model and

this aspect is also reflected in the results we have obtained. Notice that the am-

plitudes of the scalar as well as the tensor power spectra [cf. equations (3.13),

(3.74) and (3.76)] actually depend only on the ratio k0/(MPl
a0). We have chosen

k0/(a0MPl
) = 3.3 × 10−8 in order to lead to a COBE normalized curvature per-

turbation spectrum. It is also important to note that, in terms of cosmic time, the

duration of the bounce is, in fact, of the order of a0 η∗ ' a0/k0.
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Another point that requires some clarification is the assumption of a symmetric

bounce. The assumption of a symmetric bounce has proved to be convenient for

us to study the problem. Actually, the scale factor and the model that drives the

background will be valid only until an early epoch after the bounce. Hence, the

term symmetric bounce basically refers to the period close to the bounce. At a

suitable time after the bounce, we expect the energy from the scalar fields to be

transferred to radiation as is done, for instance, in perturbative reheating after

inflation. Though we have not touched upon this issue here, we believe that

reheating can be achieved with a simple coupling (such as the conventional Γ φ̇

term) between the scalar field and the radiation fluid. Since we expect reheating

to be achieved in such a fashion, we have ignored the presence of a radiation fluid

in this work.

While it is interesting to have achieved a tensor-to-scalar ratio that is consistent

with the observations in a completely symmetric matter bounce scenario, need-

less to add, many challenges remain. Theoretically, the model needs to be exam-

ined in greater detail to understand the fundamental reason as to why it leads to

a small tensor-to-scalar ratio. In this context, the best way forward seems to be to

consider different models leading to the same factor and investigate the behavior

of the perturbations in these different models. Another related point is regarding

the concern that has been raised about the situations under which the standard

initial conditions can be imposed (in this context, see, for instance, Ref. [111]).

In the case of our model, since the curvature and the isocurvature perturbations

decouple during the early contracting phase, we have been able to impose the

standard Bunch-Davies initial conditions.

From an observational point of view, we need to generate a tilt in the scalar power

spectrum to match the CMB observations, an aspect which we shall discuss in the

following chapter. Moreover, we need to examine if the scalar non-Gaussianities
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generated in the model are indeed consistent with the current constraints from

Planck [37]. Further, rather than brush them aside, we need to get around to ad-

dressing the different theoretical issues plaguing bouncing models that we had

discussed in some detail in the introductory section. We should point out here

that a completely non-perturbative analysis of a model very similar to what we

have considered seems to suggest such models may not be as pathological as it

has been argued to be [115]. Clearly, one needs to explore more complex models

beyond the simple model we have constructed here. For instance, the ghost fields

we have worked with can be considered to be undesirable and one needs to uti-

lize more sophisticated models involving, say, Galileons or ghost condensates to

achieve the bounces (in this context, see, for instance, Refs. [15, 88]). These mod-

els are often considered to have emerged from more complete theories. Moreover,

they can alleviate or overcome difficulties such as gradient instabilities that can

otherwise arise. We are presently investigating a variety of such issues.
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Chapter 4

Viable scalar spectral tilt and

tensor-to-scalar ratio in

near-matter bounces

4.1 Introduction

In bouncing scenarios, the shape of the primordial spectra generated is largely

determined by the form of the contraction during the early stages. In the previ-

ous chapter, we had seen that a matter bounce scenario leads to scale-invariant

spectra, just as de Sitter inflation does [64,97]. It then seems natural to expect that

near-matter bounces will lead to nearly scale-invariant primordial spectra, as is

required by the CMB observations.

While it is rather easy to build inflationary models that are consistent with the

observations, it proves to be quite involved to construct viable bouncing mod-

els. As we have emphasized earlier, the difficulties largely arise due to the fact

that the null energy condition has to be violated near the bounce, which leads to
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certain pathologies at the level of the background as well as the perturbations.

The simplest of the bouncing models are those whose scale factors are symmet-

ric about the bounce. However, as we had discussed, such models can lead to

a large tensor-to-scalar ratio beyond the current constraints [12]. In the previ-

ous chapter, we had constructed a model consisting of a canonical and a non-

canonical (as well as ghost) field to drive a symmetric matter bounce [116]. We

had shown (both analytically and numerically) that the model leads to strictly

scale-invariant primordial spectra and a viable tensor-to-scalar ratio as well as

insignificant isocurvature perturbations. We had found that the amplitude of the

scalar perturbations are considerably enhanced during the NEC violating phase

resulting in a small tensor-to-scalar ratio after the bounce. In this chapter, we ex-

tend our earlier model so that it also leads to a scalar spectral tilt that is consistent

with the observations.

This chapter is organized as follows. In the following section, we shall describe

the scale factor of our interest and the sources that can drive such a background.

In section 4.3, we shall discuss the simpler case of the evolution of the tensor

perturbations and evaluate the tensor power spectra prior to the bounce. In sec-

tion 4.4, we shall arrive at the equations governing the scalar perturbations. In

section 4.5, we shall solve the equations numerically to determine their evolution

across the bounce. We shall also present the essential results, viz. the scalar and

tensor power spectra (evaluated after the bounce), that we obtain in the model.

In section 4.6, we shall conclude with a brief summary.

4.2 Background and sources

In this section, we shall construct sources involving two scalar fields to drive

near-matter bounces. We shall consider the background to be the spatially flat
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FLRW metric that is described by the line-element (1.28). We shall assume that

the scale factor describing the bounce is given in terms of the conformal time as

follows:

a(η) = a0

(
1 + k2

0 η
2
)1+ε

, (4.1)

where a0 is the value of the scale factor at the bounce (i.e. at η = 0), k0 is the

scale associated with the bounce1, while ε ≥ 0. Note that ε = 0 corresponds to

the specific case of the matter bounce scenario we had considered in the previous

chapter. As we shall see later, a non-zero but small ε (such that ε � 1) leads to a

scalar spectral tilt suggested by the CMB observations.

We find that the Hubble parameter associated with the scale factor (4.1) can be

expressed as

H2 =

[
2 k0 (1 + ε)

a0

]2 [
1

(a/a0)γ
− 1

(a/a0)δ

]
, (4.2)

where γ = (3 + 2 ε)/(1 + ε) and δ = 2 (2 + ε)/(1 + ε). Recall that, according to

the first Friedmann equation, H2 = ρ/(3M2
Pl

), with ρ being the total energy den-

sity of the sources driving the background. Therefore, the right hand side of the

expression (4.2) suggests that the scale factor (4.1) can be driven by two sources

described by the equations of state w1 = −ε/[3 (1 + ε)] and w2 = (1− ε)/[3 (1 + ε)].

Moreover, the second source has to have negative energy density, a property

which ensures that the Hubble parameter vanishes at the bounce (i.e. when

a = a0).

These sources can be modeled in terms of two scalar fields—a canonical scalar

field, say, φ, characterized by the potential V (φ) and a non-canonical ghost field,

1To be precise, the energy scale associated with the bounce is actually given by k0/a0. Recall
that, in the matter bounce scenario we had considered in the last chapter, the amplitudes of the
scalar and tensor power spectra had depended only on this combination [116].
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say, χ—that are described by the action

S[φ, χ] = −
∫

d4x
√−g

[
−Xφφ

+ V (φ) + U0

(
X

χχ)q] (4.3)

where the kinetic terms Xφφ and Xχχ are given by the equations (1.30) and (3.16),

respectively, while U0 and q are positive constants. While the stress-energy tensor

associated with the field φ is given by equation (1.32), the corresponding stress-

energy tensor associated with the field χ can be obtained to be

T µν (χ) = −q U0

(
X

χχ)q−1
∂µχ∂νχ− δµν U0

(
X

χχ)q
. (4.4)

Let us first consider the behavior of the ghost field χ. For a homogeneous field, it

is straightforward to show that

T 0
0 (χ) = −ρχ = (2 q − 1)U0

(
X

χχ)q
, (4.5a)

T ij (χ) = pχ δ
i
j = −U0

(
X

χχ)q
δij, (4.5b)

where, evidently, ρχ and pχ are the energy density and pressure associated with

the χ field. Note that ρχ is negative for q > 1/2 and pχ = ρχ/(2 q− 1), correspond-

ing to wχ = pχ/ρχ = 1/(2 q − 1). If we set wχ = w2 = (1 − ε)/[3 (1 + ε)], which

corresponds to q = (2 + ε)/(1 − ε), then the energy density of the field χ can be

expressed as

ρχ = −3M2
Pl

[
2 k0 (1 + ε)

a0

]2
1

(a/a0)δ
. (4.6)

In this expression for ρχ, we have chosen the overall constant such that it corre-

sponds to the second term in the expression (4.2) for H2 through the first Fried-

mann equation.

Let us now turn to the behavior of the canonical scalar field φ. The non-zero com-

ponents of the stress-energy tensor associated with the homogeneous field φ are
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given by equations (1.33). In order to lead to the first term in the expression (4.2)

for H2 (through the first Friedmann equation), we require ρφ to behave as

ρφ = 3M2
Pl

[
2 k0 (1 + ε)

a0

]2
1

(a/a0)γ
, (4.7)

which implies that wφ = pφ/ρφ = w1 = −ε/[3 (1 + ε)]. These results and equa-

tions (1.33) lead to

φ̇2 = 2

(
3 + 2 ε

3 + 4 ε

)
V (φ). (4.8)

Using equations (1.33), (4.7), (4.8) and the scale factor (4.1), it is straightforward

to show that the evolution of the field φ can be expressed in terms of the scale

factor a(η) as

φ(a) = 2
√

(1 + ε) (3 + 2 ε)M
Pl

cosh−1
{

[a(η)/a0]1/[2 (1+ε)]
}

+ φ0, (4.9)

where φ0 is the value of φ at the bounce, i.e. when a = a0. From the above expres-

sion for φ and equation (4.8), the corresponding potential V (φ) can be obtained to

be

V (φ) = (3 + 4 ε) (1 + ε)

(
M

Pl
k0

a0

)2

cosh−2 (3+2 ε)

[
1

2
√

(1 + ε) (3 + 2 ε)

(
φ− φ0

M
Pl

)]
.

(4.10)

Two points need to be stressed regarding the model we have constructed. Firstly,

note that the potential V (φ) above as well as the complete system involving the

two scalar fields φ and χ described by the action (4.3) depend only on the two

parameters k0/a0 and ε, as φ0 and U0 do not play any non-trivial role in the dy-

namics. Secondly, when ε = 0, the action reduces to the model that leads to the

matter bounce scenario that we have considered earlier [116].
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4.3 The tensor modes and the resulting power

spectrum

The tensor perturbations are always simpler to study because the equations gov-

erning their evolution depends only on the scale factor that describes the FLRW

universe and not on the nature of the sources that drive the background. In this

section, we shall discuss the tensor power spectrum arising in the near-matter

bounces of our interest. As the scale factor (4.1) reduces to a power law form at

early times, i.e. when η � −η0, the modes and power spectrum well before the

bounce are straightforward to arrive at. In a later section, we shall numerically

evolve the tensor perturbations across the bounce and evaluate the power spec-

trum after the bounce. We shall see that, while the bounce alters the amplitude of

the tensor power spectrum, it does not change its shape.

Let us quickly summarize a few essential points concerning the tensor pertur-

bations. If the tensor perturbations are characterized by γij , then the spatially

flat FLRW metric containing the perturbations at the linear order can be ex-

pressed as in equation (1.48). The Fourier modes hk corresponding to the tensor

perturbations are governed by the differential equation (1.65) and, if we write

hk =
(√

2/M
Pl

)
uk/a, then the Mukhanov-Sasaki variable uk satisfies the differ-

ential equation (1.68). The tensor power spectrum evaluated at a specific time is

defined in equation (1.71) and the corresponding tensor spectral index n
T

is given

by (1.72).

During the early contracting phase, i.e. when η � −η0, the scale factor (4.1) be-

haves as a(η) ∝ η2 (1+ε). Due to this reason, the equation (1.68) describing the

138



Mukhanov-Sasaki variable uk reduces to

u′′k +

[
k2 − 2 (1 + ε) (1 + 2 ε)

η2

]
uk ' 0. (4.11)

For modes of cosmological interest, we can impose the standard Bunch-Davies

initial conditions at early times when k η � −[2 (1 + ε) (1 + 2 ε)]1/2. In such a case,

the solution to above equation which satisfies the Bunch-Davies initial condition

can be expressed in terms of the Hankel function H
(1)
ν (x) as in equation (1.77),

with ν now given by ν = 3/2 + 2 ε. Moreover, the tensor power spectrum evalu-

ated as one approaches the bounce can also be expressed as in equation (1.78b),

with ν given as above. The corresponding spectral index n
T

can be obtained to be

n
T

= −4 ε, (4.12)

which clearly reduces to zero when ε = 0 corresponding to the case of the matter

bounce. We shall later evolve the tensor perturbations numerically and compute

the power spectra before as well as after the bounce. We shall find that the above

analytical spectrum matches the numerical results prior to the bounce and the

spectral shape is retained as the modes are evolved across the bounce.

4.4 Arriving at the equations governing the scalar

perturbations

Since we are working with two scalar fields, as is well known, there will arise

two independent scalar degrees of freedom. In fact, amongst the four scalar quan-

tities that describe the perturbations in the metric and the two that describe the

perturbations in the scalar fields, we can choose to work with any two of them to

evolve the perturbations. The usual choices are the curvature and the isocurva-
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ture perturbations, which are actually a linear combination of the perturbations

in the scalar fields [10, 107, 108]. In this section, we shall derive the equations

governing the evolution of the perturbations in the two scalar fields, say, δφ and

δχ. Thereafter, we shall construct the curvature and isocurvature perturbations

for our model and arrive at the equations describing them. As in the model dis-

cussed in last the chapter, we find that some of the coefficients in the equations

governing the curvature and the isocurvature perturbations diverge as one ap-

proaches the bounce. To circumvent this difficulty, we shall choose two other

independent scalar quantities to evolve the perturbations across the bounce and

reconstruct the curvature and isocurvature perturbations from these quantities.

4.4.1 The Einstein’s equations and the equations describing the

perturbations in the scalar fields

In linear perturbation theory, the scalar and tensor perturbations evolve inde-

pendently. When the scalar perturbations are taken into account, the FLRW line

element, in general, can be written as in equation (1.44). At the first order in the

perturbations, the Einstein’s equations describing the system of our interest are

given by equations (3.32). While the components of the perturbed stress-energy

tensor associated with the field φ are given by equations (1.51), the components of

the perturbed stress-energy tensor corresponding to the field χ can be evaluated

to be

δT 0
0 (χ) = −δρχ = −(2 q − 1) q U0 (Xχχ)q−1 χ̇

(
˙δχ− χ̇ A

)
, (4.13a)

δT 0
i (χ) = −∂i δqχ = q U0 (Xχχ)q−1 χ̇ δχ, (4.13b)

δT ij (χ) = δpχ δ
i
j =

δρχ
2 q − 1

δij. (4.13c)
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Note that, when q = 2, these quantities reduce to the expressions (3.33), as re-

quired.

A straightforward way to arrive at the equations of motion describing the per-

turbations in the scalar fields would be to utilize the conservation equation gov-

erning the perturbation in the stress-energy tensor of the fields. The equation

governing the evolution of the perturbation in the energy density of a particu-

lar component is given by equation (3.34). On substituting the expressions for

the components of the perturbed stress-energy tensor we have obtained in equa-

tion (3.34), we find that the equation of motion governing the Fourier mode δφk

is given by equation (3.35a). While, the equation governing the perturbation δχk

can be obtained to be

δ̈χk +
3H

2 q − 1
˙δχk − χ̇

(
Ȧk +

3 ψ̇k
2 q − 1

)

+
k2

(2 q − 1) a2

[
δχk + a χ̇

(
Bk − a Ėk

)]
= 0, (4.14)

where, as we have mentioned before, the quantities Ak, Bk, ψk and Ek are

the Fourier modes associated with the corresponding metric perturbations. We

should point out that, when q = 2, this equation reduces to the matter bounce

case [cf. equation (3.35b)] we had considered in the earlier chapter.

In the following subsection, we shall first construct the gauge invariant curvature

and isocurvature perturbations. Thereafter, with the aid of the above equations

for δφk and δχk, we shall arrive at the equations governing them. As in the case of

the matter bounce scenario [116], we shall find that some of the coefficients in the

equations governing the curvature and the isocurvature perturbations diverge in

the domain where the NEC is violated around the bounce. Lastly, we shall discuss

the method by which we can circumvent these difficulties before proceeding to

solve the equations numerically.
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4.4.2 Equations governing the scalar perturbations, and circum-

venting the diverging coefficients

Recall that the curvature perturbations are the fluctuations along the direction of

the background trajectory in the field space. Whereas, the isocurvature perturba-

tions correspond to fluctuations in a direction perpendicular to the background

trajectory [10, 107, 108]. Using the arguments we had presented in the previous

chapter, we can construct the curvature and the isocurvature perturbations for

the model of our interest here to be

R =
H

φ̇2 − 2 q U0 (Xχχ)q

(
φ̇ δφ− q U0 (X

χχ

)q−1 χ̇ δχ
)
, (4.15a)

S =
H
√
q U0 (Xχχ)q−1

φ̇2 − 2 q U0 (Xχχ)q

(
χ̇ δφ− φ̇ δχ

)
, (4.15b)

where δφ = δφ+ (φ̇/H)ψ and δχ = δχ+ (χ̇/H)ψ are the gauge invariant versions

of the perturbations associated with the two scalar fields. Upon using the equa-

tions of motion (3.35a) and (4.14) governing the perturbations δφk and δχk and the

first order Einstein’s equations (3.32), we can arrive at the following equations

governing the Fourier modes Rk and Sk of the curvature and the isocurvature

perturbations:

R′′k +

{
2

3 (1 + ε) [1− (3 + 2 ε) k2
0 η

2]

}
[CrrR′k +DrrRk + Crs S ′k +Drs Sk] = 0,

(4.16a)

S ′′k +

{
2

3 (1 + ε) [1− (3 + 2 ε) k2
0 η

2]

}
[Css S ′k +Dss Sk + CsrR′k +DsrRk] = 0,

(4.16b)
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where the quantities (Crr, Drr, Crs, Drs) are given by

Crr =
1

(1− ε) (1 + k2
0 η

2) η

[
21 + 124 ε+ 219 ε2 + 144 ε3 + 32 ε4

+ (1 + 2 ε) (27 + 76 ε+ 61 ε2 + 16 ε3) k2
0 η

2

− 6 (1 + ε)2 (1− ε) (3 + 2 ε) k4
0 η

4

]
, (4.17a)

Drr = −k
2

2

[
5 + 17 ε+ 8 ε2 + 3 (1 + ε) (3 + 2 ε) k2

0 η
2

]
, (4.17b)

Crs = −
√

2 (2 + ε) (3 + 2 ε)

(1− ε)
√

1 + k2
0 η

2 η

[
(1 + 2 ε) (5 + 17 ε+ 8 ε2)

+ 3 (1 + ε)
(
4 + 7ε+ 4ε2

)
k2

0 η
2

]
, (4.17c)

Drs =
2
√

2 (2 + ε) (3 + 2 ε)

(1− ε) (1 + k2
0 η

2)
3/2

η2

[
(1 + 2 ε) (5 + 17 ε+ 8 ε2)

+ (1− ε) (1 + 2 ε)
(
1 + k2

0 η
2
)2
k2 η2

− 6 (1 + ε) (1 + 2 ε) (4 + 7 ε+ 4 ε2) k4
0 η

4

− (1 + ε)
(
22 + 87 ε+ 84 ε2 + 32 ε3

)
k2

0 η
2

]
, (4.17d)

while the quantities (Css, Dsr, Csr, Dss) are given by

Css = − 1

(1− ε) (1 + k2
0 η

2) η

[
27 + 124 ε+ 213 ε2 + 144 ε3 + 32 ε4

+ (1 + 2 ε) (21 + 76 ε+ 67 ε2 + 16 ε3) k2
0 η

2

+ 6 (1 + ε)2 (1− ε) (3 + 2 ε) k4
0 η

4

]
, (4.18a)

Dss =
1

2 (1− ε) (1 + k2
0 η

2)
2
η2

{
2 (27 + 124 ε+ 213 ε2 + 144 ε3 + 32 ε4)

− (255 + 1076 ε+ 1753 ε2 + 1500ε3 + 688 ε4 + 128 ε5) k2
0 η

2

− (1 + ε) (75 + 691 ε+ 1314 ε2 + 936 ε3 + 224 ε4) k4
0 η

4

− 6 (1− ε) (1 + ε) (1 + 2 ε) (3 + 2 ε) k6
0 η

6

+ (1− ε)
[
9 + 19 ε+ 8 ε2 − (1− ε) (3 + 2 ε) k2

0 η
2
] (

1 + k2
0 η

2
)2
k2 η2

}
,

(4.18b)
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Csr =

√
2 (2 + ε) (3 + 2 ε)

(1− ε)
√

1 + k2
0 η

2 η

[
(1 + 2 ε) (9 + 19 ε+ 8 ε2)]

− (1− ε) (2 + ε) (3 + 4 ε) k2
0 η

2

]
, (4.18c)

Dsr = −
√

2 (2 + ε) (3 + 2 ε) (1 + 2 ε) k2
√

1 + k2
0 η

2. (4.18d)

We find that some of these coefficients diverge either at the time when Ḣ = 0 or

at the bounce. This poses a difficulty in evolving the curvature and the isocur-

vature perturbations across these instances. As we had done in the previous

chapter, around the bounce, we shall work in a specific gauge wherein the two

scalar quantities describing the perturbations behave well at such points. We

shall evolve these two scalar quantities across these domains and eventually re-

construct the curvature and the isocurvature perturbations from these quantities.

Note that Ḣ = 0 when η∗ = ∓1/[
√

(3 + 2 ε) k0]. As we shall illustrate later, the cur-

vature and the isocurvature perturbations indeed diverge at this point. Also, we

shall find that, while the isocurvature perturbations vanish exactly at the bounce,

the curvature perturbations go to zero a little time later.

As we mentioned, we shall circumvent the problem of diverging coefficients by

working in a specific gauge. It has been observed that the difficulties of evolv-

ing the curvature and the isocurvature perturbations across the bounce can be

avoided if we choose to work in the uniform-χ gauge, i.e. the gauge wherein

δχk = 0 [12,116]. In this gauge, we can useA and ψ as the two independent scalar

functions and these quantities can be smoothly evolved across the bounce. The

curvature and the isocurvature perturbations can then be suitably constructed

from these two scalar perturbations. In uniform-χ gauge, equation (3.35b) re-

duces to
k2

a

(
Bk − a Ėk

)
= (2 b− 1) Ȧk + 3 ψ̇k. (4.19)

Upon using this relation, the first order Einstein equations (3.32) and the back-
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ground equations, we obtain the following equations governing Ak and ψk:

A′′k +
4 (2 + 3 ε) k2

0 η

1 + k2
0 η

2
A′k +

k2 (1 + k2
0 η

2)2 (1− ε)− 12 k2
0 (1 + ε)2 (5 + 4 ε)

3 (1 + ε) (1 + k2
0 η

2)2
Ak

= − 2 (1− ε) (3 + 4 ε) k2
0 η

(1 + ε) (1 + k2
0 η

2)
ψ′k +

4 (1− ε)
3 (1 + ε)

k2 ψk, (4.20a)

ψ′′k −
2 (1 + 2 ε) k2

0 η

1 + k2
0 η

2
ψ′k + k2 ψk

=
4 (1 + ε) (1 + 2ε) k2

0 η

(1− ε) (1 + k2
0 η

2)
A′k −

4 (1 + ε)2 (5 + 4 ε)

(1− ε) (1 + k2
0 η

2)2
k2

0 Ak. (4.20b)

Note that, in the uniform χ-gauge, the curvature and the isocurvature perturba-

tions are given by

Rk = ψk +
2HM2

Pl

φ̇2 − 2 q U0 (Xχχ)q

(
ψ̇k +H Ak

)
, (4.21a)

Sk =
2HM2

Pl

√
q U0 (Xχχ)q−1 χ̇[

φ̇2 − 2 q U0 (Xχχ)q
]
φ̇

(
ψ̇k +H Ak

)
. (4.21b)

Later, we shall make use of these relations to constructRk and Sk from Ak and ψk

around the bounce.

4.5 Evolution of the perturbations and power spectra

In the previous chapter on the matter bounce scenario, we had constructed ana-

lytical as well as numerical solutions for the perturbations at early times (i.e. when

η � −η0) as well across the bounce. For the case of near-matter bounces of our

interest here, we do not seem to be able to analytically solve the equations (4.20)

governing Ak and ψk across the bounce. Therefore, we evolve the perturbations

numerically. In the case of bounces driven by two fields, one of the concerns that

has been raised is whether the fields will be decoupled at early times allowing

one to impose the required Bunch-Davies initial conditions (in this context, see

145



Ref. [111]). Note that, in the model governed by the action (4.3), the two fields φ

and χ do not interact directly and are coupled only gravitationally. It should be

clear from the first Friedmann equation (4.2) that the energy densities of the two

fields are equal only at the bounce. Clearly, at very early times, the background

universe is effectively driven by a single field, with the field φ dominating the

evolution. This behavior ensures that the curvature and the isocurvature pertur-

bations are completely decoupled during the early contracting phase permitting

us to impose the standard initial conditions on the modes.

As we can construct the background quantities analytically, we shall require the

numerical procedure only for the evolution of the perturbations. The tensor per-

turbations can be evolved across the bounce without any difficulty. In the case

of scalars, we evolve the curvature and the isocurvature perturbations until close

to the bounce and thereafter we shall choose to evolve the metric perturbations

Ak and ψk across the bounce (for reasons discussed in the last section). We shall

evaluate the final perturbation spectra at a suitable time after the bounce.

4.5.1 Analytical solutions at early times

Since the scale factor (4.1) reduces to a power law form for η � −η0, the scalar

modes can be obtained analytically during the contracting phase as in the case of

tensors. Also, as we mentioned, during these early times, it is the energy density

of the scalar field φ that dominates the background evolution. Due to this reason,

as we discussed, when η � −η0, the curvature and the isocurvature perturbations

decouple so that the equations (4.16) governingRk and Sk simplify to

R′′k + 2
z′

z
R′k + k2Rk ' 0, (4.22a)

S ′′k + 2
z′

z
S ′k +

[
wχ k

2 +
2 (1 + 2 ε)

η2

]
Sk ' 0, (4.22b)
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where z ' a φ̇/H '
√

3 (1 + wφ)M
Pl
a and, recall that, while wφ = −ε/[3 (1 + ε)],

wχ = (1 − ε)/[3 (1 + ε)]. We find that the equations describing the Mukhanov-

Sasaki variables corresponding to the curvature and the isocurvature perturba-

tions, viz. vσk = zRk and vsk = z Sk, reduce to

vσ
′′

k +

[
k2 − 2 (1 + ε) (1 + 2 ε)

η2

]
vσk ' 0, (4.23a)

vs
′′

k +

[
wχ k

2 − 2 ε (1 + 2 ε)

η2

]
vsk ' 0. (4.23b)

At very early times during the contracting phase, i.e. when η � −η0, we can

impose the standard Bunch-Davies initial conditions on the Mukhanov-Sasaki

variables vσk and vsk. Recall that the initial condition on the variable vσk is given by

equation (1.75). Whereas, the initial condition on the variable vsk is given by

vsk(η) =
1√

2w
1
2
χk

e−i
√
wχ k η. (4.24)

For convenience, let us simply assume that, while the curvature spectrum PR(k)

is given by equation (1.64), the spectrum associated with the isocurvature pertur-

bation is defined to be (in this context, see the following sub-section where we

discuss the numerical evolution of the perturbations)

PS (k) =
k3

2 π2
|Sk|2 . (4.25)

Note that the equation governing the tensor and the scalar Mukhanov-Sasaki

variables uk and vσk [cf. equations (4.11) and (4.23a)] at early times during the con-

tracting phase have the same form, as is expected in a power law background.

Therefore, the spectrum of curvature perturbations evaluated prior to the bounce

has the same shape as the tensor power spectrum. As a result, we find that, we
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can write

PR(k) = rP
T
(k), (4.26)

where the tensor-to-scalar ratio r is a constant and is given by

r =
8 (3 + 2 ε)

1 + ε
. (4.27)

Evidently, r = 24 when ε = 0, a well known result in the matter bounce scenarios

(see, for instance, Ref. [12]). It should also be mentioned that the spectral index

nR [cf. equation (1.72a)] is given by

nR = 1− 4 ε. (4.28)

4.5.2 Numerical evolution across the bounce

We evolve the perturbations numerically just as we had done in the previous

chapter. To begin with, we use e-N-folds N—defined as a(N ) = a0 exp (N 2/2)—

to be our independent variable. The e-N-fold proves to be very convenient to de-

scribe symmetric bounces and it replaces the more conventional e-fold to evolve

the perturbations over a wide domain in time efficiently [101, 102, 116]. We ex-

press the equations (1.65) and (4.16) governing the tensor and scalar perturba-

tions hk, Rk and Sk in terms of the new variable N and integrate the equations

using a fifth order Runge-Kutta algorithm. In the case of the scalar perturbations,

as is often done in the case of two-field models, we shall numerically integrate

the equations (4.16) using two sets of initial conditions, as we have described in

the previous chapter [11].

We had discussed earlier as to how the model of our interest depends only on two

parameters, viz. k0/a0 and ε. If we multiply the modesRk, Sk and hk by the quan-
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tity
√
k0 a0MPl

, we find that, we do not have to specify k0 or a0 independently in

order to evolve them from the given initial conditions. In fact, the resulting scalar

and tensor power spectra depend only on k0/a0 and ε. We shall choose to work

with k0/(a0MPl
) = 9.61 × 10−9 and ε = 0.01. This value of k0/a0 ensures that the

curvature perturbation spectrum PR(k) evaluated after the bounce is COBE nor-

malized corresponding to the value of 2.31 × 10−9 at a suitable pivot scale. Also,

the value of ε we shall work with leads to the scalar spectral index of nR ' 0.96

[cf. equation (4.28)], as required by the Planck data.

We impose the initial conditions on the perturbations when k2 = 104 (a′′/a). In

the case of tensors, we evolve the equation (1.65) across the bounce (with N as

the independent variable) until η = β η0, with β = 102, after the bounce. We

evolve the scalar perturbations using the equations (4.16) until η = −α η0 and we

shall assume that α = 105. Since the equations (4.16) contain coefficients which

diverge close to the bounce, as we had discussed, we instead use equations (4.20)

to evolve the scalar perturbations Ak and ψk across the bounce from η = −α η0 to

η = β η0. Evidently, the quantitiesRk and Sk evolved during the early contracting

phase can provide us the initial conditions for Ak and ψk at η = −α η0 through

the relations (4.21). Once we have Ak and ψk in hand, we shall reconstruct Rk

and Sk using the same relations. It is useful to mention here that, for the values

of k0/a0 and ε that we are working with, η = −α η0 with α = 105 corresponds to

N ' −6.78, while η = β η0 with β = 102 corresponds to N = 4.29.

4.5.3 Behavior of the perturbations and the power spectra

In figure 4.1, we have plotted the evolution of the perturbations Rk and Sk and

hk for a typical cosmological scale as a function of e-N-folds N . As we had ex-

pected, the curvature and the isocurvature perturbations diverge at the points
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Figure 4.1: Evolution of the amplitudes of the curvature perturbation Rk (in
blue), the isocurvature perturbation Sk (in green) and the tensor mode hk (in
red) corresponding to the wavenumber k/k0 = 10−20 have been plotted as a
function of e-N-folds N . We have chosen the background parameters to be
k0/(a0MPl

) = 9.6 × 10−9 and ε = 0.01 in plotting this figure. We should clar-
ify that we have, in fact, multiplied Rk, Sk and hk by the quantity

√
k0 a0MPl

to
ensure that they depend only on the parameters k0/a0 and ε. We have plotted the
numerical results from the initial e-N-fold when k2 = 104 (a′′/a) corresponding to
the mode. The behavior of the modes is essentially similar to their behavior in the
matter bounce scenario we had considered in the previous chapter. The sharp rise
in the amplitude of the curvature perturbation close to the bounce ensures that
the tensor-to-scalar ratio is strongly suppressed after the bounce leading to levels
of r that are consistent with the upper bounds from Planck. Moreover, note that
the isocurvature perturbation decays after the bounce, which leads to a strongly
adiabatic spectrum, also required by the observations.

where Ḣ = 0, i.e. at η∗ = ∓1/[
√

(3 + 2 ε) k0], corresponding to N = ∓0.76 (in

this context, see appendix B). Moreover, as expected, the isocurvature perturba-

tions vanish at the bounce. We find that, in fact, the curvature perturbation also

vanishes at a point soon after the bounce. Further, while the amplitude of the

curvature and the tensor perturbations freeze after η = η∗, the isocurvature per-

turbations decay soon after2. Such a decay leads to a strongly adiabatic spectrum

2In fact, in the case of the tensor perturbations, it is possible to construct analytical solutions
across the bounce as well (in this context, see Ref. [33]). We find that our numerical solutions
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of scalar perturbations, as is required by the observations. All these points should

be evident from figure 4.1. Essentially, the scalar and tensor perturbations behave

just as in the matter bounce scenario we had considered in the last chapter [116].

Having obtained the solutions for the modes, we can now evaluate the result-

ing power spectra. We compute the scalar and tensor power spectra after the

bounce at η = β η0, with β = 102 (corresponding to N = 4.29). In figure 4.2, we

have plotted the power spectra prior to the bounce (evaluated at η = −α η0, with

α = 105, corresponding to N = −6.78) as well as after the bounce. It is evident

from the figure that the shape of the power spectra are preserved as the perturba-

tions evolve across the bounce. We find that the value of k0/(a0MPl
) = 9.61×10−9

leads to the COBE normalized value of 2.31× 10−9 for the curvature perturbation

spectrum at the scale of k/k0 = 10−23. Recall that, our main goal here is introduce

a suitable tilt to the curvature perturbation spectrum so as to be consistent with

the observations. As we had mentioned, for ε = 0.01, we find that nR = 0.96,

perfectly consistent with the observations. Lastly, we find that, as the perturba-

tions evolve across the bounce, the tensor-to-scalar ratio drops from the value of

r = 23.92 prior to the bounce to r = 1.46×10−6 after the bounce. Needless to add,

this value of the r is much smaller than the current upper bound of r . 0.07 from

Planck [7].

match the analytical solutions quite well.
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Figure 4.2: The numerically evaluated scalar (the curvature perturbation spec-
trum in blue and the isocurvature perturbation spectrum in green) and tensor
power spectra (in red) have been plotted as a function of k/k0 for a range of
wavenumbers that correspond to cosmological scales today. We have worked
with the same set of values for the parameters k0/a0 and ε as in the previous fig-
ure. The power spectra have been plotted both before the bounce (as dotted lines)
and after (as solid lines). The power spectra have been evaluated at η = −α η0

(with α = 105) before the bounce and at η = β η0 (with β = 102) after the bounce.
The values for the parameters we have worked with lead to the COBE normal-
ized value of 2.31 × 10−9 for the curvature perturbation spectrum at the scale of
k/k0 = 10−23. Also, the value of ε we have chosen leads a curvature perturbation
spectrum with a red tilt corresponding to nR ' 0.96, as required by the CMB ob-
servations. Moreover, the tensor-to-scalar ratio evaluated after the bounce proves
to be rather small (r ' 10−6), which is consistent with the current upper limits
from Planck on the quantity [7].

4.6 Discussion

In this chapter, extending our discussions from our previous chapter, we have

constructed a two-field model consisting of a canonical scalar field and a non-

canonical ghost field to drive near-matter bounces. Near-matter bounces are in

some sense similar to slow roll inflation as they lead to nearly scale-invariant
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spectra. The model we have constructed consisted of two parameters k0/a0 and ε.

While k0/a0 determines the amplitudes of the scalar and tensor power spectra, a

non-zero value for ε leads to a tilt in the power spectra. We have been able to

numerically evaluate the scalar and tensor power spectra in the model and show

that, for suitable values of the parameters, the resulting spectra are consistent

with the current constraints from the CMB observations [117].

It is interesting to have extended our original matter bounce scenario and have

achieved a red tilt in the scalar power spectrum in order to be consistent with

the observations. The next obvious challenge is to examine if the scalar non-

Gaussianities generated in the model are indeed consistent with the current con-

straints from Planck [37]. We are presently investigating this issue.
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Chapter 5

Primordial features from ekpyrotic

bounces

5.1 Introduction

The precise observations of the anisotropies in the CMB by WMAP and Planck [4,

54] point to a primordial scalar power spectrum that is nearly independent of

scale and is largely adiabatic [6]. The most popular paradigm to generate pertur-

bations of such nature is the inflationary scenario [7]. As is well known, inflation

is driven by scalar fields (see, for instance, the reviews [2]). There exist many

models which permit inflation of the slow roll type leading to power spectra that

are consistent with the cosmological data (for a comprehensive list, see Ref. [8]).

Though a nearly scale-invariant primordial power spectrum as generated by slow

roll inflation is consistent with the observational data, there have been repeated

(model dependent as well as model independent) efforts to examine if the power

spectrum contains features [7,18]. It has been found that certain features improve

the fit to the CMB data [7, 18–23]. The possibility of such features gains impor-
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tance because of the reason that, if they are confirmed by future observations,

they can strongly limit the space of viable models. While such features can be

produced in inflationary models which permit deviations from slow roll [19–22],

it is imperative to examine if they can also be generated in alternative scenarios.

Even as inflation has been remarkably successful, alternative scenarios have been

explored for the origin of primordial perturbations. Amongst these alternatives,

the most investigated are the classical bouncing scenarios (for recent reviews, see

Refs. [3]). Recall that, the primary goal of the inflationary paradigm is to over-

come the horizon problem and provide natural initial conditions for the pertur-

bations when they are well inside the Hubble radius during the early stages of the

accelerated expansion. The bouncing scenarios can permit similar initial condi-

tions to be imposed on the perturbations during the contracting phase, provided

the early phase is undergoing decelerated contraction. More than a handful of

bouncing scenarios have been constructed that result in primordial power spec-

tra that are consistent with the observations (see, for instance, Refs. [13]).

It is rather straightforward to construct a model of inflation and, as we men-

tioned, there exist many models of inflation that perform well against the cos-

mological data. In contrast, it proves to be an intricate task to construct bouncing

models that are free of pathologies (for a list of difficulties faced, see, for example,

Refs. [3, 16]). Moreover, the inflationary trajectory is almost always an attractor,

which permits inflation to be achieved easily. However, bouncing scenarios often

require fine tuned initial conditions. It is the attractor nature of the inflationary

trajectory which allows for the generation of features in the primordial spectrum

through brief periods of deviation from slow roll. The fact that the trajectory is

an attractor ensures that slow roll inflation is restored after such departures. The

fine tuned conditions required for bouncing scenarios implies that features can-

not be generated in these models. For instance, near matter bounces, which can
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be easily constructed, do not behave as attractors and hence they cannot return

to the original trajectory if departures are introduced [24]. This implies that such

models will be ruled out if cosmological data confirm the presence of features in

the primordial spectrum.

Amongst the bouncing models, it is only the ekpyrotic scenario that permits tra-

jectories which are attractors (for the original ideas, see Refs. [25]; for more re-

cent discussions, see Refs. [26]). Another advantage of the ekpyrotic model is

the fact that the anisotropic instabilities which may arise during the contracting

phase can be suppressed since the energy density of the ekpyrotic source dom-

inates the evolution. However, ekpyrotic models driven by a single scalar field

generate spectra of curvature perturbations that have a strong blue tilt. There-

fore, models involving more than one field are considered, with the ekpyrotic

contracting phase being dominated by isocurvature perturbations with a nearly

scale-invariant spectrum. The second field is utilized to convert the isocurva-

ture perturbations into adiabatic perturbations, eventually resulting in a nearly

scale-invariant curvature perturbation spectrum as is required by the observa-

tions (see, for example, Refs. [46, 118]). In this chapter, for the first time in the

literature, we examine if features can be generated in the curvature perturbation

spectrum in ekpyrotic bounces. We shall explicitly construct ekpyrotic potentials

which permit the generation of features that have been considered in the context

of inflation.

This chapter is organized as follows. In the following section, we shall discuss

the attractor nature of the ekpyrotic phase driven by a negative potential. In sec-

tion 5.3, we shall discuss the generation of the curvature and isocurvature per-

turbations during the ekpyrotic phase. We shall show that the ekpyrotic phase

generates a curvature perturbation spectrum with a strong blue tilt and a nearly

scale-invariant isocurvature perturbation spectrum. In section 5.4, we shall nu-
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merically illustrate that a sharp turn in the field space converts the isocurvature

perturbations into curvature perturbations, leading to a nearly scale independent

curvature perturbation spectrum. In section 5.5 , we shall introduce suitable mod-

ifications to the ekpyrotic potential to generate features in the curvature pertur-

bation spectrum which have often been considered in the context of inflation.

We shall finally conclude this chapter with a brief discussion on the prospects of

ekpyrotic features in section 5.6.

5.2 Ekpyrotic attractor

In this section, we shall discuss the dynamics of the background in an ekpyrotic

model, specifically showing that a negative definite potential for the scalar field

admits an attractor during the contracting phase.

The model we shall consider involves two scalar fields φ and χ, which are gov-

erned by the following action consisting of the potential V (φ, χ) and a func-

tion b(φ) [26]:

S[φ, χ] =

∫
d4x
√−g

[
−1

2
∂µφ ∂

µφ− e2 b(φ)

2
∂µχ∂

µχ− V (φ, χ)

]
. (5.1)

We shall begin by working with the potential [the same as in equation (1.34),

which we are repeating here for convenience]

V (φ, χ) = Vek(φ) = V0 eλφ/MPl , (5.2)

and choose

b(φ) =
µφ

2M
Pl

, (5.3)

where λ and µ are positive constants. Upon varying the action (5.1), we obtain
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the equations of motion governing the homogeneous scalar fields φ and χ to be

φ̈+ 3H φ̇+ Vφ = bφ e
2 b χ̇2 , (5.4a)

χ̈+ 3H χ̇+ e−2 b Vχ = − 2 bφ φ̇ χ̇ , (5.4b)

where, we have introduced earlier, Vφ = ∂V/∂φ, while Vχ = ∂V/∂χ and bφ =

db/dφ. The first Friedmann equation for the system of our interest is given by

H2 =
1

3M2
Pl

[
1

2
φ̇2 +

e2 b

2
χ̇2 + V

]
. (5.5)

To examine the stability of the background, it is convenient to write the above

background equations in terms of the following dimensionless variables [26]:

(x, y, z) ≡
(

φ̇√
6HM

Pl

,

√
V√

3HM
Pl

,
eb χ̇√

6HM
Pl

)
. (5.6)

In terms of the variables (x, y, z), the equations (5.4) governing the two homoge-

neous scalar fields can be written as

dx

dN
= −3x y2 +

√
3√
2

(
µ z2 − λ y2

)
, (5.7a)

dz

dN
= −3 y2 z −

√
3√
2
µx z, (5.7b)

where N = log a, as usual, denotes e-folds. We should point out that, during

the contracting phase of our interest here, N runs from large positive values at

early times to small positive values as one approaches the bounce. Also, the first

Friedmann equation (5.5) leads to the constraint

x2 + y2 + z2 = 1. (5.8)
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To illustrate our main points concerning the stability of the background evolu-

tion, we shall focus in this section on the simpler situation wherein µ = λ. Note

that, during the contracting phase, H is negative. When µ = λ, upon further

assuming that φ̇ is positive, it is easy to show that either of the two fixed points

(x∗, y∗, z∗) =
(
−λ/
√

6,±
√

1− λ2/6, 0
)

(5.9)

lead to the desired conditions. Firstly, they prove to be stable provided λ2 > 6.

Secondly, we find that the corresponding equation of state parameter describing

the background is given by

w =
p

ρ
=
λ2

3
− 1, (5.10)

where ρ and p represent the total energy density and pressure associated with the

two scalar fields. This implies that the contracting phase is driven by super stiff

matter (as w > 1 when λ2 > 6). Moreover, since w > 1, the energy density ρ

grows faster than a−6 during ekpyrotic contraction. Such a behavior allows one

to circumvent the difficulty posed by the rapid growth of anisotropies (which

behave as a−6) that proves to be a great drawback afflicting many of the bouncing

scenarios [24]. Lastly, as alluded to earlier, the condition λ2 > 6 implies that

the potential is negative. It is evident from the above analysis that, at this fixed

point, the background dynamics is essentially determined by the scalar field φ.

In such a case, the scale factor corresponding to this attractor solution can be

expressed as in equation (1.35), with the constant V0 [cf. equation (5.2)] being

given by equation (1.36).
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5.3 Featureless power spectra in ekpyrosis

In this section, we shall first describe the equations governing the perturbations

and then go on to evaluate the featureless scalar power spectra generated during

the ekpyrotic phase.

5.3.1 Equations governing the scalar perturbations

Let us now turn to the evaluation of the scalar power spectra in the model. Since

the model involves two fields, as we have repeatedly emphasized, apart from

the curvature perturbation, isocurvature perturbations also arise. In the spatially

flat gauge [viz. when ψ = E = 0 in the line-element (1.44)], for instance, the

Mukhanov-Sasaki variables associated with the curvature and the isocurvature

perturbations vσ and vs are given by

vσ = a
(
cos θ δφ+ eb sin θ δχ

)
, (5.11a)

vs = a
(
−sin θ δφ+ eb cos θ δχ

)
, (5.11b)

where

cos θ =
φ̇

σ̇
, sin θ = eb χ̇/σ̇, σ̇2 = φ̇2 + e2 b χ̇2. (5.12)

The curvature and the isocurvature perturbations are defined as R = vσ/z and

S = vs/z, respectively, with z = a σ̇/H [26].

One can show that, at the quadratic order, the action governing the Mukhanov-

Sasaki variables associated with the curvature and the isocurvature perturbations

is given by (see for instance, Ref. [109])

S2[vσ, vs] =
1

2

∫
dη

∫
d3x

{
vσ
′2

+ vs
′2 − (∂vσ)2 − (∂vs)2 +

z′2

z2
vσ2
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+

(
a′2

a2
− a2 µ2

s

)
vs2 − 2

[
z′

z
vσ
′
vσ +

a′

a
vs
′
vs + z ξ

(
vσ

z

)′
vs
]}

,

(5.13)

where

ξ = −2 a Vs
σ̇

, (5.14)

µ2
s = Vss −

(
Vs
σ̇

)2

+ bφ (1 + sin2θ) cos θ Vσ + bφ cos2θ sin θ Vs − (b2
φ + bφφ) σ̇2.

(5.15)

Also, the quantities Vσ, Vs and Vss are given by

Vσ = eIσ VI , Vs = eIs VI , Vss = eIs e
J
s VIJ , (5.16)

with eσ and es being the adiabatic and entropy vectors in the space of the two

fields, defined as

eσ = (cos θ, e−b sin θ), (5.17a)

es = (−sin θ, e−b cos θ), (5.17b)

where I = {φ, χ}, and we have assumed implicit summations over the repeated

indices I and J . By varying the action (5.13), the equations governing the Fourier

modes of the Mukhanov-Sasaki variables, viz. vσk and vsk, can be obtained to be [26,

109]

vσ
′′

k +

(
k2 − z′′

z

)
vσk =

1

z
(z ξ vsk)

′ , (5.18a)

vs
′′

k +

(
k2 − a′′

a
+ a2 µ2

s

)
vsk = −z ξ

(
vσk
z

)′
. (5.18b)

It should be stressed that these equations (5.18) apply for an arbitrary potential
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V (φ, χ) and function b(φ).

5.3.2 The scalar power spectra

The ekpyrotic contracting phase can be modeled by the potential Vek(φ) and the

function b(φ) we had mentioned before [26]. We shall now assume that V0 is neg-

ative (to lead to an attractor) and that µ 6= λ. During this ekpyrotic phase, we find

that the contribution of χ to the background energy density can be ignored and

the function ξ, which couples the curvature and the isocurvature perturbations,

is negligible (in this context, see figure 5.1). Therefore, the equations governing

the Mukhanov-Sasaki variables (5.18) decouple. In such a case, the quantity vσk

satisfies the equation (1.76), while vsk obeys the equation

vs
′′

k +

[
k2 +

λ2 (2− µλ− µ2) + 6µλ− 8

(λ2 − 2)2 η2

]
vsk = 0. (5.19)

These equations can be solved analytically and, upon imposing the Bunch-Davies

initial conditions at early times, the scalar power spectra can be evaluated at later

times closer to the bounce. The two scalar power spectra can be expressed as in

equation (1.78a), where ν = (λ2 − 6)/[2 (λ2 − 2)] and (λ2 + 2µλ − 6)/[2 (λ2 − 2)]

for the cases of the curvature and the isocurvature perturbations, respectively.

While the spectral index nR associated with the curvature perturbation is given

by equation (1.79), the spectral index nS associated with the isocurvature pertur-

bation can be obtained to be

nS = 4−
∣∣∣∣2 (λµ− 2)

λ2 − 2
+ 1

∣∣∣∣ . (5.20)

Since λ2 > 6, one obtains a very blue, i.e. nR > 3, curvature perturbation spec-

trum PR(k). We can choose µ suitably to arrive at a nearly scale-invariant isocur-
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vature perturbation spectrum PS (k) (such that nS ' 1). Note that, had µ been

zero [corresponding to a vanishing b(φ)], the isocurvature perturbation spectrum

would also have been blue like the curvature perturbation spectrum. Clearly, the

presence of the non-minimal coupling function b(φ) seems essential to arrive at

a scale-invariant isocurvature perturbation spectrum. In what follows, we shall

construct a mechanism to convert the isocurvature perturbations into curvature

perturbations and also modify the tilt of the curvature perturbation spectrum so

as to be consistent with the observations.

5.4 Converting the isocurvature perturbations

into curvature perturbations

As is well known, the isocurvature perturbations can be converted into curva-

ture perturbations if there arises a turn in the background trajectory in the field

space [26, 46]. Since the field φ dominates the background during the ekpyrotic

phase, we shall require the field to take a turn along the χ direction. We achieve

such a turn by multiplying the original potential Vek(φ) by the term

Vc(φ, χ) = 1 + β χ exp− [(φ− φc)/∆φc]
2 , (5.21)

where β, φc and ∆φc are constants. Clearly, in Vc, the dependence on the field χ

is the strongest within ∆φc of φc. The introduction of the term Vc in the potential

makes the dynamics difficult to study analytically. Therefore, we resort to nu-

merics. We find that, as the field φ approaches φc, there arises an abrupt change

of direction in the field space with a rapid variation of the field χ. This behavior

leads to a sharp rise in the function ξ which determines the coupling between

curvature and the isocurvature perturbations [cf. equations (5.18)]. The sudden
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rise in ξ considerably amplifies the curvature perturbation. These behavior are

illustrated in figure 5.1. The analytical expressions for the power spectra we have

presented above correspond to spectra evaluated prior to the turn. The power

spectra evaluated numerically before and at the turn in field space (when φ = φc,

corresponding to η = ηc) are illustrated in figure 5.2. A few points regarding the

figure need emphasis. As we discussed, when evaluated prior to the turn, while

PR(k) is strongly blue, PS (k) is nearly scale-invariant. Also, note that, over the

scales of interest, the amplitude ofPS (k) is considerably larger than the amplitude

of PR(k). However, as the turn occurs, we find that both the scalar power spec-

tra have roughly the same amplitude. Moreover, importantly, due to its strong

effects, the isocurvature perturbations have altered the shape of the curvature

perturbation spectrum PR(k) and, in fact, for suitable values of the parameters

(actually, for λ =
√

20 and µ ' 4.54), we obtain a nearly scale-invariant spectrum

with nR ' 0.96, completely consistent with the observations. We have chosen the

parameters such that the nearly scale-invariant PR(k) is COBE normalized. In the

next section, we shall modify the ekpyrotic potential Vek(φ) to generate features

in the scalar power spectra.
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Figure 5.1: The behavior of the coupling function ξ (on top) and the correspond-
ing effects on the curvature (in blue) and the isocurvature (in green) perturbations
(at the bottom) have been plotted as a function of e-folds N . Recall that time runs
forward from left to right and the choice ofN = 0 is arbitrary. There arises a sharp
rise in ξ when the direction of evolution changes in the field space. It should be
clear from the plots that the amplitude of the curvature perturbation is enhanced
exactly around this time.
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Figure 5.2: The curvature and isocurvature perturbation spectra, viz. PR(k) and
PS (k) (in blue and green, respectively), have been plotted prior to (as dashed
lines) as well as during the turn (as solid lines) in field space. Note that PS (k) is
nearly scale-free both prior to and during the turn. However, while PR(k) is blue
before the turn, it is red later. Also, the isocurvature perturbations are extremely
dominant prior to the turn. But, the amplitude of the curvature perturbation
becomes comparable to that of the isocurvature perturbations during the turn
in field space. The range of wavenumbers over which the spectra have been
plotted are expected to correspond to cosmological scales today. Moreover, we
have chosen to work with values of the various parameters involved so thatPR(k)
is COBE normalized. The figure also contains the scalar power spectra with a
specific feature before (as triangles) and during the turn (as squares). We should
highlight that it is the feature in the initial PS (k) which is imprinted as a feature
in the final PR(k).
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5.5 Generating ekpyrotic features

The primordial features that have been found to improve the fit to the data can be

broadly classified into the following three types: (1) sharp drop in power at large

scales corresponding to the Hubble radius today, (2) a burst of oscillations over an

intermediate range of scales, and (3) persisting oscillations over a wide range of

scales. While a feature of the first type improves the fit to the CMB data at the very

low multipoles (specifically, the low quadrupole, i.e. corresponding to ` = 2) [19],

the second type has been shown to provide a better fit to the outliers (to the nearly

scale-invariant case) around the multipoles of ` ' 20–40 [20]. The third type of

feature has been found to fit the data over a wide range of multipoles [21].

Smooth scalar field potentials cannot generate features. It is the features in the

potential and the resulting non-trivial dynamics that translates to features in the

power spectra. As we had discussed in the introductory section of this chapter,

in inflation, features in the potential lead to deviations from slow roll which, in

turn, generate spectra containing departures from near scale-invariance. For in-

stance, in single field inflationary models, a point of inflection can lead to the first

type of feature we had mentioned above [19], while the second type of feature

can be generated with the introduction of a simple step in the inflationary po-

tential [20]. The last type of feature is generated with the aid of corresponding

oscillations in the inflationary potential [21]. In fact, there have been attempts

to construct inflationary models that can simultaneously generate more than one

type of features [22].

Since the background dynamics in the ekpyrotic scenario is rather distinct from

the inflationary case, prior experience with inflationary features does not neces-

sarily help in constructing ekpyrotic potentials leading to the desired features.

We find that multiplying the original ekpyrotic potential Vek(φ) by the following
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oscillating term:

Vf(φ) = 1 + α cos (ω φ/M
Pl

) (5.22)

does indeed lead to persistent oscillations in the power spectrum as in the context

of inflation [21]. However, the potentials for generating the other two types of

features prove to be considerably different. We had to experiment with different

multiplicative functions Vf(φ) before arriving at the required forms. Interestingly,

we find that, introducing a step by multiplying Vek(φ) with the term

Vf(φ) = 1 + α tanh [(φ− φ0)/∆φf ] (5.23)

results in the first type of feature we had mentioned, viz. a sharp drop in power

at large scales. Lastly, introducing a well in the potential with the help of a term

such as

Vf(φ) = 1− α exp − [(φ− φ0)/∆φf ]
2 (5.24)

generates a burst of oscillations over an intermediate range of scales, which is the

second type of feature we had discussed. We have plotted the power spectra of

curvature perturbations arising in these three cases in figure 5.3. In the figure, we

have also plotted inflationary power spectra with features that lead to a better fit

to the most recent Planck data (in this context, see Refs. [4]). It is clear from the

figure that the ekpyrotic features match the inflationary features reasonably well.
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Figure 5.3: The power spectra of the curvature perturbations with the three types
of features (type 1 in red and cyan, type 2 in blue and orange, and type 3 in green
and pink) generated in the ekpyrotic (solid lines) and the inflationary (dashed
lines) scenarios have been plotted over scales of cosmological interest. The in-
flationary spectra correspond to those that lead to an improved fit to the CMB
data [7]. Clearly (as also highlighted in the inset), the ekpyrotic spectra closely
resemble the inflationary spectra with features.

5.6 Prospects

Features in the primordial spectra can lead to strong constraints on the physics of

the early universe [18]. However, there is no significant observational evidence

for deviations from a nearly scale-invariant primordial power spectrum as yet.

Many of the simpler and fine tuned bouncing models would prove to be un-

sustainable if future observations confirm the presence of features [4]. We have

examined if the bouncing scenarios can remain viable after such a possibility. For

the first time in the literature, we have constructed ekpyrotic potentials that lead

to features that have often been found to provide an improved fit to the CMB

data [119]. Though we have evaluated the spectra prior to the bounce, since the
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scales associated with the bounce are significantly different from the scales of cos-

mological interest, the shape of the spectra we have arrived at will not be altered

by the dynamics of the bounce. Therefore, these power spectra can be expected to

retain their form after the bounce. Moreover, experience with related models sug-

gests that the isocurvature perturbations would decay after the bounce leading

to an adiabatic spectrum consistent with the observations [26, 46].

We have focused on the power spectra generated in the ekpyrotic mod-

els. Currently, there also exist strong limits on the primordial scalar non-

Gaussianities [37]. The concern has been that, quite generically, the scalar non-

Gaussianities generated in bounces may turn out be larger than the current con-

straints [37]. However, it has been argued that the non-Gaussianities in the type

of models we have considered will prove to be small (in this context, see the third

reference in Refs. [26]). We are currently investigating this issue.
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Chapter 6

Quantum-to-classical transition of

primordial perturbations in

inflationary and bouncing scenarios

6.1 Introduction

As we have discussed in the previous chapters, the inflationary and the non-

singular, classical bouncing scenarios offer alternative paradigms for the origin

of perturbations in the early universe. In both these scenarios, the background is

often assumed to be driven by one or more scalar fields. It is the quantum fluc-

tuations associated with the scalar fields that are supposed to be responsible for

the primordial scalar perturbations. These primordial perturbations, in turn, are

expected to lead to the anisotropies in the CMB and the formation of the large

scale structure. The statistical properties of the anisotropies in the CMB and the

distribution of the large scale structure are described in terms of classical correla-

tion functions. While the perturbations have a quantum origin, when examining
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their imprints on the CMB and the large scale structure, the correlation func-

tions describing the primordial perturbations are treated as classical quantities.

It would be fair to say that, despite considerable effort, the quantum-to-classical

transition of the primordial perturbations remains to be understood satisfactory

(in this context, see Refs. [28, 29]).

Inflation is often easy to achieve with the aid of a single scalar field. In contrast,

as described in the last three chapters, one seems to require more than one scalar

field to achieve non-singular, classical bounces. As we have seen, such multi-

field models result in a richer dynamics as far as the background is concerned.

Moreover, apart form the curvature perturbation, isocurvature perturbations also

arise in the multi-field models. For instance, in the ekpyrotic scenario discussed

in the previous chapter, the isocurvature perturbation plays an important role in

converting a strongly blue curvature perturbation spectrum into a nearly scale-

invariant spectrum, as is demanded by the observations. It will be interesting

to examine the role of the isocurvature perturbations in the quantum-to-classical

transition of the primordial scalar perturbations [30, 32].

With a such motivation in mind, in this chapter, we shall compare and contrast

the quantum-to-classical transition in two-field models of inflationary and bounc-

ing scenarios [28–33, 121]. Specifically, in the context of inflation, we shall con-

sider the case of double inflation driven by two scalar fields described by the

quadratic potential. In the context of bounces, we shall consider the ekpyrotic

scenario which we discussed in the previous chapter. We shall investigate the

nature of the quantum-to-classical transition in these situations with the aid of

the Wigner function characterizing the evolution of the curvature perturbation

associated with a typical mode of cosmological interest. As is well known, the

modes of a quantum field are expected to be increasingly squeezed as the uni-

verse evolves. We shall also examine the extent of squeezing of the curvature
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perturbation in the inflationary and bouncing scenarios.

This chapter is organized as follows. In the following section, we shall review

the quantum-to-classical transition of the curvature perturbation in single field

models. We shall study the behavior of the Wigner function and the extent of

squeezing in power law inflation and during the contracting phase in matter as

well as ekpyrotic bounces. In section 6.3, we shall solve the Schrodinger equation

describing a single mode of the curvature and the isocurvature perturbations in

two-field models. We shall then obtain the corresponding Wigner function as

well as the reduced density matrix describing the curvature perturbation. We

shall also construct the squeezing parameters characterizing the curvature and

the isocurvature perturbations. In section 6.4, we shall apply the formalism devel-

oped to the cases of double inflation and ekpyrotic contraction. We shall examine

the behavior of the Wigner function, the reduced density matrix and the squeez-

ing parameter describing the curvature perturbation in both these scenarios. In

section 6.5, we shall conclude the chapter with a brief discussion highlighting

the primary differences in the behavior of the quantum-to-classical transition in

double inflation and ekpyrotic contraction.

6.2 Review of the single field case

In this section, we shall rapidly review the quantum-to-classical transition of per-

turbations generated in the inflationary and bouncing scenarios driven by a sin-

gle, canonical, scalar field.

175



6.2.1 Action governing the scalar perturbations

Recall that, during inflation or a contracting phase driven by a single, canon-

ical scalar field, the scalar perturbations can be described completely in terms

of the curvature perturbation R. In such a case, the curvature perturbation R

is governed by the action (1.54). We shall work here with the corresponding

Mukhanov-Sasaki variable v defined as v = zR. In terms of the variable v, one

can show that the action (1.29) reduces to the following form [28]:

S2[v] =
1

2

∫
dη

∫
d3x

[
v′2 − (∂v)2 − z′

z
v′ v +

z′2

z2
v2

]
. (6.1)

As we had done with the operator describing the curvature perturbation R

[cf. equation (1.58)], we can decompose the classical Mukhanov-Sasaki variable v

in terms of the corresponding Fourier modes vk as

v(η,x) =

∫
d3k

(2 π)3/2
vk(η) eik·x. (6.2)

In terms of the Fourier modes vk, the action (6.1) can be expressed as

S2[v] =
1

2

∫
dη

∫
d3k

[
v′k v

∗′
k −

z′

z

(
v′k v

∗
k + v∗

′

k vk

)
−
(
k2 − z′2

z2

)
v∗k vk

]
. (6.3)

If we now write vk = vR
k + i vI

k, where, evidently, vR
k and vI

k denote the real and

imaginary parts of vk, then the above action reduces to

S2[v] =
1

2

∫
dη

∫
d3k

[
vR
k
′2 + vI

k
′2 − z′

z
(vR

k v
R
k
′ + vI

k v
I
k
′)

−
(
k2 − z′2

z2

) (
vR
k

2 + vR
k

2
)]
. (6.4)

Since we are working at the linear order in perturbation theory, the modes vk

evolve independently. Due to this reason, in this chapter, we shall focus on the
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behavior of a single mode vk, and drop the subscript k. Further, it should be

clear from that the structure of the above action that the real and imaginary parts

vR
k and vI

k (which, we should emphasize, are real quantities themselves) are not

coupled to each other and evolve independently. Therefore, for convenience in

notation, we shall also drop the superscripts R and I and refer to all these vari-

ables simply as v. Needless to add, the discussion below shall apply to each of

the components vR
k and vI

k and for all modes k of cosmological interest.

6.2.2 Schrodinger equation, wave function and variances

In this section, we shall solve the Schrodinger equation describing the wave func-

tion associated with the variable v. Note that the variable v satisfies the scalar

Mukhanov-Sasaki equation (1.62), which is essentially the equation of motion

describing an oscillator with the time-dependent frequency

ω2(η) = k2 − z′′

z
. (6.5)

As is well known, the solution to the Schrodinger equation describing a time-

dependent oscillator can be expressed in terms of the solutions to the classical

equation of motion. It is this approach that we shall adopt to construct the wave

function describing the system.

It should be clear from the action (6.4) that the conjugate momentum associated

with the variable v is given by

p = v′ − z′

z
v. (6.6)
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The corresponding Hamiltonian can be immediately constructed to be

H =
p2

2
+ 2

z′

z
p v +

k2

2
v2. (6.7)

In the Schrodinger picture that we shall be working in, while the operator v̂ is

a simple multiplicative operator, the corresponding momentum operator p̂ can

be represented as p̂ = −i ∂/(∂v). If the wave function describing the system

is Ψ(v, η), then the Schrodinger equation governing the wave function is given by

i
∂Ψ

∂η
= −1

2

∂2Ψ

∂v2
− i

2

z′

z

(
Ψ + 2 v

∂Ψ

∂v

)
+
k2

2
v2 Ψ. (6.8)

We shall be interested in situations wherein the wave function evolves from an

initial ground state defined at very early times when the modes can be expected

to be in the sub-Hubble domain. In such a case, we can propose the following

Gaussian ansatz to describe the wave function [28, 29]:

Ψ(v, η) = N(η) exp−
[

Ω(η) v2

2

]
, (6.9)

where N and Ω are functions that depend on time which need to be determined

by solving the Schrodinger equation (6.8). Actually, upon normalizing the wave

function, i.e. demanding that

∫ ∞
−∞

dv |Ψ(v, η)|2 = 1, (6.10)

we find that N and Ω are related as follows:

|N | =
(

Ω + Ω∗

2π

)1/4

=

(
ΩR

π

)1/4

, (6.11)

where ΩR denotes the real part of Ω. Upon substituting the ansatz (6.9) in the
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Schrodinger equation (6.8), we find that the functions N and Ω satisfy the differ-

ential equations

i
N ′

N
=

Ω

2
− i

2

z′

z
, (6.12a)

Ω′ = − iΩ2 − 2
z′

z
Ω + i k2. (6.12b)

Let us now write the quantity Ω as

Ω = −i g
∗

f ∗
, (6.13)

where g is given by

g = f ′ − z′

z
f, (6.14)

i.e. it has the same structure as the conjugate momentum p. In such a case, we

find that equation (6.12b) leads to

f ′′ + ω2(η) f = 0, (6.15)

with ω2(η) defined as in equation (6.5). Clearly, the above differential equa-

tion for f is the same as the scalar Mukhanov-Sasaki equation (1.62). In other

words, as in the case of a time-dependent oscillator, the classical solution to the

Mukhanov-Sasaki variable v allows us to construct the wave function describ-

ing the quantum system. It should be evident that, in a state described by the

Gaussian wave function (6.9), the expectation values 〈v̂〉 and 〈p̂〉 are zero. The

variances associated with these quantities can be easily evaluated to be

〈v̂2〉 =
1

2 ΩR
= |f |2, (6.16a)

〈p̂2〉 = |g|2, (6.16b)
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where ΩR denotes the real part of Ω. Note that the variances are determined by

the amplitudes of the classical solutions to v and the corresponding conjugate

momentum p. Moreover, one can show that

1

2
〈v̂ p̂+ p̂ v̂〉 = f g∗ + f ∗ g. (6.17)

As we shall see later, the Wigner function and the squeezing parameters can be

completely expressed in terms of the above three quantities.

6.2.3 The Wigner function

In order to examine the quantum-to-classical transition of the cosmological per-

turbations, we utilize the standard tool called the Wigner function [28, 29]. The

Wigner function is a quasi-probability distribution that helps us visualize the dy-

namics of a quantum system in phase space. Given a wave function Ψ(x, t), the

Wigner function W (x, p, t) is defined by the following integral:

W (x, p, t) =
1

π

∫ ∞
−∞

dyΨ(x− y, t) Ψ∗(x+ y, t) e2 i p y. (6.18)

While it is straightforward to show that the Wigner function W (x, p, t) is always

real, one finds that it does not prove to be positive definite for all states of a sys-

tem. Hence, it is often referred to as a ’quasi’-probability distribution. However,

for the Gaussian wave function of our interest here, it does remain positive.

Using the wave function (6.9), one can obtain the corresponding Wigner function

in the phase space v-p by substituting it in the expression (6.18), and evaluating

the Gaussian integrals involved. One obtains that

W (v, p) =
1

π
exp−

[
ΩR v2 +

1

ΩR

(
p+ ΩI v

)2
]
, (6.19)

180



where ΩI represents the imaginary part of Ω. As we shall see, as time evolves, the

Wigner function becomes increasingly squeezed along the direction of the asymp-

totic classical trajectory in phase space. Moreover, one finds that, at these late

times, the quantum correlations become indistinguishable from classical, stochas-

tic, correlation functions. When such a behavior occurs, the system can be said to

have approached classicality. The extent of squeezing can be characterized by the

behavior of the so-called Wigner ellipse, which is defined as the locus of points

in the phase space wherein the Wigner function has a specific amplitude. In our

case, the Wigner ellipse can be, for instance, chosen as the contour wherein the

exponent of the Wigner function (6.19) is unity, i.e. the curve described by the

condition

ΩR v2 +
1

ΩR

(
p+ ΩI v

)2
= 1. (6.20)

6.2.4 The squeezing parameter and the squeezing angle

While one may visually ascertain the extent of squeezing using the Wigner func-

tion, it is useful to have a measure that will allow us to quantify the amount of

squeezing. The squeezing parameters provides such a measure. We shall now

turn to a brief discussion of these parameters.

Using equation (6.15), it is easy to establish that the following Wronskian:

W = f g∗ − f ∗ g, (6.21)

is a conserved quantity. As we have discussed earlier, in inflation as well as

bounces, one imposes the initial conditions on the modes in the sub-Hubble do-

main wherein k2 � z′′/z. Also, one imposes the standard Bunch-Davies initial

condition, which corresponds to choosing f(η) → (1/
√

2 k) exp − (i k η) in the

sub-Hubble limit. In such a case, Ω→ k, so that the Gaussian ansatz (6.9) reduces
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to the ground state wave function of an oscillator with unit mass and frequency k,

as expected. Demanding the Bunch-Davies initial condition also fixes the value

of the above Wronskian to beW = i.

Let us now introduce the parametrization

f =
1√
2 k

(
α̃ + β̃

)
, (6.22a)

g = −i
√
k

2

(
α̃− β̃

)
. (6.22b)

The Wronskian (6.21) and the fact thatW = i leads to the constraint

|α̃|2 − |β̃|2 = 1. (6.23)

It should be evident that the quantities α̃ and β̃ are essentially the so-called Bo-

goliubov coefficients which relate the modes of a quantum field at different times

in a time-dependent background. These coefficients would also relate the annihi-

lation and the creation operators at different times, had we been working in the

Heisenberg picture (in this context, see, for example, the texts [120]).

The constraint (6.23) permits us to parametrize the quantities α̃ and β̃ in terms of

three parameters, say, (r, θ, φ), as follows1:

α̃ = cosh r ei θ, (6.24a)

β̃ = sinh r ei (2φ−θ). (6.24b)

The quantity r is the primary parameter which reflects the extent of squeezing of

the original vacuum state due to the time dependence of the background. As we

shall illustrate in due course, the Wigner ellipse initially starts as a circle when

1We seem unable to ensure clarity and simultaneously avoid degeneracy in our notation! Ear-
lier, while φ had denoted a canonical scalar field, r had represented the tensor-to-scalar ratio. In
this section, r and φ shall denote the squeezing parameter and the squeezing angle, respectively.
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the Bunch-Davies initial condition is imposed in the sub-Hubble domain. The

circle gets increasingly squeezed into an ellipse and the ellipse rotates as time

evolves. While the quantity r shall reflect the extent of squeezing of the circle

into an ellipse, the angle φ determines the direction of squeezing. Using the defi-

nitions (6.22) and (6.24) and the expressions (6.16) for the variances in the opera-

tors v̂ and p̂, we can write the variances in terms of the squeezing parameters as

follows:

〈v̂2〉 = |f |2 =
1

2 k
[cosh (2 r) + sinh (2 r) cos (2φ)] , (6.25a)

〈p̂2〉 = |g|2 =
k

2
[cosh (2 r)− sinh (2 r) cos (2φ)] . (6.25b)

We can invert these relations to express the squeezing parameters in terms of the

variances as

cosh (2 r) = k 〈v̂2〉+
〈p̂2〉
k

= k |f |2 +
|g|2
k
, (6.26a)

cos (2φ) =
1

sinh (2 r)

(
k 〈v̂2〉 − 〈p̂

2〉
k

)
=

1

sinh (2 r)

(
k |f |2 − |g|

2

k

)
. (6.26b)

Since the variances 〈v̂2〉 and 〈p̂2〉 are completely determined by the amplitudes

of the classical solutions f and g, we can determine the squeezing parameter r

and the rotation angle φ from these quantities. In the remainder of this section,

utilizing the classical solutions for the Mukhanov-Sasaki variable, we shall ex-

amine the behavior of the squeezing parameters r and φ in the cases wherein the

universe inflates or contracts with the scale factor described by a power law.

6.2.5 Power law inflation and contraction

In this subsection, we shall understand the essential differences in the quantum-

to-classical transition of the curvature perturbation in single field models driving
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power law expansion or contraction. As we had discussed in chapter 1, a canoni-

cal scalar field governed by the exponential potential (1.34) leads to a power law

scale factor as given in equation (1.35). Recall that, in this case, the solution to the

Mukhanov-Sasaki variable is given by equation (1.77). Upon using this solution,

we can express the corresponding conjugate momentum in terms of the Hankel

function H(1)
ν (x) as

g(η) =

√
π

−4 η
ei (ν+1/2)π/2

{
k η H

(1)
ν−1(−k η) +

[
λ2 − 6

2 (λ2 − 2)
− ν
]
H(1)
ν (−k η)

}
,

(6.27)

where ν = |(λ2 − 6)/[2 (λ2 − 2)]|. From the solution (1.77) for the mode v and the

conjugate momentum above, for ν = ±(λ2−6)/[2 (λ2−2)], the resulting squeezing

parameters r and φ can be obtained to be

cosh (2 r) = −π k η
4

[∣∣H(1)
ν (−k η)

∣∣2 +
∣∣∣H(1)
|ν∓1|(−k η)

∣∣∣2] , (6.28a)

cos (2φ) = −π k η
4

1

sinh (2 r)

[∣∣H(1)
ν (−k η)

∣∣2 − ∣∣∣H(1)
|ν∓1|(−k η)

∣∣∣2] . (6.28b)

These expressions are exact. Using these results, we have plotted the behavior of

the parameters r and φ in figure 6.1 for the cases of de Sitter inflation (wherein

λ = 0) and matter dominated contraction (i.e. when λ2 = 3). We shall attempt to

understand these results below.

One finds that, during inflation (i.e. when λ2 < 2), the amplitude of the mode f

dominates its momentum g at late times. In fact, it is the first term in equa-

tions (6.28) that dominate so that squeezing parameters at late times (when

−k η � 1) reduce to

cosh (2 r) ' −π k η
4

∣∣H(1)
ν (−kη)

∣∣2 ' |Γ(ν)|2
2 π

(−k η
2

)1−2 ν

∝ a2, (6.29a)

cos (2φ) ' − π k η

4 sinh (2 r)

∣∣H(1)
ν (−k η)

∣∣2 ' tanh (2 r) ' 1. (6.29b)
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In a contracting universe wherein 2 < λ2 <∞, one finds that g dominates f . As a

result, when 2 < λ2 < 6 (which includes the matter and near-matter bounces we

have discussed in the earlier chapters), the equations (6.28) simplify to

cosh (2 r) ' −π k η
4

∣∣∣H(1)
ν+1(−k η)

∣∣∣2 ' |Γ(ν + 1)|2
2 π

(−k η
2

)−1−2ν

∝ 1

a2
, (6.30a)

cos (2φ) ' π k η

4 sinh (2 r)

∣∣∣H(1)
ν+1(−k η)

∣∣∣2 ' − tanh (2 r) ' −1. (6.30b)

Whereas, in an ekpyrotic phase of slow contraction (i.e. when λ2 > 6), the equa-

tions (6.28) simplify to

cosh (2 r) ' −π k η
4
|H(1)

1−ν(−kη)|2 ' |Γ(1− ν)|2
2 π

(−k η
2

)2 ν−1

∝ 1

a2
, (6.31a)

cos (2φ) ' π k η

4 sinh (2 r)

∣∣∣H(1)
1−ν(−k η)

∣∣∣2 ' tanh (2 r) ' −1. (6.31b)

It should be clear from the above analysis that the squeezing parameter r always

increases at late times in both expanding and contracting universes. Further, in

the super-Hubble limit, the squeezing angle φ tends to zero in the case of inflation

and π/2 in the case of a contracting universe [121]. These conclusions are also

corroborated by the exact results plotted in figure 6.1.
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Figure 6.1: Evolution of the squeezing parameter r (on top) and the squeezing an-
gle φ (at the bottom) in de Sitter inflation (in blue) and matter dominated contrac-
tion (in red). The vertical black line denotes the time when the mode associated
with the curvature perturbation exits the Hubble radius. While the squeezing
parameter increases in the super-Hubble limit in both the cases, the squeezing
angle approaches π/2 in de Sitter inflation and zero in the case of matter domi-
nated contraction. The difference in the behavior of the squeezing angle φ can be
attributed to the fact that, at late times, f dominates during expansion, while g
dominates during contraction.

186



6.3 Two-field models: Essential formalism

Even though single field models of inflation are consistent with the observa-

tional data, high energy theories, such as string theory, which are expected to

describe the early universe, often involve many scalar fields (in this context, see

Refs. [58,122]). It also seems that one may require more than scalar field to achieve

bounces. For these reasons, as we have already outlined in the introduction of

this chapter, in this section, we shall examine the quantum-to-classical transition

of the perturbations in two-field models of inflationary and bouncing scenarios.

As far as the background is concerned, two-field models are interesting due to

the possibility of different types of trajectories in the field space. At the level

of perturbations, recall that, apart from the curvature perturbation, isocurvature

perturbations also arise in such models (see, for instance, Refs. [9, 10, 109]). Im-

portantly, in the case of the ekpyrotic scenario we had discussed in the previous

chapter, the isocurvature perturbations induced by the second field played an es-

sential role to eventually lead to a nearly scale-invariant spectrum of curvature

perturbations [26, 46].

6.3.1 The action and the equations of motion

As we had discussed in the case of the ekpyrotic scenario discussed in the previ-

ous chapter, in any two-field model, we can define Mukhanov-Sasaki variables,

say, vσ and vs, associated with the curvature and the isocurvature perturbations.

The homogeneity of the FLRW background permits us to decompose these vari-

ables in terms of Fourier modes as we had done in the case of the Mukhanov-

Sasaki variable v associated with the curvature perturbation in the previous sec-

tion [cf. equation (6.2)]. Since we are working at the linear order in perturbation
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theory, the Mukhanov-Sasaki variables vkσ and vks associated with the different

modes k evolve independently. Hence, as we had done in the single field case, for

simplicity, we shall omit the index k that denotes the particular mode under con-

sideration. Moreover, if we express the Fourier modes of the Mukhanov-Sasaki

variables as vσ = vR
σ + vI

σ and vs = vR
s + vI

s, we find that the real parts (vR
σ , v

R
s )

and the imaginary parts (vI
σ, v

I
σ) evolve independently and are governed by ac-

tion which have identical forms. Therefore, for convenience, we shall hereafter

drop the superscripts R and I as well. Our discussion below shall refer to one set

of these variables corresponding to a typical scale of cosmological interest.

One can show that the quadratic action governing a single set of the Mukhanov-

Sasaki variables vσ and vs characterizing the curvature and the isocurvature per-

turbations in a generic two-field model can be written as (in this context, see the

appendix of Ref. [32])

S2[vσ, vs] =

∫
dη

(
κσ
2
v′2σ − `σσ vσ v′σ +

κs
2
v′2s − `ss vs v′s + κσs v

′
s v
′
s − `σs v′σ vs

−`sσ vσ v′s −
m2
σ

2
v2
σ −

m2
s

2
v2
s −m2

σs vσ vs

)
. (6.32)

In this action, depending on the two-field model, all the coefficients—κσ, `σσ,

κs, `ss, κσs, `σs, `sσ, m2
σ and m2

σ—can be dependent on time. We should stress

that the above form for the action includes all the cases of two-field models we

have considered in this thesis so far, viz. the model involving two canonical scalar

fields we had discussed in chapter 2, the models involving a canonical scalar field

and non-canonical ghost fields that we had studied in chapters 3 and 4 as well as

the ekpyrotic model leading to features we had investigated in chapter 5. Upon

varying the action (6.32), we can obtain equations of motion governing vσ and vs

to be

(κσ v
′
σ + κσs v

′
s)
′

= −m̄2
σ vσ + ` v′s − m̄2

σs vs, (6.33a)
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(κs v
′
s + κσs v

′
σ)
′

= −m̄2
s vs − ` v′σ − `′ vσ − m̄2

σs vσ, (6.33b)

where the quantities m̄2
σ, m̄2

s, ` and m̄2
σs are defined as

m̄2
σ = m2

σ − `′σσ, (6.34a)

m̄2
s = m2

s − `′ss, (6.34b)

` = `σs − `sσ, (6.34c)

m̄2
σs = m2

σs − `′σs = m2
σs − `′sσ − `′. (6.34d)

6.3.2 The Gaussian ansatz for the wave function

In this section, as we have done in the case of single field models, we shall con-

sider a Gaussian ansatz for the wave function describing the system involving the

Mukhanov-Sasaki variables vσ and vs. We shall begin by constructing the classical

Hamiltonian for the system. From the action (6.32), one can immediately obtain

the canonical momenta, say, pσ and ps, corresponding to the variables vσ and vs,

to be

pσ = κσ v
′
σ + κσs v

′
s − `σs vs − `σσ vσ, (6.35a)

ps = κs v
′
s + κσs v

′
σ − `ss vs − `sσ vσ. (6.35b)

Then, the Hamiltonian of the complete system can be constructed to be

H =
κs
2κ

(pσ + `σσ vσ + `σs vs)
2 +

κσ
2κ

(ps + `s vs + `sσ vσ)2

− κσs
κ

(pσ + `σσ vσ + `σs vs) (ps + `s vs + `sσ vσ)

+
m2
σ

2
v2
σ +

m2
s

2
v2
s +m2

σs vσ vs, (6.36)
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where we have set

κ = κσ κs − κ2
σs. (6.37)

Evidently, upon quantization, in the Schrodinger picture, while the operators v̂σ

and v̂s will turn out to be simple multiplicative operators, the operators represent-

ing the conjugate momenta will be given by p̂σ = −i ∂/(∂vσ) and p̂s = −i ∂/(∂vs).

The operator corresponding to the classical Hamiltonian (6.36) is straightforward

to construct in terms of the above sets of conjugate operators, but the resulting

Hamiltonian operator proves to be rather lengthy and cumbersome. Therefore,

we do not explicitly write down the Schrodinger equation governing the wave

function that describes the system. As in the single field case, we propose a

Gaussian ansatz for the wave function of the following form (in this context, see

Ref. [32]):

Ψ(vσ, vs, η) = N(η) exp− 1

2

[
Ωσσ(η) v2

σ + 2 Ωσs(η) vσ vs + Ωss(η) v2
s

]
, (6.38)

where N , Ωσσ, Ωσs and Ωss are, in general, complex quantities. On normalizing

the above wave function, i.e. demanding that,

∞∫
−∞

dvs

∞∫
−∞

dvσ |Ψ(vσ, vs, η)|2 = 1, (6.39)

we obtain the relation between the normalization factorN and the quantities Ωσσ,

Ωσs and Ωss to be

N =

[
ΩR
σσ ΩR

ss − (ΩR
σs)

2

π

]1/4

, (6.40)

where, as before, the superscript R denotes the real parts of the corresponding

complex quantities.

Our aim now is to construct the quantities Ωσσ, Ωσs and Ωss in terms of the classi-

cal solutions to the variables vσ and vs and the corresponding conjugate momenta
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pσ and ps, as we had done in the single field case. Recall that, in the case of two-

field models, the curvature and the isocurvature perturbations are assumed to be

decoupled in the sub-Hubble domain when the initials conditions are imposed on

the perturbations [11]. As we have discussed in the earlier chapters, the equations

of motion governing, say, vσ and vs, are solved twice with two sets of initial con-

ditions, one wherein the Bunch-Davies initial condition is imposed on vσ, while

vs is chosen to be zero, and the other wherein vσ is set to be zero and the Bunch-

Davies initial condition is imposed on vs. Let {fσ1 , fs1} and {fσ2 , fs2} represent

these two sets of solutions for vσ and vs, and let {gσ1 , gs1} and {gσ2 , gs2} denote the

corresponding conjugate momenta which are given by [cf. equations (6.35)]

gσ1 =
(
κσ f

′
σ1

+ κσs f
′
s1
− `σs fs1 − `σσ fσ1

)
, (6.41a)

gσ2 =
(
κσ f

′
σ2

+ κσs f
′
s2
− `σs fs2 − `σσ fσ2

)
, (6.41b)

gs1 =
(
κs f

′
s1

+ κσs f
′
σ1
− `ss fs1 − `sσ fσ1

)
, (6.41c)

gs2 =
(
κs f

′
s2

+ κσs f
′
σ2
− `ss fs2 − `sσ fσ2

)
. (6.41d)

If we now define Ωσσ, Ωσs and Ωss in terms of these quantities to be

Ωσσ = −i
(
f ∗s2 g

∗
σ1
− f ∗s1 g∗σ2

)
f ∗s2 f

∗
σ1
− f ∗s1 f ∗σ2

, (6.42a)

Ωσs = −i
(
f ∗σ1

g∗σ2
− f ∗σ2

g∗σ1

)
f ∗σ1

f ∗s2 − f ∗σ2
f ∗s1

= −i
(
f ∗s2 g

∗
s1
− f ∗s1 g∗s2

)
f ∗s2 f

∗
σ1
− f ∗s1 f ∗σ2

, (6.42b)

Ωss = − i
(
f ∗σ1

g∗s2 − f ∗σ2
g∗s1
)

f ∗σ1
f ∗s2 − f ∗σ2

f ∗s1
, (6.42c)

then we find that the Schrodinger equation governing the wave function (6.38)

indeed leads to the classical equations of motion governing the variables vσ and vs

[cf. equations (6.33)]. Thus, we have constructed the wave function completely in

terms of the classical solutions, as we had desired. Our choice of initial conditions
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lead to the following values for the various Wronskians involved:

W1 = fσ1 g
∗
σ1

+ fs1 g
∗
s1
− (fσ1 g

∗
σ1

+ fs1 g
∗
s1

)∗ = i, (6.43a)

W2 = fσ2 g
∗
σ2

+ fs2 g
∗
s2
− (fσ2 g

∗
σ2

+ fs2 g
∗
s2

)∗ = i, (6.43b)

W3 = fσ1 gσ2 + fs1 gs2 − fσ2 gσ1 − fs2 gs1 = 0, (6.43c)

W4 = fσ1 g
∗
σ2

+, fs1 g
∗
s2
− fσ2 g

∗
σ1
− fs2 g∗s1 = 0, (6.43d)

W5 = f ∗s1 fσ1 + f ∗s2 fσ2 − (f ∗s1 fσ1 + f ∗s2 fσ2)∗ = 0. (6.43e)

It should be noted that, in the case of single field models, fs1 = fσ2 = 0 and, in

such a case,W1 =W2.

In what follows, we shall be focusing on the behavior of the curvature pertur-

bation. It is easy to show that, for the Gaussian ansatz for the wave function

[cf. equation (6.38)], the expectation values 〈v̂σ〉 and 〈p̂σ〉 prove to be zero. One

can also show that the variances in these quantities are given by

〈v̂2
σ〉 =

ΩR
ss

2 (ΩR
σσ ΩR

ss − ΩR
σs)

2 = |fσ1 |2 + |fσ2|2, (6.44a)

〈p̂2
σ〉 =

|Ωσσ|2 ΩR
ss + ΩR

σσ

[
(ΩI

σs)
2 − (ΩR

σs)
2
]
− 2 ΩI

σσ ΩR
σs ΩI

σs

2 [ΩR
ss ΩR

σσ − (ΩR
σs)

2]
= |gσ1|2 + |gσ2|2,

(6.44b)

with the superscripts I denoting the imaginary parts of the corresponding com-

plex quantities. Moreover, we find that

1

2
〈v̂σ p̂σ + p̂σ v̂σ〉 = fσ1 g

∗
σ1

+ fσ2 g
∗
σ2
. (6.45)

As in the single field case, we shall see that the Wigner function and the squeezing

parameters describing the curvature perturbation can be completely expressed in

terms of the above quantities.
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6.3.3 The Wigner function and the reduced density matrix

The Wigner function associated with the wave function (6.38) describing the

Mukhanov-Sasaki variables vσ and vs can be defined to be [30, 32]

W (vσ, pσ, vs, ps, η) =
1

π

∞∫
−∞

dx

∞∫
−∞

dyΨ(vσ − x, vs − y, η) Ψ(vσ + x, vs + y, η)

× e−2 i x pσ e−2 i y ps . (6.46)

As we had mentioned, we shall be interested in examining the quantum-to-

classical transition of the curvature perturbation. Therefore, we shall integrate

out the isocurvature degrees of freedom vs to arrive at the reduced Wigner func-

tion describing the conjugate variables vσ and pσ. Upon doing so, the reduced

Wigner function corresponding to the wave function (6.38) can be obtained to be

W (vσ, pσ) =
W

1/2
11

2 πW
1/2
22

exp−
[
W11

2
v2
σ +

1

2W22

(pσ +W12 vσ)2

]
, (6.47)

where the quantities W11, W12 and W22 are given by

W11 = 2 ΩR
σσ

[
1− (ΩR

σs)
2

ΩR
ss ΩR

σσ

]
=

1

|fσ1|2 + |fσ2|2
, (6.48a)

W12 = ΩI
σσ

[
1− ΩI

σs ΩR
σs

ΩR
ss ΩI

σσ

]
=
W11

2

[(
fσ1 g

∗
σ1

+ fσ2 g
∗
σ2

)
+
(
fσ1 g

∗
σ1

+ fσ2 g
∗
σ2

)∗]
,

(6.48b)

W22 =
ΩR
σσ

2

[
1 +

(ΩI
σs)

2

ΩR
ss ΩR

σσ

]
=
W11

4

(
1 + 4 |fσ2 gσ1 − fσ1 gσ2 |2

)
. (6.48c)

Clearly, as in the single field case, the corresponding Wigner ellipse can be de-

fined to be
W11

2
v2
σ +

1

2W22

(pσ +W12 vσ)2 = 1. (6.49)
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As we had discussed, as time evolves, the Wigner ellipse, which is originally

a circle when the initial conditions are imposed, gets squeezed more and more

into an ellipse, and the axis of the ellipse also rotates. The angle made by the

direction of the elongation of the ellipse with respect to the vσ-axis, say, θ
W

, can

be determined to be

tan (2 θ
W

) =
2 kW12

k2 −W11W22 −W 2
12

. (6.50)

Note that, in single field models, W11 = 4W22.

Another useful quantity that describes the behavior of the curvature perturba-

tions is the reduced density matrix, obtained by tracing out the contributions due

to the isocurvature degrees of freedom in the complete density matrix describing

the system. Such a reduced density matrix is given by

ρ(vσ, v̄σ) =

∞∫
−∞

dvs Ψ(vσ, vs, η) Ψ∗(v̄σ, vs, η). (6.51)

Upon using the wave function (6.38) and carrying out the integral involved, we

obtain that

ρ(vσ, v̄σ, η) = N̄ exp−
[

1

2

(
W11

4
+W22

)
(v2
σ + v̄2

σ) +
iW12

2
(v2
σ − v̄2

σ)

+

(
W22 −

W11

4

)
vσ v̄σ

]
. (6.52)

Note that the off-diagonal term gets suppressed in the domain wherein D =

4W22/W11 � 1. As we shall illustrate later, the quantityD increases when there is

a strong influence of the isocurvature perturbation on the curvature perturbation.

We should also point out that D is proportional to the area of the Wigner ellipse.
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6.3.4 The squeezing parameters

In the two-field case, the two sets of initial conditions for the two sets of modes

had led to the quantities fσ1 , fs1 , fσ2 and fs2 that we had introduced earlier. As we

had done in the single field case, let us now parametrize each of these quantities

in terms of four sets of Bogoliubov coefficients, viz. (ασ1 , βσ1), (αs1 , βs1), (ασ2 , βσ2)

and (αs2 , βs2), as follows:

fσ1 =
1√
2 k

(
α̃σ1 + β̃∗σ1

)
, fs1 =

1√
2 k

(
α̃s1 + β̃∗s1

)
, (6.53a)

fσ2 =
1√
2 k

(
α̃σ2 + β̃∗σ2

)
, fs2 =

1√
2 k

(
α̃s2 + β̃∗s2

)
. (6.53b)

We can then express the corresponding momenta as

gσ1 = −i
√
k

2

(
α̃σ1 − β̃∗σ1

)
, gs1 = −i

√
k

2

(
α̃s1 − β̃∗s1

)
, (6.54a)

gσ2 = −i
√
k

2

(
α̃σ2 − β̃∗σ2

)
, gs2 = −i

√
k

2

(
α̃s2 − β̃∗s2

)
. (6.54b)

Under the above parametrization, the equations (6.43) lead to the following con-

ditions on the Bogoliubov coefficients:

|α̃σ1 |2 −
∣∣∣β̃σ1

∣∣∣2 + |α̃σ2|2 −
∣∣∣β̃σ2

∣∣∣2 = 1, (6.55a)

|α̃s1|2 −
∣∣∣β̃s1∣∣∣2 + |α̃s2 |2 −

∣∣∣β̃s2∣∣∣2 = 1, (6.55b)

α̃σ1 β̃s2 − α̃s1 β̃σ2 + α̃σ2 β̃s1 − α̃s2 β̃σ1 = 0, (6.55c)

α̃σ1 α̃
∗
s2
− β̃σ1 β̃

∗
s2

+ α̃σ2 α̃
∗
s1
− β̃σ2 β̃

∗
s1

= 0. (6.55d)

These invariants allow us to parameterize the four sets of Bogoliubov coefficients

(ασ1 , βσ1), (αs1 , βs1), (ασ2 , βσ2) and (αs2 , βs2) in the following fashion:

α̃σ1 = cosh rσ cos ασα̃1α̃2 ei θσα̃1β̃1 , (6.56a)
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β̃σ1 = sinh rσ cos ασβ̃1β̃2
ei (2φσβ̃1

−θσα̃1β̃1
), (6.56b)

α̃σ2 = cosh rσ sin ασα̃1α̃2 ei θσα̃2β̃2 , (6.56c)

β̃σ2 = sinh rσ sin ασβ̃1β̃2
ei (2φσβ̃2

−θσα̃2β̃2
), (6.56d)

α̃s1 = cosh rs cos αsα̃1α̃2 ei θsα̃1β̃1 , (6.56e)

β̃s1 = sinh rs cos αsβ̃1β̃2
ei (2φsβ̃1

−θsα̃1β̃1
), (6.56f)

α̃s2 = cosh rs sin αsα̃1α̃2 ei θsα̃2β̃2 , (6.56g)

β̃s2 = sinh rs sin αsβ̃1β̃2
ei (2φsβ̃2

−θsα̃2β̃2
). (6.56h)

In the above expressions, the parameters rσ and rs are the squeezing parameters

corresponding to vσ and vs. In this chapter, we shall be focusing on the behavior

of the curvature perturbation and, hence, on the behavior of rσ alone.

We find that the variances in the operator v̂σ and the operator p̂σ representing the

corresponding conjugate momentum can be expressed in terms of the squeezing

parameters as

〈v̂2
σ〉 = |fσ1|2 + |fσ2|2 =

1

2 k
[cosh (2 rσ) + sinh (2 rσ) cos (2φσ)] , (6.57a)

〈p̂2
σ〉 = |gσ1|2 + |gσ2|2 =

k

2
[cosh (2 rσ)− sinh (2 rσ) cos (2φσ)] , (6.57b)

where we have defined the quantity cos (2φσ) to be

cos (2φσ) = cos ασα̃1 α̃2 cos ασβ̃1β̃2
cos

(
2φσβ̃1

)
+ sin ασα̃1α̃2 sin ασβ̃1β̃2

cos
(
2φσβ̃2

)
.

(6.58)

From above relations we can arrive at

cosh (2 rσ) = k 〈v̂2
σ〉+

〈p̂2
σ〉
k

= k
(
|fσ1|2 + |fσ2|2

)
+

1

k

(
|gσ1|2 + |gσ2|2

)
, (6.59)

and it is using this expression and the solutions for the modes fσ1 and fσ2 that we

shall eventually construct rσ. It is useful to note here that the rotation angle of the

196



Wigner ellipse θ
W

can be expressed as

tan (2 θ
W

) =
sin (2ψσ)

cos (2φσ)
, (6.60)

where the quantity sin (2ψσ) is defined to be

sin (2ψσ) = cos ασα̃1α̃2 cos ασβ̃1β̃2
sin
(
2φσβ̃1

)
+ sin ασα̃1α̃2 sin ασβ̃1β̃2

sin
(
2φσβ̃2

)
.

(6.61)

In the single field case ψσ = φσ, which implies that θ
W

= φσ. Lastly, we find that

the quantity D which quantifies the amount of decoherence can be expressed as

D = 1 + 4 | (fσ2 gσ1 − fσ1 gσ2) |2

= cosh2 (2 rσ)−
[
cos2 (2φσ) + sin2 (2ψσ)

]
sinh2 (2 rσ) . (6.62)

In the case of single field models, fσ2 = gσ2 = 0 (i.e. φσ = ψσ) and, hence, D = 1.

6.4 Application to double inflation and ekpyrotic

contraction

In this section, we shall apply the formalism we have developed in the previous

section to the cases of double inflation and ekpyrotic contraction. In the case of

double inflation, we shall specifically consider a situation wherein the isocurva-

ture perturbation becomes important due to a turn in the field space. In the case

of ekpyrotic contraction, we shall examine the effects of the conversion of the

isocurvature perturbation into curvature perturbation. Since these situations do

not seem to permit analytic solutions to the equations governing the curvature

and the isocurvature perturbations, we shall evaluate them numerically.
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6.4.1 The case of double inflation

Let us first discuss the case of the double inflation model described by the ac-

tion (2.1) and the potential (2.21). The potential consists of a sum of two quadratic

potentials in the fields φ and χ. Note that the model we are considering here cor-

responds to the case wherein b = 0 in the action (5.1). Also, the curvature and

the curvature perturbations are given byR = vσ/z and S = vs/z with z = a σ̇/H ,

σ̇ defined as in equation (5.12) and b chosen to be zero. We shall focus on the

situation wherein mχ = 8mχ. In this case, the trajectory in the field space is

characterized by a sharp turn from a χ dominated phase to a valley along the χ

direction (cf. figure 2.1). Thereafter, the evolution in the field φ along the valley

continues to drives inflation. The turn in the field space leads to a brief change

in the amplitude of the coupling function ξ given by equation (5.14) (with b set

to be zero), which determines the effects of the isocurvature perturbation on the

curvature perturbation. The fall and rise in the coupling function ξ alters the am-

plitude of the isocurvature perturbation which, in turn, affects the amplitude of

the curvature perturbation. These behavior are clear from figure 6.2 wherein we

have plotted the evolution of the coupling function ξ as well as the amplitudes of

the curvature and the isocurvature perturbationsR and S.

6.4.2 The case of ekpyrotic contraction

The second model we shall consider is the ekpyrotic scenario that we had dis-

cussed in detail in the previous chapter. Let us recall a few essential points con-

cerning the scenario described by the action (5.1). The phase of slow ekpyrotic

contraction driven by the field φ generates a curvature perturbation spectrum

with a strong blue tilt. The presence of the second field χ results in isocurvature

perturbations which, interestingly, prove to be dominant in amplitude and have
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Figure 6.2: Evolution of the coupling function ξ (on top) and the amplitudes of
the curvature and the isocurvature perturbationsR and S (at the bottom, in blue
and in green, respectively) for a typical cosmological scale, has been plotted as a
function of e-folds N in the case of double inflation with mχ = 8mφ. It is clear
from the figures that, as the coupling function ξ falls and rises due to the turn in
the field space, the amplitude of the isocurvature perturbation is altered briefly
leading to a concomitant change in the amplitude of the curvature perturbation.
Thereafter, as expected, while the isocurvature perturbation decays rapidly, the
amplitude of the curvature perturbation quickly freezes to a constant value.
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a nearly scale-invariant spectrum at the end of the ekpyrotic phase. By introduc-

ing a turn in the field space along the χ-direction [cf. equation (5.21)], we had

allowed the isocurvature perturbations to influence the curvature perturbations

and eventually give rise to a nearly scale-invariant perturbation spectrum (see

figures 5.1 and 5.2). In our discussion below, for simplicity, we shall work with

the case wherein µ = λ, which produces a strictly scale-invariant spectrum.

6.4.3 Approach to classicality

We shall now turn to understanding the evolution of the cosmological pertur-

bations towards classicality using the tools we have introduced, viz. the Wigner

function, the squeezing parameters and the reduced density matrix.

In figure 6.3, we have plotted the evolution of the Wigner ellipses arising from

the reduced Wigner function [cf. equations (6.47) and (6.49)] describing the con-

jugate pairs vσ and pσ in the cases of the double inflationary and the ekpyrotic

scenario involving two fields. We have scaled the axes suitably (with the aid of

the wavenumber k) so that we begin with a circle when the initial conditions are

imposed on the quantum field. In the case of double inflation, the Wigner ellipse

of interest is increasingly squeezed along the vσ-axis, with the contribution due

to the isocurvature perturbation (which becomes important as the turn occurs in

the field space) hastening the process. This is essentially the behavior we had

discussed in the context of power law inflation driven by a single scalar field in

section 6.2. However, in the ekpyrotic scenario of interest, during the initial con-

tracting phase prior to the turn induced by the χ-field, the Wigner ellipse orients

itself along the pσ-axis, which is again the behavior we had encountered earlier

(in section 6.2) in the case of a contracting phase driven by a single field. As the

isocurvature perturbation begins to play a role, the Wigner ellipse rotates and
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eventually orients itself along the vσ-axis.

In figure 6.4, we have plotted the evolution of the squeezing parameter rσ in both

the scenarios of interest. The figure clearly corroborates the conclusion arrived at

from the behavior of the Wigner ellipses. We find that, after the mode of interest

leaves the Hubble radius, the squeezing parameter rσ increases constantly in the

case of inflation, reflecting the increased squeezing of the Wigner ellipse along the

vσ-axis. Whereas, in the ekpyrotic case, the parameter rσ exhibits a sharp rise as

the isocurvature perturbations are converted to curvature perturbations, which

again reflects the behavior of the Wigner ellipse.

In figure 6.5, we have plotted the evolution of the so-called decoherence term

D = 4W22/W11 for the two cases of interest. In the double inflation model of our

interest, the term has a value of unity during the initial χ-dominated phase, just as

in the case of a single field inflationary model. It exhibits a jump as the bend in the

background trajectory occurs, and it becomes constant during later φ-dominated

phase. A similar behavior occurs in the ekpyrotic case as well. Since, in this

scenario, the isocurvature perturbations play a rather strong role, we find that

the extent of the rise in the quantity D is considerable. The quantum-to-classical

transition of the perturbations in the ekpyrotic scenario can be attributed to the

sharp rise in the decoherence term.
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Figure 6.3: Evolution of Wigner ellipse describing the reduced Wigner function
W (vσ, pσ) during double inflation with mχ = 8mφ (on the left) and the ekpyrotic
scenario involving two fields (on the right). In the case of double inflation, the
Wigner function becomes increasingly squeezed along the vσ-axis as in the case
of inflation driven by a single scalar field. In contrast, in the ekpyrotic scenario, as
the isocurvature perturbations begin to play a role, the Wigner ellipse, which was
originally squeezed along the pσ-axis, gets eventually squeezed along the vσ-axis.
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Figure 6.4: Evolution of squeezing parameter rσ in the cases of double inflation
(on top) and the ekpyrotic scenario driven by two fields (at the bottom), has been
plotted as a function of e-folds N . The vertical black line indicates the time when
the mode of interest leaves the Hubble radius. Note that the extent of growth in
rσ is roughly of the same order in both the scenarios. It is the sudden rise in the
ekpyrotic case that makes the Wigner ellipse change direction as the isocurvature
perturbations are converted to curvature perturbations.
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again indicates the time when the mode of interest leaves the Hubble radius.
Clearly, the decoherence term exhibits a rise exactly when the squeezing param-
eter does. Note that the rise in the ekpyrotic case is considerably larger than the
inflationary case.
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6.5 Discussion

In this chapter, we have examined the quantum-to-classical transition of the pri-

mordial perturbations generated in two-field models of inflationary and bounc-

ing scenarios. After reviewing scenarios involving a single scalar field, we had

compared and contrasted the behavior of the perturbations in two-field mod-

els wherein the isocurvature perturbations play a role. We had used a variety

of common tools, viz. the Wigner function, the squeezing parameters and the

reduced to density matrix, to examine the quantum-to-classical transition. We

had focused on the behavior of the curvature perturbations. We find that the

Wigner ellipses describing the curvature perturbation orient themselves along

the asymptotic classical trajectory in the vσ-pσ phase space, which is an indica-

tion that the perturbations turn classical during the late stages of the evolution.

This conclusion is also corroborated by the growth in the squeezing parameter

rσ as well as the decoherence term D. It should be clarified that the quantum-to-

classical transition does not occur abruptly, say, at a specific time. The transition

is a continuous process, which is reflected in the constant rise in the amplitude

of the squeezing parameter rσ, an enhancement in the value of the decoherence

parameterD and the eventual orientation of the Wigner ellipse along the classical

trajectory.

Apart from examining the behavior of the curvature perturbation, it may be

worthwhile to examine the evolution of the Wigner function and the squeezing

parameters that characterize the isocurvature perturbation. In particular, inves-

tigating the extent of quantum discord in such scenarios may provide us with

further insight into the quantum-to-classical transition of the primordial pertur-

bations. We are presently studying such problems.
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Chapter 7

Conclusions

7.1 Summary of work done

The inflationary and bouncing scenarios offer alternative mechanisms for the

generation of primordial perturbations in the early universe. While inflation can

be easily achieved with the aid of a single scalar field, often, one finds that at

least two fields are required to drive bounces. Due to this reason, in this thesis,

we have studied different issues related to the inflationary and bouncing scenar-

ios driven by two scalar fields. In what follows, after briefly summarizing the

main conclusions of this thesis, we shall outline some of the issues that we are

presently investigating.

Over the last decade or so, it has been realized that the primordial three-point

functions can provide additional constraints to help us discriminate between the

inflationary models that are indistinguishable at the level of the two-point func-

tions. The non-Gaussianities generated by single field models have been investi-

gated in great detail. However, it would be fair to say that the non-Gaussianities

generated in multi-field models have not been examined to an equal extent.
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Specifically, while numerical procedures have been developed to compute the

three-point functions generated in single field models, until recently, there has not

been a similar effort involving, say, two-field models [44]. As a first step towards

this aim, in chapter 2, we had evaluated the dimensionless non-Gaussianity pa-

rameter h
NL

that characterizes the amplitude of the tensor bispectrum numeri-

cally for a class of two-field inflationary models. We had also explicitly verified

the validity of the consistency relation governing the tensor three-point function

in the so-called squeezed limit (i.e. when one of the three wavenumbers involved

is much smaller than the other two) even in situations involving deviations from

slow roll.

While it is easy to construct a model of inflation that is consistent with the cos-

mological data, constructing pathology-free bounces remain a challenge. The

strong point of the matter bounce scenarios is the fact that they can easily lead

to scale-invariant spectra. However, one finds that matter bounce scenarios often

lead to a tensor-to-scalar ratio that is larger than the current upper bounds from

Planck [12]. In chapter 3, we had studied a symmetric matter bounce scenario

driven by a canonical scalar field and a non-canonical, ghost scalar field. The

model was characterized by a single parameter, viz. the scale associated with the

bounce. We had solved the equations of motion describing the scalar and tensor

perturbations in the model analytically as well as numerically and had evalu-

ated the perturbation spectra at a suitable time after the bounce. We had shown

that the model leads to strictly scale-invariant adiabatic scalar and tensor pertur-

bation spectra and a very small tensor-to-scalar ratio that is consistent with the

recent observational bounds.

Apart from a suitably small tensor-to-ratio, a red spectral tilt is also required if a

bouncing scenario is to be consistent with the observations, since a strictly scale-

invariant scalar power spectrum has been ruled to a good level of confidence [7].
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In chapter 4, we had extended the matter bounce model we had constructed in the

previous chapter to achieve near-matter bounces. The model had now involved

an additional parameter, apart from the original scale associated with the bounce.

The new parameter had determined the tilt in the scalar and tensor power spec-

tra. Using the numerical procedures developed in the previous chapter, we had

evolved the perturbations across the bounce. We had found that, for a certain

value of the new parameter, we were able to achieve a red scalar spectral tilt as

suggested by the recent CMB data.

As we have repeatedly discussed, nearly scale-free primordial power spectra

prove to remarkably consistent with the CMB data. However, tantalizingly, it

has been repeatedly shown that specific features in the primordial scalar power

spectrum can improve the fit to the data. Since the inflationary trajectory is an

attractor, these features can be generated by introducing brief period of devia-

tions from slow roll. In complete contrast, often, bouncing scenarios such as the

matter and near-matter bounce models we had considered in chapters 3 and 4

are repellers and they require fine tuned initial conditions. In other words, while

inflation can restore the field to its original trajectory when departures are in-

troduced, matter bounces cannot do so. Actually, the high sensitivity to initial

conditions will make the field deviate rapidly from the original trajectory. There-

fore, it is not possible to generate features in matter or near-matter bounces and,

in fact, these models will be ruled out if the presence of features in the primordial

spectra are confirmed by future observations. Utilizing the attractive nature of

the ekpyrotic bounces, in chapter 5, we had discussed the generation of features

during an ekpyrotic phase of contraction. By constructing different ekpyrotic po-

tentials, we had shown that it is possible to generate features in these scenarios

often considered in the context of inflation.

One of the issues that remains to be satisfactorily understood is the mechanism of
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the quantum-to-classical transition of the primordial perturbations. In chapter 6,

we had compared the quantum-to-classical transition of the primordial pertur-

bations in double inflation and the ekpyrotic scenario. We had examined the

quantum-to-classical transition with the help of the Wigner function associated

with the curvature perturbation. We had found that, in the case of double infla-

tion, the classicality of the curvature perturbation emerges the due to the constant

increase in the extent of squeezing in a fashion similar to the case of single field

inflation. On the other hand, in the ekpyrotic contracting phase, the curvature

perturbation turns classical largely due to its interaction with the isocurvature

perturbation. We had shown that this mechanism leads to a sharp change in

the direction of squeezing of the Wigner function. These conclusions were also

supported by the behavior of the squeezing parameter describing the curvature

perturbation, which had rapidly increased during the process.

7.2 Outlook

In this final section of the thesis, we shall briefly outline the directions in which

we intend to carry our investigations further over the next few years.

One of the primary directions towards which we plan to dedicate our efforts is the

numerical computation of the three-point functions involving the scalar pertur-

bations in multi-field inflation. Recently, the so-called transport method has been

adopted to compute the non-Gaussianities in multi-field inflation [44]. Extend-

ing the more conventional approach adopted in single field models [41, 43], we

are presently developing a code to calculate the three-point functions involving

the scalar as well as the tensor perturbations in two-field models. In particular,

we are aiming to evaluate the amplitude and shape of the non-Gaussianities gen-

erated when features are present in the primordial curvature perturbation spec-
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trum [123].

In chapters 3 and 4, we had constructed models driving matter and near-matter

bounces involving two scalar fields. We had shown that near-matter bounces

are consistent with the CMB data at the level of the power spectra. However,

we had considered scenarios involving ghost fields which are undesirable. Also,

the specific models of non-canonical fields we had considered can be deemed

ill-motivated. We are presently constructing similar scenarios involving ghost

condensates and Galileons, which circumvent the difficulties associated with the

ghost fields. A related question that arises concerning such models is the extent of

non-Gaussianities generated in these scenarios. It has been shown that, in matter

bounce scenarios driven by a single scalar field, it would not be possible to obtain

sufficiently small values for both the tensor-to-scalar ratio and the scalar non-

Gaussianity parameter simultaneously [124]. It will be interesting to examine

the validity of such a ‘no-go theorem’ in multi-field models. We are presently

working towards determining the shape as well as the amplitude of the scalar

non-Gaussianity parameter that arises in the near-matter bounce models we had

considered in chapter 4.

In chapter 5, we had discussed the generation of features in ekpyrotic models

that permit attractor solutions for the background. It is important to note that

we had calculated the power spectra prior to the bounce. Since the scales associ-

ated with the bounce are often widely separated from the scales of cosmological

interest, it seems natural to expect that the details of the bounce will not affect

the shape of the power spectra. In general, bounces are bound to alter only the

amplitudes of the scalar and tensor spectra. Therefore, the natural next step is

to construct sources, such as involving the Galileon, to drive the bounce phase,

and evolve the perturbations across the bounce (in this context, see Refs. [46].

Apart from examining the effect of the bounce on the amplitudes of the curva-
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ture and the tensor perturbation spectra, we need to ensure that the isocurvature

perturbations (which were dominant towards the end of the ekpyrotic phase) in-

deed decay as the universe begins to expand after the bounce. We are presently

investigating this issue.
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Appendix A

Fixing the coefficients

Recall that, in section 3.7, the expressions (3.72a) and (3.72b) that describe the

analytical solutions forRk and Sk in the second domain had contained four time-

independent constants, viz. Ck, Dk, Ek and Fk. As we had described, these four

constants are to be determined by matching the solutions for Rk and Sk in the

first domain [cf. equations (3.66) and (3.67)] and their time derivatives with the

corresponding quantities in the second domain. This matching has to be carried

out at the junction of the two domains, viz. at η = −α η0. These matching condi-

tions lead to four equations which need to be solved simultaneously to arrive at

the constants Ck, Dk, Ek and Fk. These constants can be determined to be

Ck =
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− 4α2
√
α2 + 1

(
4 31/4 π k2 + 9 k0 k

)
ei α k/(

√
3 k0)

×
[
9
(√

5α2 + 2α− 3
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5
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+
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3 i α
(
α2 + 1

) (
4α3 + 3

√
5α2 − 2α + 3

√
5
)
k

]}
. (A.4)
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Appendix B

Is a diverging curvature perturbation

acceptable?

We have seen that, in the model driving near-matter bounces we have constructed

in chapter 4 as well as in the earlier model leading to the matter bounce sce-

nario considered in chapter 3, the curvature and the isocurvature perturbations

diverge when Ḣ = 0. This may cause concern as to whether the perturbation

theory breaks down around such instances. We believe that this behavior should

not be of any concern. The reason being that the curvature and the isocurvature

perturbations diverge due to the fact that a background quantity which appears

in the denominator of their definitions vanish. As we have discussed in chap-

ters 3 and 4, it is possible to overcome such hurdles by working with perturbed

quantities that behave well at these points.

In fact, such a behavior also occurs during the reheating phase that succeeds in-

flation. To illustrate this point, let us consider the often studied case of inflation

driven by a single, canonical scalar field, say, ϕ. As is well known, once inflation

has terminated, the scalar field is expected to oscillate at the bottom of the po-
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tential between the turning points where the velocity of the field vanishes. Let

us focus on the domain where energy density of the scalar field is still dominant

soon after inflation (i.e. when reheating is yet to set in, a period that is referred

to as preheating). In such a situation, for the case of inflation and preheating

driven by the conventional quadratic potential, the behavior of the background

as well as the curvature perturbation associated with a typical large scale mode

of cosmological interest can be solved for analytically (in this context, see, for in-

stance, Ref. [125]). In figure B, we have plotted the evolution of the velocity ϕ̇ of

the background scalar field and the curvature perturbation, say, Rk, associated

with a small scale mode obtained numerically, as a function of e-fold N during

the epoch of preheating. In plotting the figure, for convenience, we have chosen

to work with a small range of e-folds of inflation. Also, we have restricted our

attention to the behavior of the velocity of the scalar field and the curvature per-

turbation during the epoch of preheating. It is clear from the figure that the cur-

vature perturbation diverges exactly at the turning points when the scalar field

oscillates at the bottom of the inflationary potential. The situation encountered

in the cases of the bouncing scenarios we have considered in chapters 3 and 4 is

exactly similar to the behavior during preheating. In fact, in both the situations,

the divergences occur whenever Ḣ = 0. Due to this reason, we believe that the

divergent curvature and isocurvature perturbations which we encounter in the

matter and near-matter bounces (we had considered in chapters 3 and 4) pose no

cause for concern (for a discussion on this issue, also see Ref. [126]).
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Figure B.1: The behavior of the velocity ϕ̇ of the scalar field driving the back-
ground (on top) and the amplitude of the curvature perturbation Rk (at the bot-
tom), obtained numerically, has been plotted as a function of e-fold N during the
epoch of preheating that succeeds inflation. For purposes of illustration, we have
considered the simple case of the conventional quadratic potential to drive infla-
tion and preheating. Also, for convenience, we have chosen to work with a small
period of inflation and have highlighted the behavior of the velocity of the field
and the amplitude of the curvature perturbation during the epoch of preheating
(in this context, also see Ref. [125]). For our choice of the parameters and initial
conditions, inflation ends at N ' 28.3 and the mode of interest leaves the Hubble
scale during inflation atN ' 26.2. It is evident from the figures that the curvature
perturbation diverges exactly at the points where ϕ̇ and, hence, Ḣ vanish.
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