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SYNOPSIS 

Magnetic thin films and nanostructures have been a subject of intense research for both 

physicists and engineers in last few decades. Within nanoscale, the materials can exhibit a 

great number of properties different from the ones in macroscale because of quantum size, 

quantum tunneling, and surface effects. Therefore, these systems can be tuned for various 

applications like data storage, magneto-resistive devices, magnetic sensing and 

magnetoelectronics. For optimizing the performance of these devices a better understanding 

of magnetization reversal, relaxation and domain structure is required. Similarly, the research 

on magnetic nanoparticles is quite vivid because it offers applications in various fields such 

as magnetic resonance imaging (MRI), hyperthermic treatment for malignant cells, site-

specific drug delivery and manipulating cell membranes etc. Apart from applications, 

magnetic thin films are an excellent system for studying many fundamental physics such as 

magnetic domain and domain wall dynamics, inter-layer coupling etc.  
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A part of this thesis is devoted to understand the magnetization reversal for Co thin 

film having growth induced uniaxial anisotropy along with oblique deposition and substrate 

rotation (). For this purpose, Co films with 10 nm thickness have been prepared by 

sputtering with an oblique angle of incidence for 0, 10 and 20 rpm substrate rotations. Large 

grains in the form of chains were observed by atomic force microscopy (AFM) for 0 rpm 

substrate rotation. On increasing the substrate rotation, grain size gets reduced. Small 

correlated grains are observed for the film with 10 rpm substrate rotation whereas for the film 

with 20 rpm substrate rotation non-uniformly distributed island like structures were observed 

due to non-availability of sufficient time for the adatoms to relax. The average grain size of 

the sample with 0, 10 and 20 rpm are 138.9  11.7 nm, 23.4  1.2 nm and 38.5  1.2 nm, 

respectively. The magnetization reversal was studied by magneto-optic Kerr effect (MOKE) 

based microscope in the longitudinal geometry. Strong uniaxial anisotropy with small 

misalignment of the local grain anisotropy was observed for Co (10 nm) thin film with 

rpm. The Co films prepared with  = 10 and 20 rpm weakens the anisotropy but does 

not completely lead to isotropic films. However, rotation of substrates during thin film 

preparation increases the randomness in anisotropy. This dispersion in local anisotropy 

affects the domain structure. It was observed that rotation of substrate weakens the anisotropy 

and leads to high dispersion in local grain anisotropy resulting in ripple and labyrinth 

domains. For the inversion sector of the films, the magnetization was first observed by partial 

rotation which leads to the formation of ripple domains. Saturation of the sample was 

achieved by another type of large domains. The magnetization relaxation measurements were 

performed by negatively saturating the sample and then reversing the field to a positive 

constant applied magnetic field (HM) close to the coercive field (HC), where HM/HC ~ 0.995, 

0.99, 0.985, and 0.97. Keeping the magnetic field constant, the time evolution of domains 

were recorded. The constant magnetic field during magnetization relaxation implies the 
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constant Zeeman energy. Hence, effectively we observe the thermal energy activated 

magnetization reversal of the sample. The relaxation follows the Boltzmann fit for  = 0 rpm 

indicating the effect of slow nucleation followed by fast domain wall motion under thermal 

activation energy. For  = 10 rpm, the fast relaxation along easy axis (EA) followed the 

Fatuzzo-Labrune model (Single exponential function) indicating the nucleation dominated 

aftereffect followed by domain wall motion. For  = 20 rpm, slow magnetization relaxation 

following double exponential function was observed. Hence, as the randomness in anisotropy 

increases, the reversal becomes slow and relaxation time increases.  

However, the magnetization reversal and domain structure can be very different in 

multilayers compared to their single layer thin film. In magnetic multilayers where 

ferromagnetic layers (FM) are separated by non-magnetic layers (NM) i.e. [FM/NM/FM] can 

have different kind of interactions depending on the nature of non-magnetic spacer. For 

metallic spacers, depending on its thickness, exchange coupling shows oscillatory behavior 

due to Ruderman–Kittel–Kasuya–Yosida (RKKY) interactions. For insulating spacers, 

ferromagnetic layers (FM) will experience long-range dipolar interactions leading to an anti-

parallel alignment of the magnetization of next nearest neighbors in the layers. It shows non-

oscillatory monotonically decreasing behavior with increasing the insulating spacer thickness. 

We have studied the effect of dipolar coupling on [Co(10 nm)/AlOX (t nm)/Co(10 nm)] 

multilayers prepared on Si(100) substrates, where the thickness (t) of the insulating spacer 

(AlOX) has been varied from 3 to 270 nm. Uniaxial anisotropy with small random anisotropy 

was observed in all the samples. As mentioned earlier the uniaxial anisotropy was observed 

due to oblique deposition. Magneto-Optic Kerr Effect (MOKE) microscopy measurements 

showed double stepped hysteresis loops. Two different domain structures for the two Co 

layers were observed by MOKE microscopy even though were prepared under identical 

conditions. Interestingly, as the thickness of the spacer layer (AlOX) was increased, in 
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addition to longitudinal component, transverse magnetization has been observed. Hence to 

know the magnetization depth profile of the multilayer system, polarized neutron reflectivity 

(PNR) measurements were performed at TREFF reflectometer in Munich. PNR 

measurements indicate anti-parallel alignment of the two Co layers at the coercivity where 

the magnetization of the bottom Co layer first reverses. To understand the experimental 

observations, micromagnetic simulations were performed using Object Oriented 

Micromagnetic Framework (OOMMF) for Co(10 nm)/AlOX(t nm)/Co(10 nm) with t  =  3, 8 

and 90 nm. In these simulations, addition of small random anisotropy with uniaxial 

anisotropy lead to layer-by-layer reversal of magnetization and change in domain structure 

was observed confirming our observed experimental results. 

Magnetization reversal in thin films can occur via two processes - formation of 

domains or coherent rotation. Domain formation depends on minimization of various energy 

factors such as exchange energy, magnetostatic energy, or crystalline anisotropy energy. 

Among various types of domain walls the observation of 360 domain walls (DWs) is rare. 

These walls separate the adjacent domains with parallel magnetization. A part of the thesis is 

devoted in understanding of the observed 360° DWs in [Co80Fe20 (1.8 nm)/Al2O3 (3 nm)]9 by 

X-ray photoemission electron microscopy (XPEEM) and MOKE microscopy. Along EA, the 

360° DWs were formed when two 180° DWs of opposite chirality merges. The domain walls 

are quite stable and required high magnetic field for annihilation. Along hard axis (HA), the 

coherent rotation of spins in opposite sense lead to the formation of 360° DWs. To 

understand the experimental observations, simulations were performed using OOMMF for 

[Co(1.8 nm)/Al2O3(3.6 nm)]2. Random anisotropy (Kr) in addition to uniaxial anisotropy (Ku) 

was incorporated in these simulations. We found that when random anisotropy is comparable 

to the uniaxial anisotropy, 360° DWs were formed by the combination of two 180 Néel 

walls along EA. These 360° DWs need a high magnetic field for annihilation as was observed 
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experimentally along EA. However, along HA, as the exchange energy could not outweigh 

the random anisotropy it breaks the symmetry of coherent rotation and leads to opposite sense 

of rotation in the nearby grains giving rise to the formation of 360° DWs. These results were 

successfully extended to the understanding of the 9 layers of [Co80Fe20 (1.8 nm)/Al2O3 (3 

nm)] which mimics our real sample.  

Further, a part of the thesis is devoted for understanding of magnetization reversal and 

relaxation for a discontinuous metal insulator multilayers (DMIM) [Co80Fe20 (1.3 nm)/Al2O3 

(3 nm)]10 showing superferromagnetic (SFM) state. SFM domain is similar to the 

ferromagnetic domain where the atomic spins are replaced by the superspins (net magnetic 

moment of the nanoparticles). Although such SFM domains have been observed by several 

groups but the understanding of the SFM domains and domain wall dynamics is still yet to be 

explored. In this thesis, we have studied the angular dependence of the magnetization reversal 

of SFM domains. Since, in addition to uniaxial anisotropy, the system has small random 

anisotropy, therefore, the ferromagnetic correlation strength decreases for directions away 

from the easy axis as evident from the reduction in domain size. By varying the angle () 

between the magnetic field and the easy axis both domain sizes and shapes can be changed. 

The reversal process by magnetizing along the easy axis (EA) is governed via domain wall 

motion. However, upon approaching the hard axis (HA) at increasing  coherent rotation of 

superspins becomes the dominant process for the magnetization reversal. This leads to the 

reduction of domain size for increasing values of. The relaxation of magnetization for 

various values of revealed thatthe relaxation time increases with increasing θ. The 

presence of small random anisotropy leads to compressed exponential behavior of the 

relaxation curves implying the presence of energy distribution barriers in magnetization 

reversal. 
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Chapter 1 : Introduction and fundamentals 

 

1.1 Introduction:  

The understanding of magnetic thin films and nanostructures has led to many discoveries 

and applications, especially in the field of data storage technology. However, the properties at 

nanoscale can be very different as compared to their parent bulk because of quantum size 

effects, quantum tunnelling effects and high surface to volume ratio. These systems can 

therefore, be tuned for use in various applications like data storage and magnetoresistive 

devices, magnetic sensing and magnetoelectronic [1]. The read head of the hard drives and 

the magnetic random access memory (MRAM) devices are made up of magnetic trilayers 

where magnetic layers are separated by a non-magnetic layer called spin valves or magnetic 

tunnel junction, respectively [2]. Spin valve systems, used in read heads of the hard drives, 

consists of ferromagnetic layers (FM) separated by a non-magnetic (NM) conducting layer. 

In this case, one of the FM layers is pinned by an antiferromagnetic underlayer and behaves 

like a hard layer. However, the other FM layer is a free layer and the magnetization in this 

layer is easier to manipulate. The operational principle of such spin valve based read heads is 

the giant magnetoresistance (GMR) effect. The discovery of the GMR effect lead to the 

Nobel prize to Prof. Peter Grünberg and Prof. Albert Fert in 2007 [3]. GMR effect is 

basically obtaining tunable electrical resistance from maximum to minimum when the 

relative orientation of magnetization between the two FM layers are either parallel or anti-

parallel, respectively. [4, 3]. Magnetic tunnel junctions are used in MRAM devices where 

two ferromagnetic layers: one hard magnetic and other soft magnetic are separated by non-

magnetic insulating layers. These devices can be used as storage devices depending on the 

two states of high and low resistance based on the GMR effect arising due to spin-dependent 
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tunneling of electrons. These low and high resistance states can be used similar to 0 and 1 

logic states of conventional electronics. 

 

Figure 1.1: Schematic showing the GMR effect due to parallel and antiparallel 

alignment of magnetization of FM layers giving rise to low and high resistance, 

respectively.  

Hence, for optimizing performance of these devices a better understanding of 

magnetization reversal, relaxation and domain structure is required. In particular, in MRAM 

high uniaxial anisotropy is required. One of the methods to induce and manipulate uniaxial 

anisotropy is to use oblique angle deposition of thin films [5, 6]. Other methods involve the 

application of magnetic field during deposition [7], post-annealing in the presence of 

magnetic field [8] etc. In the data storage and transfer technology, the relaxation rate of the 

magnetic thin films set the limits of the performance of the devices. Hence, it is relevant to 

know the effect of thermal activation energy and Zeeman energy in magnetization reversal of 

these devices to optimize their performance. Various models for magnetization relaxation 

have been proposed in past. For ferromagnetic thin films, the most widely used model is the 

Fatuzzo-Labrune model. This model was initially developed by Fatuzzo to investigate the 

relaxation in ferroelectric materials [9] and later Labrune [10] extended it to study relaxation 

in ferromagnetic thin films. However apart from applications, magnetic thin films are an 

excellent system for studying many fundamental physics such as magnetic domain and 
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domain wall dynamics, inter-layer coupling etc. Magnetic multilayers where ferromagnetic 

layers (FM) are separated by non-magnetic layers (NM) FM/NM/FM can have different kind 

of interactions depending on the nature of nonmagnetic spacer. For an insulating spacer long-

range dipolar interactions will be present, leading to an anitparallel alignment of 

magnetization of next nearest neighbors in the layers. But if the spacer layer is metallic then 

due to conduction electrons the ferromagnetic layers will experience Ruderman–Kittel–

Kasuya–Yosida (RKKY) interaction [11, 12, 13] in addition to the dipolar interaction. 

However if the system has any correlated roughness, for both the above cases, an additional 

Néel coupling, favoring parallel alignment of magnetization of layers will also be 

experienced [14]. Competition between these interactions can lead to modulated 

incommensurate phases.  

Magnetization reversal in thin films and multilayers can be via formation of domains or 

by coherent rotation. Formation of domain walls in thin films depends on energy 

minimization of various energy factors such as exchange energy, magnetostatic energy, or 

crystalline anisotropy energy. Among various types of domain walls the observation of 360 

domain walls (DWs) is rare. 360 DWs are formed due to the pinning centres in the magnetic 

thin film or by combination of two 180 Néel walls of the same chirality [15, 16].  

Apart from thin films, magnetic nanoparticles also have wide applications in medical 

sciences for magnetic resonance imaging (MRI), hyperthermic treatment for malignant cells, 

site-specific drug delivery and manipulating cell membranes [17] etc. Single domain 

nanoparticles carry net spins denoted as “superspins” or "macrospins”, which in the case of 

ferromagnetic interaction are equal to the vector sum of all constituent atomic spins in the 

nanoparticle. Apart from technological applications, they are interesting systems to study the 

fundamental properties such as inter-particle interaction effects. By varying the concentration 

of nanoparticles the strength of the interactions can be tuned from superparamagnetism 
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(SPM), superspin glass (SSG) to superferromagnetism (SFM). The origin of such SFM 

domain state in DMIMs is generally believed to be due to strong dipolar interactions with 

additional tunneling exchange interaction [7]. 

Since, magnetization reversal, in general, is a topic of fundamental importance while 

implementing magnetic thin films or nanomaterials in storage devices and in other 

applications, hence, in this thesis we have studied the magnetization reversal for both 

continuous and discontinuous thin films. The major work of the thesis focuses on 

understanding and controlling the magnetization reversal, domain study, and relaxation for 

thin Co films with growth induced uniaxial anisotropy. With this understanding, the effect of 

interlayer coupling for continuous Co thin films in Co/AlOX/Co trialyers were studied  using 

MOKE based microscope and polarized neutron reflectivity (PNR). Since, AlOX is an 

insulator, Co layers are expected to be dipolarly coupled. We also show that competing 

values of uniaxial and random anisotropy in soft magnetic multilayers of             

[Co80Fe20(1.8 nm)/Al2O3(3 nm)]9 leads to the formation of non-trivial 360° domain wall 

(DWs). Further, a part of the thesis is devoted for an understanding of magnetization reversal 

and relaxation for a discontinuous metal insulator multilayer (DMIM) [Co80Fe20(1.3 

nm)/Al2O3(3nm)]10 showing superferromagnetic (SFM) state. 

 In this thesis, we have studied magnetization reversal in discontinuous and 

continuous thin films (single layer and multilayers). The main interest of study was to address 

the effect of random anisotropy on the magnetization reversal of magnetic thin films with 

uniaxial anisotropy. The thesis is organized as follows- Chapter 1 reviews the concepts and 

basics of ferromagnetism, anisotropy and magnetization reversal, domains and types of 

domain walls etc. required to understand the results of this work. Chapter 2 describes the 

experimental techniques used for preparation and characterization of the samples used in this 

thesis. Chapter 3 presents the magnetization reversal of Co thin films with thickness t = 3.5 
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and 10 nm.  It is reported that random anisotropy can be induced by substrate rotation leading 

to inverted thin films. Complex domain structures were observed for films with high 

dispersion in anisotropy. The magnetic aftereffect relaxation revealed slow relaxation 

behavior for films with high dispersion. In Chapter 4 the structural and magnetic properties 

of dipolarly coupled Co (10 nm) separated by insulating AlOX spacers will be presented. The 

effect of variation of coupling on the domain structure and reversal of these samples i.e 

Co(10 nm)/ AlOX (t nm)/Co (10 nm) were studied by varying t = 3 to 270 nm. LMOKE 

microscopy and PNR measurements revealed a layer-by-layer reversal of the Co layers. 

These results were also supported by the OOMMF simulations by incorporating a small 

random anisotropy along with uniaxial anisotropy. MOKE magnetometry revealed that for 

thickness t >23 nm, the transverse component of magnetization along with longitudinal 

component was observed. Chapter 5 develops the understanding of the formation of 360° 

DWs observed experimentally in [Co80Fe20 (1.8 nm)/Al2O3 (3 nm)]9. It will be shown by 

OOMMF simulations that the competing effect of uniaxial and random anisotropy leads to 

the formation of 360° DWs. In Chapter 6, the angle-dependent magnetization reversal of a 

superferromagnetic system is studied. Decrease in ferromagnetic correlation strength due to 

the presence of small random anisotropy along with uniaxial anisotropy will be reported for 

angles away from the easy axis. Compressed exponential behavior due to the presence of this 

small random anisotropy was observed. Finally, the summary and the outlook is discussed in 

Chapter 7. 
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1.2 Fundamentals:  

This section described some basic terms and concepts required to understand the results of 

this thesis.  

1.2.1 Exchange energy: 

The basic interaction that causes the ordering of molecular magnetic moment in a 

ferromagnetic material is the exchange interaction. Unlike long-range dipolar interaction, it is 

short range interaction of the order of 103 T as predicted by Weiss which was termed as 

molecular field by him. [18]. Heisenberg showed that exchange interaction is a quantum 

mechanical effect arising due to electrostatic interaction between the electrons of the nearby 

atoms [19]. Hence, exchange interaction manifests from Pauli Exclusion Principle as the 

electrons with the same spin will occupy different orbitals and hence will experience less 

coulomb repulsion. Whereas, the electrons with opposite spin can occupy same orbital and 

thus will experience less repulsive force. Since, the electrons are fermions, the total wave-

function, consisting of the product of the spatial and spin part, needs to be antisymmetric. A 

system of two electrons can be in either in spin singlet or triplet with total spin S = 0 and 1, 

respectively. The energy difference between these two states gives the exchange energy. The 

Heisenberg exchange interaction energy for electron spins Si, Sj is given by – 

𝐸𝑒𝑥 = −
1

2
 ∑ 𝐽𝑖𝑗𝑖,𝑗  �̂�𝒊. �̂�𝑗                             (1.1) 

where, where �̂�𝒊 and �̂�𝑗 are spin operators of electrons at the ith and jth site. Jij is the exchange 

constant between them. Eq. 1.1 implies that for positive value of Jij, spins of the 

corresponding electrons prefer to align parallel to each other. Hence, the ground state will be 

ferromagnetic. In case of negative value of Jij, the spins will be aligned antiparallel to each 

other which occurs for antiferromagetic materials. The strength of the exchange interaction is 

expressed as energy per unit volume. This exchange interaction macroscopically can be 
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expressed as a quadratic form of the first spatial derivatives of the magnetization vector 

which is also known as exchange stiffness. On microscopic scale, this stiffness energy is 

responsible for uniform magnetization [20]. 

The above exchange interaction is called direct exchange interaction since the wave 

functions of different electrons overlap to contribute to the exchange integral J. However, in 

multilayers, exchange interaction can also appear indirectly via conduction electrons called as 

RKKY interaction or via non-magnetic ion called as superexchange interaction. 

1.2.2 Magnetostatic or demagnetization energy:  

Magnetostatic energy originates due to the classical long-range dipolar interactions between 

the atomic magnetic dipoles in the solid. For an infinite magnetic body, the relation 𝑩 =

 µ0( 𝑯 + 𝑴) holds inside the system. However, for finite systems, especially for thin films 

and nanostructures, having uniform magnetization will lead to formation of charges on the 

surfaces. This will result in stray field energy outside the sample and a demagnetizing field 

Hd (brown dotted arrows) opposite to the direction of its own magnetization inside the sample 

as shown in Figure 1.2. This demagnetizing field depends on the shape and hence is 

responsible for the shape anisotropy, in-plane anisotropy in thin films and formation of 

domains [21, 22] which will be discussed latter. 

 

Figure 1.2: Schematic of the stray field energy of a magnetic system. 

The energy of the system in its own stray field is given by 𝐸𝑠𝑡𝑟: 
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 𝐸𝑠𝑡𝑟 = −
1

2
∫µ0 𝑴 .  𝑯𝒅𝒆𝒎𝒂𝒈 d𝑉                 (1.2) 

where, 𝑯𝒅𝒆𝒎𝒂𝒈 is the demagnetizing field inside the magnetic system. For an ellipsoid the 

demagnetizing field is given as - 

𝑯𝒅𝒆𝒎𝒂𝒈 = −𝑁 𝑴    (1.3) 

where, N is the demagnetizing tensor and is shape dependent. Hence, using Eq. (1.3) in (1.2), 

the stray field energy over the volume V of the sample reduces to – 

𝐸𝑠𝑡𝑟  =  
1

2
µ0 ∫  𝑴 𝑁 𝑴d𝑉 

    =  1 2⁄ . 𝑉µ0𝑴𝑁𝑴  

An arbitrary direction of the magnetization with respect to the axes a, b and c of an ellipsoid 

can be characterized by the direction cosines 𝛼𝑎,𝛼𝑏, and 𝛼𝑐 [22]. Then the demagnetizing 

tensor (N) is given by: 

𝑁 = (

𝑁𝑎 0 0
0 𝑁𝑏 0
0 0 𝑁𝑐

)     (1.4) 

with the condition that Trace N = 1 (i.e. 𝑁𝑎 + 𝑁𝑏 + 𝑁𝑐 = 1). Hence, the stray field per unit 

volume energy reduces to [22]  

      𝐸𝑠𝑡𝑟 = 1 2⁄  . µ0𝑀
2(𝑁𝑎𝛼𝑎

2 + 𝑁𝑏𝛼𝑏
2  + 𝑁𝑐𝛼𝑐

2)  (1.5) 

For thin film with magnetization M at an angle θ with respect to the surface normal i.e along 

z- axis, a = b =  ∞ and the demagnetizing tensor is given as -          

      𝑁 = (
0 0 0
0 0 0
0 0 1

)        (1.6) 

Therefore, the stray field energy density of the thin film will be reduced to  -  

            𝐸𝑠𝑡𝑟 = 1 2⁄  . µ0𝑀
2 cos2𝜃               (1.7) 

This stray field energy gives rise to shape anisotropy and in-plane magnetization in thin films 

which is discussed under shape, surface and interface anisotropy in the next section. 
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1.2.3 Magnetic anisotropy:  

The Heisenberg exchange Hamiltonian for the energy of a ferromagnet does not 

depend on the spatial direction of the spins or magnetic moments. This would mean that 

magnetization should always vanish for zero magnetic field. However, this is not the case for 

real ferromagnetic thin film as there can be directional dependence of magnetic 

property/energy. This may lead to a preferred orientation of M other than H, creating an 

energetically favorable direction called easy axis (EA) and unfavorable direction called hard 

axis. Hence, in the absence of magnetic field, the magnetization of the ferromagnet will align 

along the EA. To rotate this magnetization in any other direction requires energy. This 

directional dependence of magnetic property of a ferromagnet is called magnetic anisotropy. 

The magnetic anisotropy is often in the order of ∼ μeV/atom which is much smaller than the 

exchange energy of the order of 10-103 meV/atom. However, anisotropy energy is important 

as the direction of magnetization is determined by it and not by exchange energy. The role of 

exchange interaction is to align the magnetic moments parallel, no matter in which direction. 

Hence the understanding of anisotropy is important from fundamental as well as application 

point of view so that magnetic properties can be tailored for use in technology.  Since a part 

of this thesis is devoted in understanding and modifying the anisotropy, domain structure and 

magnetization reversal of Co thin films with uniaxial anisotropy with different substrate 

rotations hence in the following section different anisotropies in thin films are discussed. 

Anisotropy in thin films can arise due to crystal symmetry which gives rise to magneto-

crystalline anisotropy. It can also arise from stress, surface morphology or shape within the 

crystals. The magnetic anisotropy arises due to dipole-dipole interaction and the spin-orbit 

coupling. Dipole-dipole interaction is the origin for shape anisotropy and spin-orbit coupling 

is responsible for other anisotropies like magneto-crystalline, surface and magnetoelastic 
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anisotropy. Among these, only the magnetocrystalline anisotropy arising due to the crystal 

structure is intrinsic to a material. 

1.2.3.1 Magnetocrystalline anisotropy: 

  

It arises due to spin-orbit coupling in the crystal. The origin of the spin-orbit interaction is 

attributed to the coupling of the orbital moments of the electrons which arise from the 

electron motion around the nucleus and the spin angular momentum. This spin-orbit coupling 

is linked to the symmetry of the crystal lattice via the electric field (potential) of the crystal. 

This will lead to the energy contribution which depends on the relative orientation of the 

magnetization and the crystal symmetry giving rise to magneto-crystalline anisotropy. Hence, 

magnetization will tend to lie along certain crystallographic orientations which will be 

energetically favored. Phenomenologically, it is easier to describe the anisotropy as the 

direction cosines of the magnetization with respect to either rectangular coordinate axes or in 

terms of spherical harmonics. The magnetization direction w.r.t to the coordinate axis (or 

lattice primitive vectors) can be expressed as direction cosines (i) with 1
2+ 

+ 3
2 = 1. 

Hence magneto-crystalline energy density can be written in the form of   

𝐸𝑎𝑛𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑦 = 𝐾 . 𝑓(𝛼1, 𝛼2, 𝛼3) 

Where, K is the anisotropy constant, f depends on the spatial symmetry of the lattice. Since 

there is no energy difference for oppositely magnetized systems, therefore,  

𝐸(𝑴) = 𝐸(−𝑴) 

𝐸(𝛼𝑖) = 𝐸(−𝛼𝑖) 

 Thus, no odd terms of 𝛼𝑖  occur in the series expansion. Therefore, the general expression for 

energy reduces to [22] 

𝐸𝑐𝑟𝑦𝑠 = 𝐸0 + ∑𝑏𝑖𝑗𝛼𝑖𝛼𝑗

𝑖𝑗

+ ∑𝑏𝑖𝑗𝑙𝑘

𝑖𝑗𝑘𝑙

𝛼𝑖𝛼𝑗𝛼𝑘𝛼𝑙 
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 The simplest example is uniaxial anisotropy where, 𝐸𝑎𝑛 = 𝐾 sin2(𝛼 ) . Uniaxial anisotropy 

can also be induced during growth by applying magnetic field, oblique deposition, post 

annealing in presence of magnetic field. The growth induced anisotropy will be discussed 

later in section 1.2.3.5 in detail. 

1.2.3.2 Shape anisotropy: 
 

 Shape anisotropy has its origin due to long-range dipolar interaction. For a spherical 

magnetic particle, the energy needed to magnetize along any arbitrary direction is same. 

However, if the sample is not spherical then one or more specific directions occur which 

represent easy magnetization axes which are solely caused by the shape. A magnetic system 

of finite size will exhibit poles at its surfaces. This will result to a stray field outside it and 

experience an oppositely directed demagnetizing field inside the system. Hence, the strength 

of the demagnetizing field in case of thin films will be different along the directions parallel 

and perpendicular to the film plane. The strength of the demagnetizing field will be more in 

the direction perpendicular to the film plane (Figure 1.3(a)) compared to the direction parallel 

to the film plane (Figure 1.3(b)). Hence, the magnetization in a thin film will prefer to lie in 

the plane of the film. 

 

Figure 1.3: Effect of shape anisotropy on the demagnetization energy when it is (a) 

perpendicular and (b) parallel to the film plane. 

Considering, thin film as a magnetic continuum and assuming it to be uniformly magnetized, 

the shape anisotropy can be given as [23, 22]-   
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𝐸 =  
1

2
 µ0𝑀𝑠

2 cos2 𝜃                                          (1.8) 

where, Ms is the saturation magnetization, the magnetization subtends an angle, θ, to the 

plane normal. Hence, Eq. (1.8) implies that the shape anisotropy energy is minimum when 

the angle is 90° i.e. for in-plane orientation of magnetization.  

1.2.3.3 Magnetoelastic anisotropy:  
 

Magnetic properties like magnetocrystalline anisotropy of a ferromagnet can be 

altered in the presence of strain. It is opposite to the phenomenon of magnetostriction, where 

the dimensions of the sample alter due to the change in the direction of the magnetization. 

Hence, magneto-elastic or stress anisotropy can arise from the stress produced in the films 

during the deposition process, the difference in thermal expansion coefficients, due to 

mismatching of lattice parameters between the substrate and magnetic films (the adjacent 

layers) [24]. For a uniaxial system, the volume magnetoelastic energy is given by-  

𝐸𝑚𝑙 = −3𝜎𝜆𝑠 cos
2 𝜃

2
      (1.9) 

where, λs is an isotropic magnetostriction coefficient and θ is the angle between the 

magnetization M and σ. Therefore, Eq. 1.9 implies that the magnetoelastic energy is the 

product of stress (σ) and the resulting value of magnetic strain or magnetostriction λ 

1.2.3.4 Surface and interface anisotropy: 
 

In low dimensional systems, the broken symmetry at the surface or interfaces will also 

contribute to the effective anisotropy energy. Thus, the effective anisotropy of a thin film 

with thickness t can be separated into parts: one describing the volume and the other one 

describing the surface contribution given as [23, 22]-  

 𝐾 =  𝐾𝑒𝑓𝑓 = 𝐾𝑉  + 2𝐾𝑆 𝑡⁄                 (1.10) 
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The factor 2 in above equation is to account for two identical surfaces bounding the layer. 

From Eq. (1.10), it can be observed that for a critical thickness (tc) given by-   

𝑡𝑐 = −2𝐾𝑆 𝐾𝑉⁄  

The magnetization lies perpendicular to the film plane and above 𝑡𝑐 it lies in the film plane 

[25]. This happens because below this critical thickness, the interface anisotropy, which is 

inversely proportional to the thickness, outweighs the volume contribution. Hence, it 

overcomes the demagnetization energy responsible for the in-plane anisotropy.  

Magnetic anisotropy can be measured by the dynamic response of the system using 

Ferromagnetic resonance or BLS spectroscopy. Other techniques which use the static 

response of the system are MOKE magnetometry, torque magnetometry, SQUID 

magnetometry etc. However, it should be noted that using MOKE magnetometry, one cannot 

get directly the quantitative value of anisotropy as it does not measure directly the 

magnetization, however, the nature of the anisotropy can be obtained from MOKE. To get the 

value of the anisotropy energy one needs to assume a value of magnetization. Therefore, this 

method may lead to some error [23].  

1.2.3.5 Growth induced anisotropy:  
 

 Anisotropy in magnetic thin films can also be induced by applying a magnetic field 

during deposition, [26, 7] post-annealing (annealing in the presence of magnetic field) [8] or 

by oblique deposition [5]. The anisotropy induced in general is uniaxial in with the energy as:   

E = -Ku cos2θ 

Where Ku is the anisotropy constant and θ is the angle between the easy axis and the 

magnetization vector in the presence of magnetic field. The thin films studied in this thesis 

showed growth induces uniaxial anisotropy. The samples studied in this thesis can be 

categorized into two series-  
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(1) The single and multilayers of Co/AlOX thin films prepared by magnetron sputtering and 

(2) The multilayers of Co80Fe20/Al2O3 prepared by focussed ion beam sputtering.     

Samples prepared under the category (1) and (2) showed uniaxial anisotropy due to oblique 

angle deposition and applied magnetic field during growth, respectively.  

 

Figure 1.4: Schematic showing the oblique deposition geometry. The magnetrons in 

the multi-deposition unit used for thin film preparation of Co/AlOX series are at an 

angle of 30° w.r.t to the substrate normal (Figure 2.3). 

In oblique deposition, the incident flux from the target and the substrate normal are at an 

angle θ > 0° as shown in Figure 1.4. The Co films grown in this thesis were deposited at        

θ = 30°. Uniaxial anisotropy is induced by oblique deposition due to shadow deposition 

leading to the formation of an elongated chain like structure of the grains perpendicular to the 

incident flux as shown in Figure 1.5 [5]. To decrease the magnetostatic energy in such cases, 

the magnetization would prefer to lie along the length of the column leading to uniaxial 

anisotropy. It was also shown that these columnar structures of grains grow with a tilt 

towards the deposition angle [27]. Hence both the shape and strain anisotropies contribute to 

the effective anisotropy [5, 28]. 
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Figure 1.5: Schematic showing the oblique deposition in which the incident beam at 

60° from the right direction [5]. 

For the case of field induced anisotropy, a magnetic field is applied parallel to the 

substrate plane during the deposition process. This induces the preferred direction of 

magnetization i.e. a uniaxial anisotropy along the field direction. A magnetic film when 

subjected to magnetic field leads to the directional ordering of magnetic moments along the 

field direction.  

In the post-annealing process, the system is heated below the Currie temperature in the 

presence of magnetic field. The thermal energy allows atoms to diffuse and leads to the 

directional ordering of atomic pairs [29, 30, 31] and align them along the field to minimize 

the energy.  As the sample is then cooled, this directional ordering is frozen giving rise to the 

preferred anisotropic direction along the magnetic field. 

1.2.3.6 Random Anisotropy: 
 

Thin films may be classified as a single crystal, textured or polycrystalline. The 

polycrystalline and textures films are made up of crystallites/grains. The magnetization 

reversal of such films depends largely on the film microstructure and exhibit many interesting 

behaviours like random-anisotropy scaling [32], remanence enhancement [33], 
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micromagnetic localization [34], collapse of hard axis [35] etc. The randomness in magnetic 

systems can arise due to local dispersion anisotropy, grain size, stress etc. which varies over 

the structural correlation length (grain size) D. If the easy axes of the grains are completely 

random such that 〈〈𝑛(𝐫)〉〉= 0, then the nanostructures are isotropic. However, partially 

misaligned easy axis of grains are found in polycrystalline magnets [36] and in strained 

amorphous magnets [37]. Random anisotropy model was first presented by Alben where an 

effective anisotropy was observed due to the statistical averaging of the magneto-crystalline 

anisotropy of grains. It was shown by Imry et al. that presence of even weak random 

anisotropy will lead to unstable order parameter and the system will break into domains [38]. 

However, a system may have an induced uniaxial anisotropy in thin films or nanostructures 

where the constituent grains or structures have random anisotropy which effectively gives 

rise to uniaxial anisotropy. The magnetization reversal for such systems has not been studied 

in detail. Depending on the order of misalignment and exchange energy, the reversal 

mechanism can be different. If the randomness outweighs the exchange energy, then the 

rotational symmetry of the magnetization is broken [35] leading to collapse of hard axis, 

formation of ripple domains [39] or formation of 360° DWs [16]. However, a complete 

understanding of the magnetization reversal of the system with random anisotropy is not yet 

given.  

1.2.4  Zeeman energy (External magnetic field):  

When an external magnetic field is applied to a ferromagnetic sample, then its 

potential energy arising from the interaction of the magnetization vector field with this 

external field HExt is given as:                                                                                                                                        

       𝐸𝑍𝑒𝑒𝑚𝑎𝑛 = −µ0 ∫ 𝑴.𝑯𝑬𝒙𝒕 𝑑𝑉
𝑉

     (1.11) 

The Zeeman energy is at a minimum when all the magnetization (M) of the sample is aligned 

with the applied field. This means, that in the presence of magnetic field all the magnetic 
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moments try to align along the field. This energy is independent of the sample shape or the 

domain structure of the thin film but depends on the average magnetization of the sample. 

Hence the total energy of the system is given by,  

            𝐸 = 𝐸𝑒𝑥𝑐ℎ + 𝐸𝑑𝑒𝑚𝑎𝑔 + 𝐸𝑎𝑛𝑖𝑠 + 𝐸𝑍𝑒𝑒𝑚𝑎𝑛             (1.12) 

1.3 Magnetic domains and domain walls: 

Weiss in 1907 proposed the existence of magnetic domains in ferromagnetic material. He 

suggested that, in its demagnetized state, a ferromagnetic material is composed of small 

regions which are magnetized in different directions [18]. Magnetic domains are formed to 

minimize the total energy which is a sum of exchange, demagnetization, anisotropy and 

Zeeman energy as given by Eq. (1.12). The exchange energy is minimum when the magnetic 

dipole moments are aligned parallel to each other. However, this increases the stray field 

energy or the demagnetization energy of the system. The high stray field energy for a 

uniformly magnetized system (Figure 1.6(a)) can be minimized by the formation of domains 

as shown in Figure 1.6(b). Even though this increases the exchange energy of the system, the 

total energy decreases as the dominant contribution is from magnetostatic energy. Landau 

and Lifshitz [40] suggested that the stray field energy can be reduced to zero by flux 

enclosure type domains shown in Figure 1.6(c). However, for domain pattern apart from 

magnetostatic energy, one needs to consider the anisotropy and exchange energies. The other 

contributions to energy arise from anisotropy and magnetostrictive energies, which influence 

the shape and size of domains.  
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Figure 1.6: Schematic representation of reduction of the magnetostatic energy by 

domain formation in a ferromagnet. 

The domains are separated by a region/boundary called domain wall first verified by 

Sixtus and Tonks [41]. Inside the domain walls, the direction of the magnetic moment 

changes continuously from one magnetization direction of one domain to other to minimize 

the exchange energy. This can be understood in the following way. The exchange energy 

between the two spins at an angle θ is given by – 

𝐸 = −2𝐽𝑺𝟏 . 𝑺𝟐 = −2𝐽𝑆2 cos 𝜃 

 Therefore, the energy required to flip one spin is E = 2JS2 for θ = π. However, for N number 

of spins, the angle between each spin will be θ/N.  Then the total exchange energy is 

distributed among each pair of spins over N lattice spacing and approximatingcos 𝜃 = 1 −

 
𝜃2

2
, is given by- 

𝛥𝐸𝑒𝑥 = 𝐸𝑒𝑥 − 𝐸𝑒𝑥
𝜃=0 

𝛥𝐸𝑒𝑥
𝑡𝑜𝑡𝑎𝑙 = 𝑁. 𝐽𝑆2

𝜋2

𝑁2
 =  𝐽𝑆2

𝜋2

𝑁
  

In a magnetic system of lattice constant ‘a’, the number of spin rotation axes inside a Bloch 

wall is 1/a2 per m2 which leads to an exchange energy of:  

                                                        𝐸𝑒𝑥
𝐵𝑊 =  𝐽𝑆2 𝜋2

𝑁𝑎2                                                    (1.13) 
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Therefore, it can be seen from Eq. (1.13) that exchange energy decreases as N increases. 

Hence, it introduces a gradual rotation of spins which tends to increase in width of the wall. 

This results in the spins pointing away from the easy axis thus increasing the anisotropy 

energy. The anisotropy energy given as 𝐸𝑎𝑛 = 𝐾 sin2(𝜃). For N spins, the anisotropy energy 

contribution will be summed as- 

                                           𝐸𝑎𝑛𝑖
𝐵𝑊 = ∑ 𝐾𝑠𝑖𝑛2𝜃𝑖

𝑁
𝑖=1 ≈

𝑁𝐾𝑎

2
                                        (1.14) 

The anisotropy energy increases if the wall width increases. Since the anisotropy energy is 

minimized when the spins are aligned along easy axis, therefore, it tends to minimize the 

width of the wall. Hence, the width of the domain wall (δ) is decided by the minimization of 

the competing exchange energy and anisotropy energies [20]. The continuous rotation of 

spins in the domain wall was conceived by Bloch [42] and calculated by Landau and Lifshitz 

[40]. 

Depending on the spin structure inside the walls, the walls can be classified as Bloch 

wall or Néel wall. In Bloch walls, the magnetization rotates parallel to the plane of the wall as 

shown in Figure 1.7(a). Hence, there will be no magnetic charges inside the wall as the 

normal component of the magnetization on both sides of the walls are same [42]. However, 

these kinds of walls will create magnetic charges on the surface creating a demagnetizing 

field across the sample surface. Hence, Bloch walls are commonly observed for bulk 

materials as the demagnetization energy in such case will be minimum. The width of the 

domain wall is estimated by the minimization of the exchange and anisotropy energy density 

given in Eq. (1.13) and (1.14) by taking the first differentiation of the sum of these two 

energies w.r.t lattice spacing N. These results in effective wall width for Bloch wall (δ) as  

                           𝛿 = 𝑁𝑎 =  𝜋𝑆√
2𝐽

𝐾𝑢𝑎
                     (1.15) 
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                            𝛿 = 𝜋√𝐴
𝐾⁄ ,                                                   (1.16) 

where, the constant 𝐴 =
2𝐽𝑆2

𝑎
 is called  exchange stiffness. However, Bloch walls become 

energetically unfavourable in thin films where the width of the wall becomes comparable to 

the thickness of the film. In such cases, Néel walls are formed where the magnetization 

vector in the walls rotate perpendicular to the plane of the wall as shown in Figure 1.7(b). 

Hence, the demagnetization energy caused by the charges across the domain wall will be less 

than the Bloch wall [43]. The width of the Néel wall is approximately given as 𝛿𝐷𝑊 =

 𝜋√
2𝐴

µ0𝑀𝑠
2, where Ms is the saturation magnetization [44]. In such type of walls the 

magnetostatic energy cannot be neglected as the residual charges in the DW will add up 

along the axis of the domain [20]. Due to this magnetostatic energy, the domain in 

multilayers can be very different from that of single layer. The stray field generated from the 

domain walls of one layer can affect the other layer [45]. Apart from Bloch and Néel wall, a 

third type of wall called cross-tie wall was experimentally observed by Huber et al. in 

permalloy films [46]. These walls occur for films with intermediate thickness. Unlike Bloch 

and Néel walls, these walls have complex two dimensional structures. It should be noted that 

Bloch and Néel wall have one dimensional structure. It can happen when the charges of the 

180° Néel walls destabilizes it and energy is minimized by formation of cross- tie walls. 

These walls have a sequence of magnetic vortices and anti-vortices, arranged along a straight 

line [20]. Figure 1.8 shows the transition thickness dependence of Bloch wall to cross-tie to 

Néel walls w.r.t. domain wall energy. It can be seen that for thick films Bloch walls are 

favourable. On decreasing the thickness of the films, a transition occurs from Bloch wall to 

cross-tie and then to Néel walls (Figure 1.8).  
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Figure 1.7: The schematic of (a) Bloch wall with spins rotating perpendicular and (b) 

Néel wall with spins rotating in-plane of the domain walls [20]. 

 

 

Figure 1.8: Thickness dependence of energy of Bloch, Néel and cross tie walls [47]. 

Depending on the magnetization direction of the neighboring domains, the domain 

walls (DWs) commonly observed in magnetic materials can be classified as 180°, 90° and 

360° DWs as shown schematically in Figure 1.9 (a), (b) and (c), respectively. 180° domain 

walls are the most commonly observed domain walls in magnetic materials with uniaxial 

anisotropy separating the domains with antiparallel magnetization (Figure 1.9(a)). In systems 

with cubic anisotropy, apart from 180° domain walls, 90° domains wall can also occur. These 

90° domain walls separate the regions with perpendicular (in-plane) magnetization (Figure 

1.9(b)) and are generally characterized by the zigzag boundaries to decrease the energy. For 
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example, having easy axis along [100] will have domain wall of 180° along [1̅00] but will 

have 90° domain walls long [010] [48]. These cubic systems can sometimes have 109° and 

71° domain walls along with 180° domain walls as observed in the case of Ni thin film along 

its easy axis i.e. <111> [49].  Another non-trivial domain wall rarely observed is 360° DW 

which separates the domains having parallel magnetization (Figure 1.9(c)). The spins across 

these DW rotates by 360° as shown in Figure 1.10. The details of 360° DWs will be 

discussed later in Chapter 5. The example of 180°, 90° and 360° observed in the real samples 

are shown in Figure 1.11(a), (b) and (c), respectively.  

 

Figure 1.9: The schematic (a) 180° (b) 90° and (c) 360° DWs. 

 

Figure 1.10: Schematic for spin orientation inside a 360° DW separating domains of 

parallel magnetization 
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Figure 1.11: Kerr microscopy domain images where domains are separated by (a) 

180° [50], (b) 90° [51] and (c) 360° DWs [52]. 

1.4 Magnetization reversal: 

Magnetization reversal is the process in which the magnetization vector of the ferromagnetic 

system is reversed from one stable state to another under an external magnetic field. The 

magnetization does not follow the applied magnetic field linearly giving rise to hysteresis 

loop which can be measured by Magneto-Optic Kerr Effect (MOKE), SQUID, etc. 

Fundamental parameters like saturation magnetization (MS), coercive field (HC), remanent 

magnetization (Mr), effective anisotropy constant (K) required for characterizing the 

ferromagnetic material can be determined from the hysteresis loops of the system. Further, 

the knowledge of these parameters is also important for tailoring of various properties for the 

applications. Hysteresis is a nonlinear, non-equilibrium complex first order phase transition. 

The complexity also increases due to the effect of local microstructure, defects and 

morphology of the system. [53].Therefore, magnetization reversal processes are related to the 

complex landscape of the free energy. A typical hysteresis curve is shown in Figure 1.12. It 

can be observed that the value of magnetization is not single-valued but gets branched for the 

fields less than the closure field H* as shown in Figure 1.12. [54]. On applying field greater 

than the H* results in saturation of the material where all the magnetic moments are aligned 

along the field and is in single domain state with value approximately equal to saturation 

magnetization (Ms). On reversing the magnetic field from saturation magnetization (Ms) to 
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zero, the magnetization of the system does not reduce to zero but retains some positive 

magnetization called remanent magnetization (Mr) as shown in Figure 1.12. 

 

Figure 1.12: A typical hysteresis loop showing the M vs H behavior of a ferromagnet. 

A magnetic field equal to the coercive field (-Hc) in the reverse direction is required to reduce 

this Mr to zero. The coercive field Hc of a material is the field at which the net magnetization 

of the system is zero. It can be used as a property to measure the hardness of the material. 

Soft (hard) magnetic materials have small (large) values of Hc and hence exhibit a narrow 

(large) hysteresis loop. On increasing the field further in the reverse direction, negative 

saturation state is achieved. Another parameter that can be deduced from the hysteresis is its 

squareness (S) which is defined as the ratio of the remanence to saturation magnetization i.e. 

S = Mr/Ms. The squareness along easy axis, in general, is close to unity with a square 

hysteresis loop. The angular dependence of Squareness for a sample gives the nature of the 

anisotropy of the system where for uniaxial systems it follows cosine function. Magnetization 

switching can occur via coherent rotation of spins or by nucleation and growth of reversed 

domains. These process can coexist and can be partly reversible or irreversible. One of the 

most relevant simplified cases of magnetization reversal for particles with uniform 

magnetization is given by Stoner-Wohlfarth (SW) model as discussed briefly below. 
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1.4.1 Coherent rotation (Stoner-Wohlfarth model): 

This model describes the magnetization switching of single domain particles with 

uniaxial anisotropy with an ellipsoidal shape having saturation magnetization Ms. This theory 

neglects the spatial inhomogeneity in all directions and considers uniform magnetization of 

constant magnitude [55]. A magnetic particle is smaller than a critical radius becomes a 

single domain where all the atomic magnetic moments are parallel for the entire system. This 

implies that the contribution of exchange energy can be neglected as it will always be 

minimum due to the collinear alignment of spins. Therefore, on application of magnetic field, 

the free energy of the system will be given by sum of Zeeman and anisotropy energy –  

             𝐸 = 𝐾 𝑠𝑖𝑛2𝜃 − 𝜇0𝐻𝑀𝑠 cos (𝜙 − 𝜃)                                      (1.17) 

Where, the first term is the anisotropy energy, K is the effective anisotropy constant due to 

the magneto-crystalline and shape anisotropy, θ is the angle between the easy axis and the 

magnetization,  ϕ is the angle between the easy axis and the applied magnetic field as shown 

in Figure 1.13. The equilibrium position of magnetization can be deduced by minimizing the 

energy function (Eq. 1.17) with respect to θ which is dE/dθ = 0, which can be written as -  

          2𝐾 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 − 𝜇0𝐻𝑀𝑠 𝑠𝑖𝑛(𝜙 − 𝜃) = 0                                    (1.18) 

and the condition for this equilibrium to be stable requires d2E/dθ2 > 0; i.e  

  
𝑑2𝐸

𝑑𝜃2 = 2𝑘(cos2 𝜃 − sin2 𝜃) + 𝜇0𝐻𝑀𝑠 cos(𝜙 − 𝜃)  = 0        (1.19) 
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Figure 1.13: Illustration of the coordinate system of a single domain particle for SW 

model. 

Solving Eq. 1.18 for hard axis (i.e. ϕ = 90°), the equation reduces to –  

                  2𝐾(𝑀 𝑀𝑠⁄ ) =  𝜇0𝐻𝑀𝑠              (1.20) 

Putting M/Ms = m = reduced magnetization, it can be seen from Eq. (1.20) that the 

magnetization linearly follows the applied magnetic field and is via reversible rotation of the 

magnetic moments. The saturation field of the hard-axis (Hsat), also called as anisotropy field 

(Hk) occurs at –  

     𝑯𝑘 = 2𝐾 𝜇0𝑴𝑠⁄                      (1.21) 

Again, solving Eq. (1.18) for easy axis i.e. ϕ = 0, at positive saturation field the magnetization 

is aligned along the global minima which is along the field direction. However when the field 

is reversed to the negative direction, the magnetization remains along the easy axis until the 

field is reversed to Hk, at which the reversal takes place by irreversible switching of the 

magnetization. The field at which this discontinuous jump occurs is called switching field. 

The switching field, also known as the nucleation field is the point of instability of the near 

saturation state [20]. This happens because the global energy minima now shifts to ϕ = 180° 

whereas ϕ = 0° becomes local minima. However, when applied field is at an angle away from 

easy axis (0° < ϕ < 90°), the magnetization reversal is first accompanied by reversible 
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rotation. This aligns the magnetization away from field direction but aligns it along the easy 

axis. On further increasing the field in the negative direction, the reversal takes place via 

irreversible discontinuous jump with magnetization. As the magnetization is still away from 

the field axis, the negative saturation takes place via rotation of magnetization towards the 

field direction. The angle dependent hysteresis for this model is shown in Figure 1.14. Even 

though SW model allowed easy modeling of magnetization reversal, its simple assumption of 

coherent rotation neglects the true picture of magnetization processes in the presence of 

imperfections. 

 

Figure 1.14: Hysteresis curves for different ϕ (angle between applied magnetic field 

and easy axis) using SW model. 

1.4.2 Reversal by domain wall motion: 

The SW model holds good for a system where ∇M = 0 which is generally the case for very 

small particles. It is, therefore, mostly used for understanding the reversal of the ensemble of 

non-interacting small particles having random orientation of EA which yields HC = 0.48Ha 

and the remanence Mr = 0.5Ms [56]. This model predicts that the coercive field (Hc) can be 
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estimated from the anisotropy field using Hk = 2K/Ms. However, for large particles above the 

critical radius reduced experimental value of the coercive field was observed. This is known 

as Brown paradox explained by the presence of defects or imperfections like dislocation, 

impurities etc. where domain walls might nucleate [57]. The probability of the presence of 

defects and hence nucleation of domains increases as the system size increases beyond single 

domain limit. Also, such system breaks down into domains to reduce the stray field energy. 

Hence, magnetization switching takes place via domain wall motion which can similar to 

rotation be reversible or irreversible depending on the amplitude of the magnetic field. When 

a demagnetized film is subjected to the small magnetic field, domains nearest to the direction 

of easy axis grow at the expense of the other domains and is reversible. On increasing the 

field as the domain wall moves, it may encounter defects. These defects pin the domain wall 

via magnetostatic coupling and hinders the motion of the domain walls. The translation 

motion of the domain wall becomes irreversible after it interacts with a defect. On increasing 

the field domain wall acquires the energy required to overcome the pinning potential. This 

can be observed as a small discontinuous jump in the hysteresis loop called as “Barkhausen 

effect”. On further increasing of the magnetic field, the Zeeman energy overcomes the 

anisotropy energy and this leads to the orientation of the spins along the applied field 

direction. The magnetic moments with increasing field are then aligned along the field. 

1.5 Inverted thin films:   

Thin films with uniaxial anisotropy, in general, have anisotropy field (HK) greater than 

the wall motion coercive field (Hc) of the easy axis.  As discussed earlier, the anisotropy field 

is the saturation field of the hard axis and can be deduced from HK = 2K/MS where K and MS 

are the anisotropy energy and saturation magnetization, respectively [23]. However, it may 

happen that due to the presence of randomness in the system due to grain size, misalignment 

of local easy axis etc., the anisotropy field is less than or comparable to the coercive field of 
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easy axis. Such films in literature have been termed as “Inverted thin films” [58]. The 

inverted thin film arises due to local dispersion in anisotropy and is characterized by the 

formation of ripple domains. The dispersion in anisotropy can arise due to inhomogeneous 

strain between crystallites [59], different grain sizes [60], and insufficient magnetic field 

during deposition etc. [61]. These films are characterized by the formation of ripple and 

labyrinth domains.  This topic will be discussed further in detail in Chapter 3 where the 

magnetization reversal and domain structure of inverted thin films due to the substrate 

rotation in Co thin films will be discussed. 

1.6 Magnetization dynamics: 

The magnetization reversal model discussed in previous sections 1.4.1 and 1.4.2 is 

based on the energy minimization where the change in magnetic field is slower than the 

system relaxation. It neglects the time evolution of magnetization and how the system will 

approach equilibrium states on changing the applied magnetic field. Therefore, one needs to 

consider the time evolution of magnetization given by Landau Lifshitz Gilbert (LLG) 

equation [62]. The equation of motion of a magnetic moment under the applied magnetic 

field as given by Landau–Lifshitz–Gilbert (LLG) equation is –  

                                            
𝑑�⃗⃗� 

𝑑𝑡
= −|𝛾|�⃗⃗� × �⃗⃗� 𝑒𝑓𝑓 +  𝛼�⃗⃗�  × 

𝑑�⃗⃗� 

𝑑𝑡
                               (1.22) 

where, M is the magnetization vector, γ is the gyromagnetic ratio, and α is the Gilbert  

damping constant representing the dissipative relaxation mechanisms present in the system. 

He f f is given as -  

𝐻𝑒𝑓𝑓 = −𝜇0
−1  

𝜕𝐸

𝜕𝑀
      (1.23) 

The first term of the Eq. (1.22) gives the precession the magnetization vector along the 

direction of Heff. The second term describes the damping term which produces magnetization 
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relaxation towards the magnetic field as shown in Figure 1.15. During the damping process, 

the spins of the system precess and transfers the energy to the oscillations of the lattice of the 

bulk. This process may occur via spin-lattice or spin-orbit coupling. This LLG equation is in 

general used to simulate the hysteresis and domain structures in many simulating programs 

like Object Oriented Micromagnetic Framework (OOMMF) [63]. In this thesis work, we 

have performed OOMMF simulations to understand the magnetization reversal for 

multilayers which had random anisotropy along with uniaxial anisotropy. In                         

Co (10 nm)/AlOX (t nm)/Co (10 nm) [where t = 3, 8, and 90 nm] multilayers it was used to 

understand the domain structure and layer-by-layer magnetization reversal of the system. It 

was also used to understand the formation of 360° DWs in multilayers of                   

[Co80Fe20 (1.8 nm)/Al2O3 (3 nm)]9 by changing the values of random and uniaxial anisotropy 

of the system. 

 

Figure 1.15: Schematic showing the precession and damping of magnetization vector. 
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Chapter 2 : Experimental Techniques 
 

In this chapter, the experimental techniques used to prepare and characterize the structural 

and magnetic properties of the samples are discussed. The continuous thin films of Co/AlOX 

were prepared by magnetron sputtering. The discontinuous [Co80Fe20/Al2O3]9 multilayers 

were prepared by focussed ion beam (FIB) sputtering. The structural properties of the films 

were studied by using X- Ray Reflectivity (XRR) and Atomic Force Microscopy (AFM). To 

investigate the magnetic properties Magneto-Optic Kerr Effect (MOKE) based microscopy 

was used as major technique complemented by Polarized Neutron Reflectivity (PNR) and 

Superconducting Quantum Interference Device (SQUID). 

2.1 Thin Film Deposition techniques: 

The various methods for thin film deposition techniques can be broadly classified into 

two groups: 

(a) Chemical Vapour Deposition (CVD) - In this process, thin films are grown by introducing 

volatile precursors in their vapor phase into the reaction chamber which react or decompose 

generally on a heated substrate. Various types of CVD process exist such as thermal (heat-

assisted reactions), photo-assisted CVD (reactions promoted by higher frequency radiation 

such as UV light) and plasma-enhanced CVD (PECVD) etc.  

(b) Physical Vapour Deposition (PVD) - In this process, the deposition material in solid form 

is vaporized or sputtered to form a flux of atoms or molecules, in a vacuum or low-pressure 

gaseous environment and is deposited on the substrate. The main categories for PVD are 

vacuum evaporation, sputtering and ion platting. The samples in this thesis were prepared by 

sputtering. Sputtering has several advantages over other techniques. The most important is 

that, it can be used to deposit any material, irrespective of its conductivity. It can be used to 
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deposit metals (conducting) as well as dielectrics. Metals can be sputtered using direct current 

(DC) sputtering. However, insulators or dielectrics, which are difficult to deposit using 

evaporation technique due to their high melting point, can be deposited using radio frequency 

(RF) sputtering. Other advantages of sputtering are -    

(1) to prepare films with high uniformity of thickness over a larger area; (2) to have good 

adhesion to the substrate; (3) to obtain better reproducibility of films; (4) to achieve films 

with a same stoichiometry of the original target (5) the ability to control film thickness in a 

simple manner. 

2.1.1 Sputtering: 

 Sputtering is the process in which energetic ions produced from the gaseous plasma 

are bombarded to the target material and gets deposited on everything which is kept in their 

line-of-sight. The schematic of sputtering is shown in Figure 2.1. In our deposition unit, inert 

argon gas is used to create a plasma of argon ions. A negative voltage is applied to the target 

(cathode) which results in the formation of gaseous plasma. The positive argon ions from the 

plasma are accelerated to the negatively biased target. Due to the momentum transfer that 

occurs between the ions and sputter target, the atoms/ molecules get ejected along with the 

secondary electrons. These sputtered or ejected particles then get deposited on the substrate. 

The secondary electrons help in further ionizing the argon atoms which contributes in 

maintaining the plasma, thus making the sputtering process a self-sustained process.  
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Figure 2.1: Schematic for sputtering deposition technique. 

Various types of sputtering method exist depending on the requirement of the thin 

film preparation. The sputtering process explained above describes the DC diode sputtering. 

However, one cannot use DC sputtering for insulators as the positive charge will build up on 

the target surface resulting in plasma extinguishment. This can be avoided by using an 

alternating radio frequency (RF) power supply. For the negative half of the cycle i.e. when 

the target is negatively biased, the positively charged argon ions gets attracted to the target 

and results in its sputtering and creating a positive charge on the target surface. In the positive 

half of the cycle, (i.e. when the target is positively biased) the electrons from the plasma get 

attracted to the target and neutralize it. Since the sputtering occurs only on one-half of the 

cycle, the rate for the RF sputtering is generally low compared to the DC sputtering. It should 

be noted that RF sputtering can be used for both metals and insulators.  

For the preparation of the compound thin film, reactive gasses like oxygen or nitrogen 

can be used instead of inert gas to sputter the target material. This mode of sputtering is 

called reactive sputtering. In this process, the sputtered atoms react with the gasses to form 

the oxide or nitride films. 
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 In conventional sputtering (diode sputtering), the rate of deposition is very less and it 

needs a high density of plasma which means that high argon pressure is required. To 

overcome this magnetron sputtering is used, where a permanent magnet is placed behind the 

target. In this method, the electric field applied to the target is perpendicular to the magnetic 

field. The trick of the magnetron is to use the magnetic field to trap the ejected secondary 

electrons which allow having (a) sputtering at low pressure and (b) high density of plasma 

resulting in better deposition rate. Conventionally, the magnet is designed such that one pole 

of the magnet is at the central axis of the target and the other is formed by the magnet at the 

outer ring of the target. The initial design for the magnetron sputtering was the one with 

balanced magnetron configuration, where the strength of the magnetic poles at the central 

axis and at the outer rings are equal and hence cancel each other [64]. However, in this 

configuration, the major drawback is that the plasma is confined to the vicinity of the target. 

This can be overcome by using an unbalanced magnetron where the strength of the poles are 

different resulting in some uncompensated flux directed towards the substrate. In this way, 

the plasma density gets enhanced in the vicinity of the substrate and eventually the ion 

bombardment also increase onto the substrate. Figure 2.2 shows the difference between the 

balanced and unbalanced magnetron configuration. Magnetron sputtering can be used in both 

DC and RF sputtering.  
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Figure 2.2: Schematic showing the (a) balanced magnetron configuration and (b) 

unbalanced magnetron configuration [64]. 

 We have used DC magnetron sputtering for the preparation of Co thin films and RF 

magnetron sputtering for AlOX thin films. It should be noted that since AlOX is an insulator, 

therefore, RF sputtering was used to avoid the build-up of charges on the target surface. 

Another method for sputtering is to use focussed ion beams (FIB) for sputtering. This 

technique was used to prepare Discontinuous Metal Insulator Multilayers (DMIMs) of 

structure: Glass/Al2O3 (3 nm) [Co80Fe20 (tn)/Al2O3 (3 nm)]m with tn = 1.3 and 1.8 nm and m  = 

10 and 9, respectively. tn refers to the nominal thickness of Co80Fe20 layer. A part of this 

thesis is focussed on investigating the magnetization reversal of these films. These samples 

were prepared by focused Xe- ion beam sputtering by the group of Prof. P. P. Freitas at 

INESC, Lisbon, Portugal. The films prepared with tn = 1.3 nm was below the in-plane 

percolation limit of the CoFe film. This behaves as an ensemble of single domain 

nanoparticles on Al2O3 matrix showing superferromagnetic behavior [7]. However, it should 

be noted that tn = 1.8 nm was above the percolation limit of CoFe thickness (1.4 nm) and 

hence is continuous. The deposition was performed at 200° C with a rate of 0.012 and 0.032 

nm/s, for Al2O3 and Co80Fe20 layer, respectively. The details of the preparation can be found 

in references [65, 155]. 
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2.1.2 Sample preparation using magnetron sputtering at NISER: 

   

 

Figure 2.3: Outer view of the Multi-deposition UHV system at NISER procured from 

Mantis Deposition Ltd, U.K showing its various units. The 4 pocket e-beam 

evaporator is situated behind the Nanogen unit and hence is not visible. 

The sputtering system used to prepare Co/AlOX thin films is a multi-deposition unit of the 

QPrep series from Mantis Deposition Ltd, U.K (Figure 2.3). The main chamber of the 

deposition unit is equipped with a load lock. This helps in transferring the sample to the main 

chamber without breaking its vacuum. In addition to the backing pump, the load lock, and the 

main chambers have separate turbo-molecular pumps so that the pressure of the system can 

be pumped down to UHV range.  
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The deposition unit contains- 

(i) 3 DC and 2 RF unbalanced magnetron sputtering guns. 

(ii) Two thermal evaporation sources where the target in the form of powder or pellet    

can be evaporated by resistive heating. 

(iii)  A 4 pocket e-beam evaporator where the electron beam is used to heat the 

crucibles for evaporating the materials for thin film deposition.  

(iv) A nano-particle generator called ‘Nanogen’ which can produce nanoparticles 

inside the chamber under vacuum conditions. It should be noted the Nanogen is based 

on the principle of "terminated gas condensation" [66] or “Terminated cluster growth” 

process [67] in which the atoms produced by the sputtering is cooled down via 

collisions with inert gas atoms at high pressure leading to the agglomeration and 

formation of nanoparticles. 

(v) Mat60 unit which can be used for producing the nascent oxygen from the plasma 

of the molecular oxygen gas for preparing oxide based materials. 

In the QPrep deposition system, each unit has its own shutter to prevent it from 

contamination of other materials during deposition. The substrate table is positioned on the 

top of the main chamber such that it is at the focus point of all the above mention units. Due 

to this geometrical construction of the main chamber, the angle between the substrate normal 

and the incident flux from the target are at 30 and is 45 w.r.t to the substrate plane 

(horizontal), except for thermal deposition which is at normal incidence. This oblique 

configuration of targets w.r.t to substrate normal leads to the growth induced magnetic 

uniaxial anisotropy in the deposited thin films [6]. Therefore, all the multilayers Co/AlOX 

prepared for our investigation had uniaxial anisotropy. This will be discussed in detail in 

chapter 3. The substrate table can be rotated up to 20 rpm to have a uniform thickness. It can 

be heated up to 800 C by four halogen lamps present in the substrate table unit. The samples 
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were prepared on p and n-type doped Si (100) substrates. Prior to deposition, the Si (100) 

substrates were cleaned in acetone followed by isopropanol for 5 minutes each using an 

ultrasonic cleaner. It was then blow dried using nitrogen gas (5N purity). Next, the cleaned 

substrates were mounted inside the deposition chamber and were plasma cleaned for 30 

seconds with Ar+ prior to deposition. This was performed to remove any additional impurity 

if present on the substrate surface. However, the cleaned substrates of Si will still have the 

native SiO2 layer. The parameters for plasma cleaning were pressure = 1.5 × 10−2 mbar, Ar 

flow = 75 sccm and RF power = 40 W. The AlOX layers were deposited at the rate of 0.07Å/s 

at 3×10-3 mbar of Ar+ pressure by RF magnetron sputtering with power of 120 W. The Co 

layer was deposited at the rate of 0.22 Å/s at 4 ×10-3 mbar of Ar+ pressure by DC sputtering 

with power of 56 W.   

Co thin film with sample structure of AlOX (3 nm)/Co (t nm)/AlOX (3 nm) were 

prepared where t = 3.5 and 10 nm, to study the magnetization reversal and the domain 

structures. To overcome the anisotropy due to oblique deposition, the samples with t =10 nm 

of Co thickness were rotated with 10 and 20 rpm of substrate rotation () throughout during 

the preparation. The magnetization relaxation and domain structures were studied in all these 

samples to understand the effect of the substrate rotation. The multilayers of structure      

AlOX (3 nm)/ Co (10 nm)/ AlOX (t nm)/ Co (10 nm)/ AlOX (3 nm) studied in this thesis were 

prepared on Si (100) substrates at room temperature. These                                        

Co(10nm)/ AlOX (t nm)/Co(10 nm) multilayers were prepared to investigate the effect of 

interlayer coupling by changing the spacer AlOX thickness from 3 to 270 nm.  

2.2 Atomic Force Microscopy (AFM): 

In this thesis work, atomic force microscope (AFM) was used to study the surface 

morphology and grain structure of the Co thin films. AFM was invented in 1986 by Binnig, 
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Quate and Gerber [68] to extend the use of scanning tunneling microscopy (STM) for 

insulating samples. 

  
 

Figure 2.4: Schematic of Atomic Force Microscopy (AFM) 

Figure 2.4 shows the schematic of an AFM set up.  An AFM consists of a sharp probe 

(tip) made up of Si or silicon nitride integrated on a cantilever spring on which the light from 

laser falls on the cantilever and is reflected to a photodetector. The tip is scanned over the 

surface and depending on the distances between the tip and the sample surface, the 

interaction will be either long range attractive or short range repulsive forces. Therefore, any 

change of the surface height will change the force experienced on it and hence will deflect the 

cantilever accordingly. This deflection in the cantilever is measured by reflecting the laser 

beam to a 4-segment photodetector. The change in the intensity of the photodetector gives the 

topography of the surface. To maintain a constant sample to tip separation and to avoid any 

damage due to the sample - tip collision, an electronic feedback is given during the scanning 

of the surface. This feedback helps to maintain a constant force of interaction between the 

sample and the tip by using the piezo scanner. 
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Figure 2.5: Graph showing the force of interaction between the tip and sample surface 

vs the distance between them [69]. 

AFM measurements can be performed in different modes – static mode (contact 

mode) and dynamic mode (tapping mode and non-contact mode), operating at various 

interaction forces depending on the tip to sample distance as shown in Figure 2.5. In contact 

mode, the tip is scanned in close contact over the sample surface. The force on the tip is in 

the repulsive region of the probe surface interaction as shown in Figure 2.5. In non-contact 

mode, the tip is held at a height of few nanometres above the sample surface such that the tip 

is close to the surface but does not touch it. Therefore, the tip experiences attractive Van der 

Waals forces from the sample and works in the attractive regime of the curve shown in Figure 

2.5. However, it should be noted that the attractive forces in non-contact mode are weaker 

than that of contact mode. The measurements in this thesis were performed using tapping 

mode where the large amplitude of oscillations of the cantilever occurs. As the tip gets closer 

to the sample surface the forces acting on the cantilever results in the decrease in the 

oscillation’s amplitude. In this mode, it is required to have constant oscillation amplitude 

over the sample. This is achieved by the feedback loop which maintains the constant distance 



41 
 

between the sample surface and the tip. The feedback loop applies a voltage to the piezo 

which changes the cantilever height to maintain its constant distance from the sample surface 

and allows to acquire the topographic image of the sample. 

The AFM Nano-observer from Concept Scientific Instrument (CSI) has been used to 

investigate the surface topography and the grain size of the Co films prepared with different 

substrate rotation. The measurements were performed in tapping mode. The tips used for the 

measurements were from AppNano which were made of Si having radius less than 10 nm. 

The force constant and the resonance frequency of the cantilever was 0.6 – 3.7 N/m and 43 – 

81 kHz, respectively. 

2.3 Secondary Ion Mass Spectroscopy (SIMS): 

Secondary ion mass spectrometry (SIMS) technique uses focused primary ion beam 

(Cs+, O- , O2
+, Ar+) of energy 0.5 -20 KeV to sputter off the sample surface and then 

analyzing the emitted secondary ions by ion mass spectroscopy.  It can detect elements from 

hydrogen to uranium with the elemental detection limits ranging from parts per million to 

parts per billion which makes it the most surface sensitive technique. It can also measure 

isotopic ratios to a precision of 0.5 to 0.05% [70]. The primary beam on interaction with the 

sample results in sputtering of mostly neutron atoms or molecules, out of which a small 

percentage is ionized (Figure 2.6). To determine the elemental or isotopic composition, a 

mass spectrometer is used to measure the mass/charge ratios of the secondary ions. 

Depending on the dose of the primary ion, SIMS can be classified as static or dynamic SIMS. 

If the dose of the primary ion is such that the damage to the surface is negligible and 

considered to be non-destructive then it is called static SIMS. However, if the large dose of 

the primary ions per unit area is used to sputter into the bulk of the sample, then it is called 

dynamic SIMS. This mode of operation can be used for obtaining the chemical depth profiles 

of the system [71, 72]. 
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Figure 2.6: Schematic showing the effect of the bombardment of the primary beam on 

the sample. It produces neutral particles and secondary ions from the sample surface. 

Image adapted from [73].   

SIMS measurements were performed on Co/AlOX trilayers in dynamic time-of-flight mode to 

acquire the depth profile and interface of the layers. The measurements were performed using 

ION-TOF GmbH, at National Physical Laboratory, New Delhi. In order to get information 

about the depth, the time axis (x-axis) is calibrated or converted to the depth of the film by 

using a profilometer. In this case, the sputter crater depth is measured by the profilometer by 

dragging a stylus across the crater and noting vertical deflections. 
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Figure 2.7: Schematic showing the components of SIMS [74]. 

 Typical components of SIMS are shown in Figure 2.7. It consists of a primary ion gun 

which generates the primary ion beam using electron ionization of noble gasses or by surface 

ionization or by liquid metal ion gun. Since we had multilayers of Co/AlOX, the Cs+
 ions 

were used as primary beam to enhance the yield of electronegative O element. The energy of 

the Cs+ ion beam was 25 KeV.  The primary beam generated from the source is then 

accelerated and focused onto the sample by the primary ion column. A typical column 

consists of a mass filter, apertures, lenses and deflection plates. The mass filters allow 

removing the impurities in the ion beam. The shape of the primary beam and intensity is 

controlled by the electrostatic lenses and the apertures. The deflection plates help to steer the 

primary ion beam in passing through the center of the lenses, in positioning the beam, and in 

raster scanning the beam. It is then allowed to interact with the sample kept in a high vacuum 

in the sample chamber. The secondary ions produced are then extracted by into time-of-flight 

(TOF) mass analyzer by applying a high extraction voltage between the sample and the 
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extraction lens. It is very important to keep the potential difference between the sample and 

the extraction (immersion) lens to be constant in order to obtain a constant ion beam current. 

In the TOF mode of mass spectrometry, the ions with the same energy but different masses 

travel with different velocities. The generated ions are accelerated to a common energy by an 

electrostatic field which then travel over a drift path to the detector. In this way, the ions with 

different masses arrive at different time at the detector due to their variable velocities. 

Therefore in the TOF mode by measuring the flight time for each ion one can easily calculate 

its mass. 

2.4 X-Ray Reflectivity (XRR):  

X-rays are a powerful non-destructive tool to study the microstructural properties of 

the thin films since its wavelength is comparable to the interatomic distances in solids. It can 

be used in diffraction or in reflectivity mode following Bragg’s law:  

                            𝑛𝜆 = 2𝑑 sin 𝜃    (2. 1) 

where, 𝑑 is the distance between adjacent atomic planes in solid, λ is the wavelength of x-

rays and 𝑛 is an integer that gives the order of interference. In diffraction mode it is used to 

obtain crystallographic information like lattice strain, crystal size and orientation relationship 

of a thin-film material. In reflectivity mode it can be used to find the thin film parameters like 

thickness of the layer and multilayers, density, and surface or interface roughness [75, 76]. 

XRR measurements can be performed on any thin film irrespective of its crystallinity i.e. it 

can be used on crystalline as well as amorphous thin films with the depth resolution from few 

atomic layers to several hundred nanometres. In this thesis XRR measurements were 

performed to find the thickness and roughness of the sample. These parameters were then 

used for analyzing the data obtained from polarized neutron reflectometry to find the 

magnetization depth profile of the multilayers. 
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The measurements were performed at JCNS, Forschungszentrum, Jülich using Bruker 

D8 with Cu K radiation of wavelength 0.154 nm in specular reflectivity geometry where the 

angle of incident is equal to the angle of reflection as shown in Figure 2.8. It should be noted 

that the angle of incidence and reflection is defined here with respect to the surface plane. In 

this mode, the X-ray beam is reflected from the sample at the gazing angle θ and the intensity 

of the reflected beam is recorded by the detector at an angle of 2θ. In this mode one measures 

the momentum transfer vector q = kr - ki along the surface normal as shown in Figure 2.8. 

 

Figure 2.8: Scattering geometry for x-ray reflectivity. θi and θf are the angles of 

incidence and angle of reflection. ki and kr  are the wave vectors of the incident and 

reflected beam. The momentum transfer vector is shown as q. 

In x-ray reflectivity, the incident x-rays are reflected from the top and bottom 

interface of the films due to the change/difference in electron density which changes the 

refractive index of the medium. This leads to the formation of the interference pattern. 

Similar to Bragg’s condition in diffraction (Eq. 2.1), constructive and destructive interference 

pattern gives rise to fringes which in this case are called as Kessing fringes. Using Bragg’s 

law of diffraction, the thickness of the thin film can be calculated [76]. 

In the following section, the basic principles of x-ray reflectivity are briefly discussed. 

Consider an electromagnetic wave propagating through a medium of refractive index n(r). 

Considering, the N atoms per unit cell as harmonic oscillators having resonance frequencies 

ωj, the refractive index is given by [77]-  
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             𝑛(𝒓) = 1 + 𝑁
𝑒2

𝜀0𝑚
∑

𝑓𝑗(𝜔)

𝜔𝑗
2− 𝜔2−2𝑖𝜔𝜂𝑗

𝑁
𝑗=1                        (2.2) 

where ω is the frequency of the incoming wave, e and m are the charge and mass of the 

electron, respectively. The ηj is the damping factor and the form factor fj is the forced 

oscillation strength of the jth atom. fj is a complex number and can be expressed as, 𝑓𝑗 =

 𝑓𝑗
0 + 𝑓𝑗

ˈ(𝐸) + 𝑖 𝑓𝑗
ˈˈ(𝐸), where 𝑓𝑗

׳
(𝐸) and 𝑓𝑗

׳׳
(𝐸) are dispersion and absorption corrections 

dependent on the energy of the radiation, respectively [77]. Since for x-rays ω > 𝜔𝑗 , the 

refractive index can be rewritten as – 

          𝑛(𝒓) = 1 − 𝛿(𝒓) + 𝑖𝛽(𝒓)          (2.3) 

where, 

 𝛿(𝒓) =   
𝜆2
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            𝛽(𝒓) =  
𝜆2
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𝜚(𝒓)∑

𝑓𝑗
ˈˈ(𝐸)

𝑍
= 

𝜆

4𝜋

𝑁
𝑗=1 µ(𝒓)     (2.5) 

𝜚(𝒓) = 𝑟𝑒𝜌(𝒓) is the scattering length density , 𝑟𝑒 is the classical radius , ρ(r) is the electron 

density and ∑ 𝑍𝑗  = 𝑍𝑗  is the total number of electrons present in the unitcell [77]. Now 

neglecting 𝑓𝑗
ˈ(𝐸) and approximating 𝑓𝑗

0 (E) ~ 𝑍𝑗, Eqn. (2.2) may be rewritten as- 

𝑛 (𝒓) = 1 −
𝜆2

2𝜋
 𝜌(𝒓) + 𝑖

𝜆

4𝜋
µ(𝒓)               (2.6) 

where µ(𝒓) is the linear absorption coeffeiceint. Typically, δ is of the order 10-6 and β is 

another one or two order of magnitude below this, therefore the refractive index for x-rays are 

slightly less than unity. Therefore, when x rays passes from air (n = 1) to a medium (n < 1) of 

higher electron density, at very small angles, it is possible to have total external reflection of 

the x ray beam. Hence the critical angle below which the total internal reflection occurs can 

be found by applying Snell–Descartes’ - 

                     cos 𝜃𝑐 = 𝑛 = 1 −  𝛿                                     (2.7) 
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Since, for x-ray reflectivity measurements, the critical angle for total external reflection is 

very small therefore, cos 𝜃𝑐 can be approximated as 1 − 
𝜃𝑐

2

2
⁄ . As mentioned earlier, the 

value of 𝛿 is very small, therefore Eq. 2.7 becomes  

                               𝜃𝑐
2 = 2𝛿                                   (2.8) 

Therefore, for all incident angle less than 𝜃𝑐, total external reflection occurs as a plataue in 

the reflectivity curve. For scattering experiments, it is convenient to work in reciprocal space 

where the incident and reflected waves are described by their wave vectors 𝒌𝒊 and 𝒌𝒓 and the 

scattering vector q as shown in Figure 2.8. The momentum transfer vectors are -  

       𝑞𝑧 = 
2𝜋

𝜆
 (sin 𝜃𝑖 + sin 𝜃𝑓)        (2.9) 

   𝑞𝑥 = 
2𝜋

𝜆
 (cos 𝜃𝑖 − cos 𝜃𝑓)                  (2.10) 

Where, the z-axis is along the surface normal and x-axis lies in the plane parallel to the 

surface. Therefore, in this geometry, 𝑞𝑦 = 0. For specular reflection of x rays we have, 𝜃𝑖 =

 𝜃𝑓 =  𝜃. Hence,  

              𝑞𝑧 = 
4𝜋

𝜆
 (sin 𝜃) = 2𝑘 sin 𝜃                         (2.11) 

Therefore, the total external reflection will occur for critical wave vector transfer at 

𝑞𝑐 = 2𝑘 sin 𝜃𝑐. Using eq. 2.8 and using the approximate value of δ, one gets the relation 

between the scattering length density and critical wave vector as follows - 

𝑞𝑐 = √16𝜋𝜌    (2.12) 

It should be noted that, critical wave vector depends only on the material properties.  
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Let us now discuss the case when the reflectivity of the x-rays incident on a smooth 

surface, it then gets split into reflected and the transmitted wave having wave vectors 𝒌𝒓 and 

𝒌𝒕. Since the refractive index for air is unity, the Fresnel coefficients for reflection (r) and 

transmission (t) will be same for s and p polarized light [78] given as: 𝑟 =  
𝑘𝑖− 𝑘𝑡 

𝑘𝑖+ 𝑘𝑡
 and 𝑡 =

 
2𝑘𝑖

𝑘𝑖+ 𝑘𝑡
. Therefore the intensity of the reflected radiation (R) is given as -  

𝑅 =  |𝑟2| = |
𝑞𝑧− √𝑞𝑧

2− 𝑞𝑐
2+2𝑖(2𝑘)2 𝛽

𝑞𝑧+√𝑞𝑧
2− 𝑞𝑐

2+2𝑖(2𝑘)2 𝛽

|

2

                 (2.13) 

It can be observed from Eq. (2.13), for 𝑞𝑧 ≫ 𝑞𝑐, the reflectivity curve follows 
1

𝑞4 power law. 

For multilayers or superlattices, the reflectivity is calculated such that at each interface 

boundary conditions are satisfied. The reflection and transmission coefficients at each 

interface are added together to give the overall reflectivity and transmission coefficients. This 

can be calculation by using Parratt’s recursion formula [79] or by using the matrix 

calculation. 

2.5 Cross-section Transmission Electron Microscope (TEM):  

Transmission electron microscope uses electron beam to image the morphology, 

microstructural properties like dislocations, grain boundaries etc. The working principle of 

TEM is similar to that of optical microscope with the difference that the light beam is 

replaced by an electron beam. TEM basically consists of (a) an illuminating system 

consisting of an electron gun producing electron beam by application of high voltage, (b) 

condenser system to produce focused monochromatic electron beam and (c) image recording 

system. The focussed electron beam on interacting with sample will result mostly in 

transmission and a part will be scattered. The transmitted beam then passes through the 

objective lenses to form the image. This image can be enlarged using the intermediate and 
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projector lenses before being projected onto the phosphor screen. The working principle and 

details of the TEM can be found in detail in Ref [80]. TEM can be performed in two ways – 

planar and cross-sectional. In this work cross sectional TEM are performed to investigate the 

microstructural properties of all layers of the sample. For this purpose, samples for 

performing cross-sectional TEM is prepared by cutting it in the plane and joining the two 

pieces by the glue. The samples are then thinned by mechanical polishing ion milling to the 

surface perpendicular to the surface of interest. To investigate the crystallinity of the samples, 

cross sectional TEM was performed on                                                                                     

Si (100)/ AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm) and                      

Si (100)/ AlOX (3 nm)/Co (10 nm)/AlOX (23 nm)/Co (10 nm)/AlOX (3 nm) samples using 

JEOL-2010, at Institute of Physics, Bhubaneswar. 

2.6 Superconducting Quantum Interference Device (SQUID) 

magnetometer: 

SQUID magnetometers made up of superconducting coils (pick-up coils) and 

superconducting quantum interference device (SQUID) as flux detector can be used to 

measure magnetic sensitivity of the order of 10-7 emu (10-10 Am2). SQUID consists of two 

superconductors separated by thin insulating layers to form two parallel Josephson junctions. 

The electrical current density through a Josephson junction depends on the phase difference 

Δφ of the two superconducting wave functions. The voltage across the junction can be 

calculated by taking the time derivative of the Δφ. This phase difference, Δφ will be also 

affected by the magnetic flux Φ passing through a superconducting ring. Hence, magnetic 

flux can be converted to an electrical voltage. Therefore, in SQUID magnetometers one does 

not directly measures the magnetization of the sample. The sample is placed in 

superconducting sensing coil, which is coupled through superconducting circuitry to the 

SQUID device (Figure 2.9). A superconducting electromagnet is used to generate magnetic 
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field.  The sample vibrates up and down through the superconducting coils (pick-up coil). 

The magnetic moment of the sample produces a magnetic flux in the pick-up coil and hence 

induces an electric current in the detection coil. Any change in the detection coil will produce 

a persistent current in the detection circuit which will be proportional to the magnetic flux. 

Since the SQUID device can function as a magnetic flux to voltage converter, the variation in 

the current in the detection circuit produces the corresponding variations in SQUID output 

voltage which is proportional to the magnetic moment of the sample.  

 

Figure 2.9: Schematic showing the geometry of the pick-up coil of the SQUID. The 

graph on the right shows the theoretical behaviour of magnetic dipole with respect to 

sample length [81]. 

 

 The samples measured in this thesis were performed on MPSM SQUID VSM 

EverCool system from Quantum Design at JCNS, Forschungszentrum, Jülich and by VSM at 

IIT Guwahati. The M vs H measurements were performed at room temperature for easy and 

hard axis to know the magnetic moment and to calculate the anisotropy of the system.  
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2.7 Magneto- Optic Kerr Effect (MOKE) fundamentals- 

Magneto-Optic Kerr Effect (MOKE) is the change in polarization or intensity of the incident 

polarized light after being reflected from the surface of a magnetic sample [82]. It is similar 

to Faraday Effect, with the difference that in the later the change in polarization of the 

linearly polarized light occurs when the light is transmitted through the magnetic medium 

[83]. Depending on the detector at the end signal, MOKE can be used as magnetometer as 

well as microscope to view the domains in the magnetic thin films and multilayers. Apart 

from MOKE several other techniques like SQUID, MFM exists for studying the magnetic 

properties. However, MOKE is a popular technique to study magnetic properties of thin films 

and multilayers because of several advantages including the sensitivity down to monolayer 

resolution [84], high temporal and spatial resolution and its low cost. The time needed to 

measure a hysteresis loop and the acquisition of domain image in MOKE is significantly less 

compared to SQUID. However, it should be noted that the MOKE probes the magnetic 

properties locally whereas SQUID gives the magnetization from the whole sample. Even 

though, the resolution of the domain imaging using MOKE is limited by the wavelength of 

the visible light compared to other electron based techniques like Lorentz microscopy, 

Scanning electron microscopy with polarisation analysis (SEMPA) etc., yet the simplicity to 

combine it with in-situ experiments and low cost makes it a popular tool for studying the 

magnetic properties and domain imaging.  
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Figure 2.10: Schematic of MOKE showing the formation of elliptically polarized light 

from the incident linearly s-polarized light. The minor and major axes of the ellipse 

has been marked as ‘a’ and ‘b’, respectively [85]. 

Microscopically, MOKE description can be interpreted as circular birefringence. 

Linearly polarized light can be considered to be a superimposition of left and right circularly 

polarized light having same magnitude of angular momentum and opposite helicity. This 

light when incident on the non-magnetic thin film, will drive the electron in left and right 

circular motion with equal radius. The radius is proportional to the electric dipole moment. In 

presence of magnetic sample, an additional Lorentz force (𝐹 = 𝑞[𝐸 + (𝑣 × 𝐵)]) acts on the 

electrons. This force points toward or away from the circle’s centre for left or right circular 

motion, resulting in unequal radius of left and right circularly polarized light. The difference 

in the radii of the left – circularly and right-circularly polarized modes will give different 

dielectric constants resulting in the rotation of plane polarised light with Kerr rotation (K) 

and ellipticity (K) [86]. Figure 2.10 shows the change of linearly polarized light to 

elliptically polarized light with rotation (K) and ellipticity (K) on being reflected from the 

magnetic sample. The rotation (K) is defined as the angle between the direction of 

polarization of incident beam and the major axis of the reflected elliptically polarized light. 
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Kerr ellipticity is defined as the ratio of major axis (b) to minor axis (a) of the ellipse i.e K = 

arctan(b/a). This Kerr rotation and ellipticity is proportional to the magnetization of the 

sample and varies linearly with it. However, macroscopically, the magneto-optic Kerr effect 

can be described by the dielectric properties of a medium. The dielectric property of a 

medium, characterized by a 3 × 3 tensor (𝜀𝑖𝑗 with i, j = 1, 2, 3) can be decomposed into a 

symmetric and anti-symmetric part. The symmetric part of the dielectric tensor does not 

contribute to the magneto-optic effect and have equal diagonal elements for proper choice of 

coordinates. The antisymmetric off diagonal part of the dielectric tensor gives rise to 

magneto-optic effects. Therefore, the dielectric tensor describing the magnetic material is 

given as-  

𝜀̃ =  𝜀 (

1 −𝑖𝑄𝑣𝑚𝑧 𝑖𝑄𝑣𝑚𝑦

𝑖𝑄𝑣𝑚𝑧 1 −𝑖𝑄𝑣𝑚𝑥

−𝑖𝑄𝑣𝑚𝑦 𝑖𝑄𝑣𝑚𝑥 1
) 

where, 𝑄𝑣 is the Voigt constant and (mx, my, mz) = m is the normalized magnetization vector. 

 

 

Figure 2.11: Different geometries of MOKE: (a) Longitudinal, (b) Transverse, and (c) 

Polar mode. 
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2.7.1 MOKE Geometries:  

There can be three possible geometries for the MOKE classified according to the 

direction of magnetization and the plane of incidence are described below-   

 Longitudinal MOKE - In this configuration the magnetization is parallel to both the 

plane of incidence and the sample surface as shown in Figure 2.11(a). In this effect, 

the linearly s or p - polarized light upon interaction with magnetization of the sample 

give elliptically polarized light and therefore one measures Kerr rotation (K) and 

ellipticity (K) of the reflected light.  

 Transverse MOKE - In this configuration the magnetization is perpendicular to the 

plane of incidence but parallel to the film surface as shown in Figure 2.11(b). 

However, in this transverse configuration one measures the change in intensity of the 

p- polarised after being reflected from the sample. 

 Polar MOKE - This configuration is similar to longitudinal MOKE where the change 

in plane of polarisation and ellipticity is measured but the magnetization vector is 

perpendicular to the plane of the film plane as shown in Figure 2.11(c).   

2.7.2  MOKE magnetometer set up:  

Figure 2.12 shows the general MOKE set up used as magnetometer. Depending on the 

detector at the end signal, MOKE can be used as magnetometer as well as microscope. 
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Figure 2.12: Schematic of MOKE magnetometer set up at NISER. 

In the following section first, a brief description of MOKE set up is given and then the Kerr 

microscope setup is described. In general, the incident light from the laser (L) is s or p 

polarized by using the polarizer before the sample (S). In s-polarized light the electric field 

vector is polarized perpendicular to the plane of incidence where as in p-polarized light, the 

electric filed vector is polarized parallel to the plane of incidence. This polarized light on 

interacting with the sample magnetization becomes elliptically polarized with rotation. The 

reflected light is then allowed to pass through the photo-elastic modulator which acts as 

quarter wave plate to account for the phase shift in the beam. The analyzer is kept at 45˚ w.r.t 

to the principle axis and the signal is detected at the photo detector. The setup has to be 

optimized and can be performed using the Jones Matrix calculation [87]. A room temperature 

MOKE magnetometer from Hinds instrument was used. It had a laser diode of wavelength = 

635 nm. A maximum magnetic field of 100 mT can be applied in the plane of the sample. 

The other optical components were configured as described above. The action of various 

optical components used in MOKE magnetometer can also be expressed in terms of their 

respective Jones' matrices which can be used to optimize the signal to noise ratio of the 

measurements [87]. The matrix representation for polarizer [P] and analyser [A] with major 

transmission axis with the plane of incidence at  and α, respectively can be represented as-  
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𝑃 =  [
𝑐𝑜𝑠2𝛽 𝑠𝑖𝑛𝛽𝑐𝑜𝑠𝛽

𝑠𝑖𝑛𝛽𝑐𝑜𝑠𝛽 𝑠𝑖𝑛2𝛽
]  (2.14) 

      𝐴 =  [ 𝑐𝑜𝑠2𝛼 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼
𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼 𝑠𝑖𝑛2𝛼

]                       (2.15) 

The sample matrix can be represented by [S] –  

          𝑆 =  [
�̃�𝑝 �̃�𝑝𝑠

�̃�𝑠𝑝 �̃�𝑠
]                    (2.16) 

where, the diagonal elements �̃�𝑝 = 𝑟𝑝𝑒
𝑖𝛿𝑝 and  �̃�𝑠 = 𝑟𝑠𝑒

𝑖𝛿𝑠 are independent of magnetization 

and the off-diagonal elements �̃�𝑝𝑠 = − �̃�𝑠𝑝 = 𝑟𝑝𝑠𝑒
𝑖𝛿𝑝𝑠 = − 𝑟𝑠𝑝𝑒

−𝑖𝛿𝑠𝑝 contributes to the 

magneto – optic effects. For the PEM [O] at an angle of 0° or 90° w.r.t to plane of incidence 

is given by- 

    𝑂 = [𝑒
𝑖𝜙 2⁄ 0
0 𝑒−𝑖𝜙 2⁄

]                   (2.17) 

where,𝜙 =  𝜙0 sin𝜔𝑡. Therefore, the reflected amplitude of the electric field vector will be 

given as [87]-  

 [
𝐸𝑝

𝐸𝑆
]
𝑟

= [𝐴][𝑂][𝑆][𝑃] [
𝐸𝑝

𝐸𝑆
]
𝑖

,        (2.18) 

and the signal detected at the photodetector (D) will be given as : 

              𝐼 ∝  |𝐸𝑟|2                       (2.19) 

The MOKE magnetometer from Hinds instrument in our laboratory had PEM with  = 50 

kHz and 𝜙0 = 2.405. For longitudinal MOKE, s-polarized light is used and therefore, 𝛽 =

 𝜋/2, Eq. (2.14) reduces to - 

  𝑃 =  [
0 0
0 1

]              (2.20) 
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And therefore, using Eq. 2.20 in 2.18 gives - 

[
𝐸𝑝

𝐸𝑆
] = [ 𝑐𝑜𝑠2𝛼 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼

𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼 𝑠𝑖𝑛2𝛼
] [𝑒

𝑖𝜙 2⁄ 0
0 𝑒−𝑖𝜙 2⁄

] [
�̃�𝑝 �̃�𝑝𝑠

�̃�𝑠𝑝 �̃�𝑠
] [

0 0
0 1

] [
0
1
]    (2.21) 

As described by Yang et al., the Fresnel reflection coefficients of off-diagonal elements for 

[S] for two media separated by a single boundary can be expressed as [88] –  

�̃�𝑝 = 
𝜇1𝑁2 cos𝜃1− 𝜇2𝑁1 cos𝜃2

𝜇1𝑁2 cos𝜃1+ 𝜇2𝑁1 cos𝜃2
+

𝑖𝜇1𝜇2𝑁1𝑁2 cos𝜃1 sin𝜃2𝑚𝑥𝑄

𝜇1𝑁2 cos𝜃1+ 𝜇2𝑁1 cos𝜃2
           (2.22) 

�̃�𝑝𝑠 = −
𝑖𝜇1𝜇2𝑁1𝑁2 cos𝜃1(𝑚𝑦 sin𝜃2+ 𝑚𝑧 cos𝜃2)

(𝜇1𝑁2 cos𝜃1+ 𝜇2𝑁1 cos𝜃2)(𝜇2𝑁1 cos𝜃1+ 𝜇1𝑁2 cos𝜃2) cos𝜃2
          (2.23) 

 

where, 𝜃1 and 𝜃2are angles of incidence, 𝑁1 and 𝑁2;  𝜇1 and 𝜇2 are the complex refractive 

indices and permittivities of air and the material, respectively. Q is the Voigt constant 

proportional to magnetization, 𝜃1 and 𝜃2 are angle of incident and refraction [88].  

In below analysis, Fourier decomposition of cos(𝜙 (𝑡)) and sin(𝜙 (𝑡)) as: cos(𝜙) =

 𝐽0(𝜙0) + 2∑ 𝐽2𝑚(𝜙0) cos(2𝑚𝜔𝑡)∞
𝑚=1 ,and  sin(𝜙) = 2∑ 𝐽2𝑚+1(𝜙0) sin((2𝑚 + 1)𝜔𝑡)∞

𝑚=0 , 

has been used for PEM matrix expansion respectively. The intensity for the reflected beam 

can be calculated from Eq. (2.21) and then using Eq. (2.19) which gives: 

      𝐼 ∝  𝑟𝑝𝑠
2 𝑐𝑜𝑠2 𝛼 + 𝑟𝑠

2 𝑠𝑖𝑛2 𝛼 + 𝑟𝑠𝑟𝑝𝑠𝑐𝑜𝑠(𝛿𝑝𝑠 − 𝛿𝑠 + 𝜙)sin (2𝛼)                   (2.24) 

Eq. (2.24) shows that the first two terms are constant and can be considered as constant 

background. Considering the intensity upto first harmonic gives as - 

𝐼1 = 𝑟𝑝𝑠
2 𝑐𝑜𝑠2 𝛼 + 𝑟𝑠

2 𝑠𝑖𝑛2 𝛼 + 𝑟𝑝𝑠𝑟𝑠(− sin(𝛿𝑝𝑠 − 𝛿𝑠) 2𝐽1(𝜙0) sin[𝜔𝑡])𝑠𝑖𝑛2𝛼       (2.25) 

Hence, from Eq. (2.25), it can be seen that only longitudinal component (my in present 

discussion as the system co-ordinates described by Yang et al. has been used [88]) affect the 
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intensity of the magnetization.  To know the maximum signal for the MOKE set up we need 

to find the values 𝑟𝑝𝑠   and 𝑟𝑠   from Eq. (2.22) and (2.23). The MOKE set-up in our case had 

 = 50 kHz and 𝜙0 = 2.405, 𝜃1 = 𝜋 4,⁄  and hence from Snell’s law𝜃2 = sin−1[
𝑁1

𝑁2
sin 𝜃1]. 

For simplicity, considering 𝜇1 = 𝜇2 = 1; N1 = 1, N2 = 2.45 + 4.41i, it was calculated that the 

maximum intensity occurred when analyser angle (α) was at 45° and 135°. Hence, the 

measurements in this thesis were performed keeping the analyser angle at 45°. 

2.7.3 Magneto – optic Kerr effect microscopy:  

 

Figure 2.13: Observation of magnetic domains using MOKE microscopy set up [21]. 

The magnetic properties and domain imaging of the samples in this thesis were 

measured using MOKE microscopy. The basic principle for Kerr microscope is similar to that 

of MOKE magnetometer with detector replaced by a camera to obtain the domain images. 

The formation of domains in Kerr microscope is schematically shown in Figure 2.13. The 

light from the source is linearly polarized by the polarizer and then incident on the magnetic 

sample. Let us consider that there are two domains in the sample with the opposite 

magnetization. The magnetization of one domain is along positive x-direction while that of 

the other is in negative x-direction (Figure 2.13).Therefore, polarization of the incident light 

on being reflected from these two domains will be oppositely rotated. Now, if the analyzer 

axis is aligned such that it allows the transmittance of light from the first domain, then this 
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will result a bright intensity in the camera image. However, as the analyzer is now not aligned 

with the polarization axis of the light reflected from the second domain, it will therefore 

appear as dark in the image. Hence, bright and dark contrasts of the domain image 

corresponding to opposite magnetization of the sample are observed.  

 

Figure 2.14: Optical sketch of Kerr microscopy manufactured by Evico Magnetics 

Ltd., Germany [89]. 

The Kerr microscope used to image the domains in this thesis is manufactured by 

Evico Magnetics Ltd., Germany. It is based on the MOKE principle with the detector 

replaced by a camera to image the domains. An external magnetic field can be applied by 

using an electromagnet with a Kepco power source. A maximum of 1300 mT and 900 mT 

magnetic field can be applied for in- plane and out-of-plane of the sample surface, 

respectively. The sample stage can be rotated in plane from 0 to 360° with the step resolution 

of 1 degree. This enables us to study the angle dependent magnetic properties like magnetic 

anisotropy, hysteresis and domain imaging.   

The microscope consists of a Xenon lamp and is based on Köhler illumination 

technique [89]. The Kerr microscope set up schematically is shown in Figure 2.14. The light 

from the xenon lamp is passed through a collector lens to focus on the plane of the aperture 
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diaphragm. This aperture diaphragm can be used to select the sensitivity of the MOKE 

microscopy. For example, for polar Kerr effect the iris diaphragm is placed at centre. 

However, for longitudinal mode, the iris diaphragm is made off-centred and the slit aperture 

is aligned parallel to the plane of the incidence. The light from the slit is allowed to pass 

through the polarizer to have linearly polarized light. It is allowed to fall on the reflector and 

then down to the sample through the objective. The resolution of the microscope is 

determined by the numerical aperture (NA) of the microscope (NA = n sin α), where n is the 

refractive index of the medium between objective and the sample, α is one half angular 

opening of the objective [89]. Hence, to increase the resolution one can use the immersion oil 

having n =1.5 as the medium between the objective lens and the sample. In the present set up 

of Kerr microscope, the highest numerical aperture (1.4) is obtained by using 100X oil 

immersion objective. This gives the maximum resolution depending on the wavelength of the 

light used. The light from the objective is reflected back to the beam splitter and then to the 

compensator and analyser. The compensator placed on the reflected side of the light beam 

acts as a variable quarter wave plate. This converts the elliptically polarized light into a 

linearly polarized one by changing the phase of the constituent orthogonal components 

(ordinary and extraordinary) of the wave [89]. The light intensity is then recorded by the 

CCD camera. It is also possible to measure the hysteresis and record simultaneous domain 

images at each point of the hysteresis. The net grey value of the domain image is proportional 

to the net magnetization. The software also allows for the background subtraction so that the 

effect from topography is reduced. There is also a provision of image contrast enhancement 

in the software which can be used during measurements. Latter the contrast can also be 

increased by using the software Image J. Recently the Kerr microscope was upgraded, where 

the Xenon lamp was replaced by eight LEDs. The measurements performed in this thesis are 

mostly by Xenon lamp.  
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2.8 Polarized Neutron Reflectivity (PNR):  

2.8.1 Introduction: 

 Neutrons are neutral spin half particles. However according to de Broglie theory, they 

can have wavelength of 𝜆 =  ℎ 𝑚𝑣⁄ . Since the wavelength of neutron is comparable to atomic 

spacing therefore, just like x-rays, they can also be used in determination of structural 

information like crystal structure and atomic spacing. However, in contrast to x-rays which 

interact with electrons of the atoms, neutrons interact with the nuclei of the sample via strong 

nuclear forces at short distances. Hence, neutrons are sensitive equally to light and heavy 

atoms; therefore they can distinguish between the different isotopes of the material and have 

better contrast variation for the neighbouring elements of the periodic table as compared to x-

rays. Due to this property neutrons can probe samples containing hydrogen, carbon or oxygen 

next to any other heavier atom. Neutrons being neutral particles have large penetration depth 

and hence can be used to study the bulk properties of the sample and biological materials. 

Since the energies of the thermal neutrons are comparable to the elementary excitations of the 

solids, they can be used to investigate lattice excitations, molecular vibrations and dynamics 

of atomic motion.  

However, the true advantage of neutrons over x-rays lies in the fact the neutrons have 

magnetic moment (𝝁𝑛), it can therefore interact with the magnetic moment of the sample. It 

was first shown by G. P. Flecher that neutrons can be used to probe surface magnetism [90]. 

This makes neutrons a useful tool to probe the magnetic properties like spin ordering, micro-

magnetic structures, magnetic fluctuations, the coupling between different magnetic sites etc. 

Hence, the effective potential of a neutron on interacting with nucleus will have additional 

interaction term of the form 𝑉 𝑚 = −𝝁𝑛. 𝑩 in addition to neutron-nucleus interaction 

potential.  
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It was shown by S. J. Blundell, the neutrons with polarized beam can be used to study 

the magnetization vector profile of a multilayer system [91]. Polarized neutron reflectivity 

(PNR) was used in this thesis to study the magnetization depth profile of Co/AlOX/Co 

trilayers. In the following section we briefly describe the theory and instrument used for 

PNR. 

 

Figure 2.15: Schematic showing the scattering geometry for specular reflectivity of 

spin polarized neutron beam. For specular reflection angle of incidence is equal to 

angle of reflection (𝛼).The y-direction is the non-spin-flip (quantization) axis for the 

neutrons and the x-direction is the spin-flip axis. The scattering vector Q is parallel to 

the z-axis and perpendicular to the surface [92].  

2.8.2 Neutron scattering:  

Considering the wave property of neutrons, it interacts with the materials as a 

continuous solid of refractive index 𝑛. Therefore, standard optical equations for reflectivity 

will also be valid for neutron reflectivity. Hence, for unpolarised neutrons, the refractive 

index will be defined similar to x-rays [92] – 

      𝑛 = 1 −
2𝜋

𝑘2 𝑁𝑏𝑐𝑜ℎ =  1 −
2𝜋

ℏ
𝑉𝑛     (2.26) 
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Where, 𝑏𝑐𝑜ℎ is the coherent scattering length and 𝑉𝑛 is the neutron-nucleus pseudo potential. 

Since neutrons have magnetic moment, the refractive index of a ferromagnetic material will 

be given by –  

𝑛(𝑄) =  1 −
2𝜋

ℏ
(𝑉𝑛 ± 𝑉𝑚)              (2.27) 

 

where, 𝑉𝑚 is the magnetic potential. The sign (+) and (−) stands for the parallel and 

antiparallel alignment of the initial neutron polarization to the magnetization [90]. Eq. (2.27) 

shows that the refractive index of magnetic material depend on the relative orientation of B 

with the neutron spin. Therefore, a bifurcation of refractive index and hence the reflectivity 

occurs in magnetic materials. This allows to analyse the nuclear and magnetic density profile 

in the sample. 

The scattering geometry for a typical reflectometry experiment is shown in Figure 

2.15. For specular reflectivity, angle of incidence (𝛼𝑖) is equal to angle of exit (𝛼𝑓), then the 

scattering vector along normal to the surface (along z axis) is given as: 

𝑄𝑧 = 𝒌𝒇 − 𝒌𝒊 =  
4𝜋 sin𝛼𝑖

𝜆
       (2.28) 

where, 𝒌𝒊 and 𝒌𝒇 are the incident and final wave vectors, respectively. In reflectivity 

measurements, range of 𝑄𝑧 can be spanned either by keeping angle of incidence fixed ( 𝛼𝑖) 

and changing the wavelength, or by choosing a fixed wavelength by and varying the angle of 

incidence ( 𝛼𝑖) [93]. In general, for most of the materials, the reflectivity is unitary up to a 

value of 𝑄𝑐 = √16𝜋𝑁(𝑏𝑐𝑜ℎ ± 𝜌𝑚) of order 0.01Å−1, where 𝑏𝑐𝑜ℎ is the coherent scattering 

length, N is the atomic number density and 𝜌𝑚 is the magnetic scattering length related to the 

magnetic induction of the sample [94]. Therefore, total external reflection occurs for 𝑄𝑧 <

𝑄𝑐. After the plateau of total reflections the neutron reflectivity decreases rapidly with a mean 
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asymptotic 𝑄𝑧
−4 dependence. In a magnetic multilayer system the reflectivity in the 𝑄𝑧 ≫ 𝑄𝑐 

range is well described using the first Born approximation: 

𝑅 ≈  
1

𝑄𝑧
4 |4𝜋 ∑ [(𝑁𝑏)𝑙 − (𝑁𝑏)𝑙−1]

𝐿
𝑙=1 𝑒𝑥𝑝(𝑖𝑄𝑧𝑑𝑙)|

2
  (2.29) 

where dl is the distance of the lth layer's top interface below the surface [ 94].  

Before the neutrons interact with the magnetic sample and the surrounding magnetic 

field the neutron can be considered as a plane wave. Hence the interaction potential will not 

be affected by the lateral coordinates. Therefore, the interaction potential will vary only as a 

function of the depth (along Z axis) which reduces 3 dimensional Schrödinger equation to 1 

dimensional equation. Assuming in-plane magnetization for a magnetic sample, the 

magnetization may point in any in-plane direction at an angle 𝜙 with respect to the scattering 

plane (the applied field is directed perpendicular to the scattering plane). In neutron scattering 

by atoms, two main interactions occur. The first is the short-range nuclear interaction of the 

neutron with the atomic nucleus (the nuclear scattering). The second one is the Zeeman 

interaction of the magnetic moment of the neutron with the magnetic field produced by spin 

and orbital magnetic moments of the electrons. Therefore the effective potential with the ith 

layer of a stratified medium can be expressed as form of-  

                        𝑉𝑖,𝑒𝑓𝑓 = 𝑉𝑖,𝑛 + 𝑉𝑖,𝑚                                          (2.30) 

Where Vn is the nuclear interaction which is spin independent and is given as 
2𝜋ℏ2

𝑚
𝑁𝑏𝑛 , Vm is 

magnetic scattering potential related to the magnetic moment of the neutron and magnetic 

induction of B inside the material which is given as - 

              𝑉 𝑚 = −𝝁𝑛. 𝑩          (2.31) 

Where, 𝑩 = 𝑩𝒔𝒑𝒊𝒏 + 𝑩𝒐𝒓𝒃𝒊𝒕𝒂𝒍. Therefore Eq. 2.30 reduces to -  

               𝑉𝑒𝑓𝑓 =
2𝜋ℏ2

𝑚
𝑁𝑏𝑛 + 𝜇𝑁𝜎 ∙ �⃗�                             (2.32) 

Therefore,  
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   𝑉 ∝ (𝜌𝑛 ± 𝜌𝑚),          (2.33) 

 

where, N is the number density, b is the coherent nuclear scattering length, B is the magnetic 

field of the specimen, m is the mass of the neutron and σ is the operator associated with the 

Pauli-spin matrices and µN is the neutron magnetic moment. The ± in Eq. 2.33 indicates the 

spin up and down states of the incident neutron. Therefore, the scattering-length densities 

(SLD) of a magnetic material are either the sum or the difference of the nuclear (ρn) and 

magnetic (ρm) components. [93].The reflectivity can be calculated by applying the time 

independent Schrödinger equation for the neutron wavefunction inside and outside the 

sample. The neutron wavefunction can be expressed as a linear combination of the two spin 

states of the neutrons given as [93]: 

|𝜓(𝑟)⟩ =|𝜓+(𝑟)|𝜒+⟩ +|𝜓−(𝑟)|𝜒−⟩ = (
𝜓+

𝜓−) 

The equation can be solved by considering the spin dependences of the scattering potential 

and the neutron wave function giving rise to non-spin flip (NSF) and spin flip (SF) scattering. 

The NSF scattering amplitude can be expressed as 𝜌𝑛 ± 𝜌𝑚 cosΦ𝐴 provides the information 

about the magnetization component M parallel or anti-parallel to the applied field. The SF 

channels measures 𝜌𝑚
2  𝑠𝑖𝑛2Φ𝐴 i.e. magnetization perpendicular to the applied field [93]. 

Therefore, the change in effective potential occurs only from the y- component of the sample 

magnetization. The x- component of magnetization, without changing the potential causes a 

perturbation of the polarization and over some optical path length results in the flipping of the 

neutron spin from the (+) to the (-) state or vice versa. Hence, the Y axis is the NSF axis 

along which the magnetic field is applied and the X-axis is the SF-axis which may flip the 

neutrons from one potential to the other. Spin flip is a purely magnetic property and does not 

occur in coherent nuclear scattering. Hence combining the x and y components of 

magnetization vector from NSF and SF, respectively, one can get net magnetization vector 
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[76]. Therefore, the specular reflectivities in the NSF channels (R++ and R−−) are due to 

periodicities of the structure and magnetization components collinear to H, whereas 

reflectivities in the SF channels (𝑅+ − and 𝑅 −+) are exclusively of magnetic origin and 

correspond to in-plane magnetization components perpendicular to H [93].   

2.8.3 Reflectometer instrument: 

A free neutron has a mean life of 900 s, therefore they are produced during 

experiments either by fission of uranium 235 nuclei by a chain reaction or by spallation 

where heavy nuclei are bombarded with high energy protons [95]. The neutrons produced at 

the reactor core is slowed down via inelastic collision by passing them through the 

moderator. This increases their wavelengths such that they are comparable to the interatomic 

spacings of the solids. Such neutrons known as thermal neutrons. The measurements in this 

thesis were performed for Co/AlOX /Co multilayers at TREFF reflectometer at FRM 2, in 

Munich which allows having simultaneous polarization analysis measurements. The 

schematic of the instrument is shown in Figure 2.16. A neutron on interacting with a nucleus 

can either be absorbed or scattered. Therefore neutron guides are required to transfer the 

neutrons away from the reactor to the instrument. For this purpose neutron wave guides made 

up of supermirrors consisting of thin layers of e.g. Ni and Ti enclosing the flight path of a 

neutron is used.  The principle of the neutron guide is based on total the external reflection 

phenomenon which transports the neutrons to the end of the guide without allowing them to 

leave the guide. Spin polarized neutron beams for the experiments are achieved by the use of 

magnetic supermirrors which can provide spatially narrow beams of limited divergence. A 

supermirror (SM) is a stack of multilayers with gradually increasing value of the d (artificial 

periodicity) spacing. Since it is before the sample we call it as polarizer (P1 in Figure 2.16). 

The spin of the neutrons are flipped using the spin flipper (F1 in Figure 2.16) in which the 

neutron polarization vector processes around the flipping filed in accordance to Lamour 
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precession. This precession can be parallel or antiparallel to the field depending on the spin 

state of the neutron. Hence the incident beam can be polarized for up spin or down spin 

accordingly. Now on interaction with the magnetic induction of the sample, the spin state of 

the neutron may change. A second flipper (F2 in Figure 2.16) after the sample verifies 

whether or not the neutron spin has been flipped during the reflectivity process. Hence we 

can have 4 possible cross scattering R++, R--, R+- and R-+ depending on the incident and final 

spin state of the neutron where the first +/- sign stands for incident neutron state and the 

second +/- for the final neutron state. The R++ and R- - are called non-spin flip reflectivity. 

The final polarization state of the neutron is tested via a second supermirror called analyser 

(P2 in Figure 2.16) in the exit beam.  

 

Figure 2.16: Schematic of the reflectometer TREFF at neutron guide NL5-S, FRM II 

in Garching (Top view), F1 and F2 are the Flippers places before and after the sample 

respectively. P1 and P2 are the polarizer and analyser, respectively. [96] 

The reflectivity measurements for Co/AlOX/Co were performed as a function of incident 

angle by keeping the wavelength of the neutrons fixed (4.73 Å). It was then converted to 

reciprocal mapping and hence a plot of scattering vector vs intensity was obtained. This was 
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then fitted using GenX software with the prior information of thickness, density and 

roughness obtained from the x-ray measurements. The fits can give the magnetization depth 

profile of the sample. 
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Chapter 3 : Magnetization reversal and relaxation 

dynamics in Co thin film  
 

3.1 Introduction:  

Understanding and tailoring of anisotropy in magnetic thin films has been interesting due to 

its application in data storage devices and magnetoresistive devices. For optimizing the 

performance of these devices a high uniaxial anisotropy is desired. In particular, in plane 

uniaxial anisotropy is required in magnetoresistive random access memory and read head 

assemblies of the hard drive [97]. From the fundamental point of view, anisotropy plays an 

important role in determining the magnetic properties of thin films. As discussed in     

Chapter 1, various anisotropies such as magnetocrystalline, shape, surface and strain 

anisotropy can contribute to the net anisotropy in magnetic thin films. Anisotropy can be 

induced in a magnetic film by oblique deposition [5], applying a magnetic field during 

deposition, [7] post annealing (annealing in the presence of a magnetic field or magnetic 

annealing) [8] etc. details of which have been discussed in section 1.2.3.5 of Chapter 1. When 

the film is grown with an oblique angle of deposition, the self-shadowing and steering effects 

lead to the chain-like formation of grains giving rise to a preferred direction of anisotropy [5, 

98, 99, 100, 101]. For small angles between the incident beam flux and the substrate normal, 

the easy axis (EA) lies perpendicular to the beam direction [5, 102] but for angles greater 

than 75, the EA gets reoriented in the direction parallel to the incident flux [102]. The net 

anisotropy of the film will depend on the total contribution of the shape anisotropy of the 

grains as well as the inherent magneto-crystalline anisotropy of the system. Hence, the 

surface morphology plays an important role in determining the anisotropy and magnetic 

properties of the film. 
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However, in some applications e.g. in microwave devices [103, 104] and in 

fundamental studies it is desirable to overcome the anisotropy. One method is to rotate the 

substrate so that homogenous thickness and the isotropic thin film is obtained. Kim et al. 

showed that coercive field increases with increasing the rotational speed of the substrate 

[105]. Since the magnetization reversal strongly depends on the microstructure of the 

ferromagnetic films, therefore, it can be different for obliquely grown films and those with 

substrate rotations. It will be shown in this section that substrate rotation induces dispersion 

in anisotropy and hugely affects the switching mechanism, domain structures and also the 

thermally activated relaxation. 

In the data storage and transfer technology, the relaxation rate of the magnetic thin 

films set the limits of the devices' performance. It is also important to know the thermal 

stability of the data storage system. Hence, they may be optimized being aware of the 

contribution of thermal activation energy and Zeeman energy in magnetization reversal 

which can be effectively studied as magnetization relaxation. For a constant Zeeman energy, 

the thermal activation results in overcoming the energy barrier arising due to the 

inhomogeneities like defects and pinning centres along with magnetic anisotropies in thin 

films for domain nucleation and its propagation. The most commonly used model to explain 

magnetic relaxation for ferromagnetic thin films is the Fatuzzo-Labrune model. This model 

was initially developed by Fatuzzo to investigate the relaxation in ferroelectric materials [9] 

and later Labrune [106] extended it to study relaxation in ferromagnetic thin films. This 

model describes the thermally activated reversal via domain nucleation and domain wall 

motion. It is based on the single energy barrier where the circular domains grow isotopically 

with initial radius rc. It considers the probability of both - domain nucleation and domain wall 

motion. The nucleation rate was assumed to decrease exponentially by Fatuzzo and was given 

as 𝑛(𝑡) =  𝑒(−𝑅𝑡).The speed (v) of the growth of the circular domains at a given time t and 
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nucleated at a time  is given as: s(t − τ) = πv2(t − τ)2. The time dependent relaxation for this 

model was given as [107]-  

 𝐵(𝑡´) = exp(−𝑘2(2 − 2(𝑡´ + 𝑘−1) + (𝑡´ + 𝑘−1)2 − 2𝑒𝑡´(1 − 𝑘−1) + (1 − 𝑡´))     (3.1) 

where 𝑡´ = 𝑅𝑡 and  𝑘 = 𝑣/𝑅𝑟𝑐. Here, R is the nucleation probability per unit time and rc is 

the radius of the nuclei. The parameter k determines the shape of the magnetization relaxation 

curve depending on the dominant reversal process. For low values of k, reversal process will 

be mainly via nucleation. However, for large values of k, the reversal will be governed 

mainly by domain wall motion. In the limit of long time range, Eq. (3.1) reduces to  

𝐵(𝑡) = exp (−(𝑅𝑡/𝜏(𝑘))(𝑘)) 

where, τ(k) and β(k) dependents on k. However, in the case of polycrystalline ferromagnetic 

film, are in general inhomogeneous and have variation in local properties like anisotropy, 

exchange coupling, defects etc. This will violate the assumption of having smooth circular 

domains and the nucleation rate may not follow exponential behaviour. Hence, the reversal 

can be expressed as a compressed or stretched exponential behavior indicating that this model 

is not complete. For example, the compressed exponential fit has been used to describe the 

slow relaxation of a ferromagnetic film due to the distribution of energy barriers in Au/Co/Au 

films [108]. Hence, understanding magnetization relaxation in for thin films with random 

anisotropy is also of fundamental importance. In the following section, magnetization 

reversal for films with uniaxial and random anisotropy induced due to substrate rotation are 

studied. 
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3.2 Sample preparation: 

Magnetization reversal and domain structures were studied for Co thin films with two 

different thickness of Co were prepared on Si (100) substrates at room temperature with the 

following structures –  

(a) Si(100)/AlOx(3 nm)/Co(3.5 nm)/AlOX(3 nm) 

(b) Si(100)/AlOX(3 nm)/Co(10 nm)/AlOX(3 nm) 

The QPrep multideposition unit from Mantis Deposition Ltd., UK was used to prepare these 

samples. The base pressure inside the sputtering chamber was better than 5×10-8 mbar. This 

deposition unit had an angle of 30° between the substrate normal and the incident flux. As 

was discussed in sections 1.2.3.5 and 2.1.2 a growth induced in-plane uniaxial anisotropy due 

to oblique deposition was observed. The schematic for sample structure has been shown in 

Figure 3.1. To overcome this anisotropy, sample structure described in Figure 3.1 was rotated 

during deposition with substrate rotation (ω) = 10 and 20 rpm. The details of sample cleaning 

and deposition conditions have been described in Chapter 2, section 2.1.2. The magnetic 

properties of these samples are discussed below.  

 

Figure 3.1: Schematic of sample structure for AlOX (3 nm)/Co (10 nm)/AlOX (3 nm) 

prepared by magnetron sputtering. 
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3.3 Results and discussion: 

3.3.1 Magnetization reversal in AlOX (3 nm)/Co (3.5nm)/AlOX (3 nm): 

3.3.1.1 Study of magnetization switching and domain structure: 

 

Figure 3.2: Cross-sectional transmission electron microscopy image of                       

Si (100)/ AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm). 

The sample structure was similar to that shown in Figure 3.1 with Co thickness equal 

to 3.5 nm. Cross-sectional transmission electron microscopy (XTEM) on a bilayer sample of 

Co (3.5 nm)/AlOX (3 nm)/Co (3.5nm) thin film is shown in Figure 3.2. This sample was 

prepared with the conditions similar to the single Co thin film. It was observed that Co (3.5 

nm) was continuous and had polycrystalline structure (Figure 3.2). Magnetic hysteresis 

curves were measured by means of a Superconducting Quantum Interference Device 

(SQUID) based vibrating sample magnetometer (VSM-SQUID, Quantum Design) at various 

temperatures for the EA. However, angle dependent magnetic properties and domain 

structures were characterized by longitudinal magneto-optic Kerr effect (LMOKE) 

microscopy at room temperature. The sample stage of the MOKE microscope is such that it 

can be rotated with an accuracy of ~ 1° and hence the angle between the magnetic field and 

the EA can be varied. Figure 3.3(a) – (d) shows the hysteresis loops measured by LMOKE 

microscopy along EA, 30°, 60° and along the hard axis (HA), respectively. It can be observed 
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that the loop shape changes from square to S- shape and a gradual decrease of coercive field 

on going from the EA (0º) towards the HA (90º). This implies the presence of uniaxial 

anisotropy. The coercive fields 0HC along EA, 30º, 60º and HA are ~ 14.6, 11.4, 10.5 and 

4.5 mT, respectively. 

 

Figure 3.3: LMOKE hysteresis loops measurements performed for                        

AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm) along (a) EA, (b) 30° and (c) 60° and (d) HA 

at room temperature [109]. 

 

Figure 3.4: LMOKE domain images for AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm) along  

EA (A) – (D) and HA (E) – (H). The values of the magnetic field points are marked in 

Figure 3.3(a). 
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Domain images from MOKE microscopy reveals domain nucleation followed by domain 

wall motion along EA (Figure 3.4(a) – (d)) and coherent rotation along HA as shown by 

domain images in (Figure 3.4(e) – (f)).  

 

 

Figure 3.5: Magnetic hysteresis for AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm) measured by 

SQUID magnetometer along the EA at 300, 250, 200, and 100 K, respectively. 

Temperature dependent hysteresis loops were performed using SQUID magnetometer 

along EA for 300, 250, 200 and 100 K as shown in Figure 3.5. Rounded hysteresis loops 

indicate soft ferromagnetism, which partly demagnetizes in zero field via domain formation 

as in permalloy or  metal. The coercivity increases with decrease in temperature as expected 

for a ferromagnetic thin film.  

3.3.1.2 Magnetization relaxation:  

In order to understand more about the magnetization reversal processes along the EA, 

relaxation measurements were performed. The sample was first saturated by negative DC 

magnetic field and then the field was reversed to a positive constant applied magnetic field 

called as measuring field (HM) close to the coercive field (HC). Keeping the magnetic field 
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constant, the time evolution of domains were recorded. The constant magnetic field during 

magnetization relaxation implies the constant Zeeman energy. Hence, effectively the time 

evolution of thermally activated magnetization reversal of the sample is observed by 

recording the domain images. The net gray scale value obtained from these domain images, 

being proportional to the magnetization of the sample, was then extracted by using ImageJ 

software. The normalized net intensity was then plotted as a function of time to study the 

magnetic relaxation. 

 

Figure 3.6: Relaxation curve for AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm) measured at 

0H = -11.7 mT. Images were taken by longitudinal MOKE and magnetic field was 

applied along EA. Images (b), (c), (d) and (e) corresponds to points 1, 2, 3 and 4 of 

Figure 3.6(a). 

Figure 3.6(a) shows the relaxation measurement for 0H= -11.7 mT.  Initially, the 

reverse domain nucleates as shown in Figure 3.6(b). Further with time, domain wall motion 

with subsequent nucleation of new reverse domains (Figure 3.6(c) and (d)) leads to positive 

saturation (Figure 3.6(e)). Therefore, the reversal occurs via domain nucleation followed by 

domain wall motion. Such reversal processes are well corroborated with the Fatuzzo - 

Labrune model as discussed in introduction of this chapter. The experimental data in Figure 

3.6(a) can be fitted (the solid line) using the equation:  



77 
 

         𝑀 = 𝑀0 − 𝑀1exp (−𝑡
𝜏⁄ )                                      (3.2) 

where, the fitting parameters are, M0 = 0.967, M1 = 0.506, and  = 8.059 s. However, if the 

Zeeman energy is increased by increasing the strength of the applied magnetic field then the 

magnetization relaxation time decreases as shown in Figure 3.7. These relaxation curves were 

fitted with Fatuzzo - Labrune model and the best fit yields ands for 0HM 

of 11.7, 11.8 and 11.9 mT, respectively. Hence, the relaxation time decreases with increase in 

magnetic field i.e. Zeeman energy. 

 

 

Figure 3.7: Magnetization relaxation curves for AlOX (3 nm)/Co (3.5 nm)/AlOX (3 

nm) measured using LMOKE along EA for magnetic fields of -11.7 mT, -11.8 mT 

and -11.9 mT, respectively. The best fits yield  = 8.06, 4.87, and 2.76 s for 

measurements performed at 0HM = -11.7, -11.8, and -11.9 mT, respectively. 

3.3.1.3 Domain wall dynamics: 

Other way of representing the relaxation dynamics is to observe the different modes 

of domain walls of a pinned ferromagnetic film by plotting the velocity of the domain wall vs 

the applied magnetic field. The velocity for each field was calculated from the domain 

images taken during relaxation as displacement along the x-direction divided by time. It is 

well established that with increasing the magnetic field different modes of domain wall 
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motion can be observed [110]. Figure 3.8 shows the plot for velocity vs applied field along 

EA showing different modes of domain wall motion i.e. creep, depinning and slide. 

 

Figure 3.8: Domain wall velocity vs the magnetic field for                                      

AlOX (3 nm)/Co (3.5 nm)/AlOX (3 nm) along EA at room temperature. The different 

modes of domain walls: creep, depinning and slide have been shown. The slide region 

has been fitted linearly and extrapolation to the field axis gives the depinning field. 

It is well established that for T = 0, at all fields below depinning field (Hdep), the 

velocity is always zero and the domain walls are always pinned resulting in  the sharp 

transition from creep to slide. However, at finite temperatures due to thermally activated 

motion the depinning transition gets smeared. Hence, at any non-zero field H < Hdep, a finite 

velocity will be observed. This thermally activated region is called creep [111]. From Figure 

3.8 it can be observed that in the range of 0Hext from 13.15 to 13.64 mT, velocity increases 

linearly with field, which implies that the wall motion is in the slide regime. Extrapolating the 

linear fit, the intercept to the field axis gives the depinning field Hdep ~ 13.04 mT.  Above 

Hdep, i.e. in the slide regime, the field strength becomes sufficient to overcome the pinning 

forces. As discussed earlier, in slide region velocity, v = H, can be derived from the Landau-

Lifshitz-Gilbert equation of motion. The coefficient of mobility is given as: 𝜇 =
𝛾Δ

𝛼
, where Δ 



79 
 

is the domain wall width, α is the damping constant and  is the Gyromagnetic ratio.  The 

damping parameter , results in dissipation and is responsible for limiting the wall velocity in 

this region. However, it should be noted that at high fields the domain wall velocity becomes 

very high and it becomes very difficult to measure in our image window of Kerr microscope.  

Hence, it can be concluded that that magnetization reversal was governed by 

nucleation followed by domain wall motion along the EA. However, coherent rotation was 

observed during magnetization reversal measured along the HA. The relaxation of 

magnetization in constant dc magnetic field measured along the EA show exponential 

behaviour which according to Fatuzzo – Labrune model indicates domain nucleated dominant 

process. The relaxation time decreases when the applied magnetic field strength is increased. 

Domain wall velocity plotted as a function of constant dc magnetic field shows creep and 

slide regime from which the depinning transition was extracted [109]. 

In the later part of the thesis, in order to study the interlayer coupling of Co/AlOX 

multilayers the thickness of the Co layer was taken as 10 nm to achieve better contrast in 

Kerr microscopy measurements. For this purpose, magnetic properties like anisotropy, 

domain structure and magnetization relaxation of Co (10 nm) single layer films with oblique 

deposition and with substrate rotation were studied and is described in the following section. 

3.3.2 Magnetization reversal in Co (10 nm) thin films with oblique deposition 

and substrate rotation: 

As discussed earlier, the magnetic thin films prepared in the QPrep deposition chamber 

showed uniaxial anisotropy due to the shadow deposition. One method to overcome this 

anisotropy and obtain isotropic film is to rotate the substrate during deposition. However, the 

substrate rotation may lead to variation in the local properties increasing the dispersion of 

anisotropy in the thin film. This will affect the magnetization reversal of the magnetic thin 
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films. Hence, in this section the effect of random anisotropy on magnetization reversal, 

domain structure and magnetic aftereffect relaxation on Co (10nm) thin films is discussed.  

For this purpose AlOX (3 nm)/Co (10 nm)/AlOX (3 nm) on Si (100) with different 

substrate rotations ( = 0, 10, and 20 rpm were prepared at room temperature as described in 

sample preparation section. The samples prepared with  = 0, 10, and 20 rpm are labelled as 

sample A, B, and C, respectively (Figure 3.1). 

3.3.2.1 Structural characterization: 

Cross-sectional transmission electron microscopy (XTEM) on a bilayer sample of           

Co (10 nm)/AlOX (20 nm)/Co (10 nm) thin film prepared with the conditions similar to 

sample A is shown in Figure 4.2 of chapter 4. It was observed that Co thin film with 10 nm 

was continuous and had polycrystalline structure.  

 

 

Figure 3.9: Surface topography imaged by atomic force microscopy for sample A (a), 

sample B (b), and sample C (c).  All the images are in the same length scale which is 

shown in (a). 

Figure 3.9 shows the surface morphology of the three samples measured ex-situ in 

tapping mode by atomic force microscopy (AFM). It is observed that the grains for sample A 

(Figure 3.9(a)) are larger compared to sample B (Figure 3.9(b)) and C (Figure 3.9(c)). Figure 

3.9(b) shows a uniform distribution of small grains over the surface of sample B which can 

be ascribed to the substrate rotation during deposition. For better visualization of the grains 
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high resolution image of sample B is shown in the inset of Figure 3.10(a). However, Figure 

3.9(c) shows that the grains for sample C are not uniformly distributed and formed island-like 

structures. The high resolution image of sample C (Figure 3.10(b)) indicates that the islands 

consist of 3 to 4 grains. It is known that Co on Al2O3 follows Volmer-Weber growth 

mechanism in which three-dimensional islands nucleate and the film is formed by the 

coalescence of these structures [112]. Hence, in sample C, due to the higher substrate rotation 

(20 rpm) during the deposition the adatoms might not have sufficient time to relax which 

leads to the formation of island-like structures. The average grain size of sample A, B, and C 

are 138.9  11.7 nm, 23.4  1.2 nm, and 38.5  1.2 nm, respectively.  

 

Figure 3.10: High resolution AFM image of sample B (a) and sample C (b). 

The decrease in grain size for samples B and C can be explained as an effect of substrate 

rotation during growth. In order to check the effect of AlOX as the buffer layer on the growth 

of Co, we have prepared single 3 nm of AlOX film on Si(100) substrate with  = 0, 10, and 

20 rpm. Figure 3.11(a) shows that the AlOX layer prepared on Si with  = 0 rpm is 

discontinuous. However, AlOX film prepared with ω = 10 rpm becomes continuous (Figure 

3.11(b)). Further increase of ω from 10 to 20 rpm had a minimal effect on the surface 

morphology of AlOx (Figure 3.11(c)). However, it should be noted that Co growth gets 

strongly affected by the substrate rotation when  is changed from 10 to 20 rpm as evident 

from the islands in Figure 3.9(c) as explained above. 
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Figure 3.11: Surface topography by AFM in tapping mode for Si/AlOX (3 nm) with 

0, 10 and 20 rpm shown in (a), (b), and (c), respectively. 

3.3.2.2 Study of magnetic properties due to randomness in film: 

3.3.2.2.1 Effect on anisotropy, magnetization switching and domain structures:  

 

In-plane angle dependent static hysteresis measurement with simultaneous domain 

imaging was performed using longitudinal MOKE (LMOKE) microscope. The angle () was 

varied between the EA and the external magnetic field by rotating the sample holder. From 

these hysteresis loops the values of coercive field and squareness (Rs, defined as Mr/Ms where 

Mr = remanent magnetization and Ms = saturation magnetization) [section 1.4] were extracted 

for each angle and plotted as shown in Figure 3.12(a) and (b) respectively.  

 

Figure 3.12: (a)   Coercivity vs. and (b) Mr/Ms vs.for Sample A (red solid 

circles), Sample B (blue solid triangles) and Sample C (green solid stars) showing the 

uniaxial anisotropy behaviour. 
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It can be observed from Figure 3.12(a) that the plot for sample A, shows two global 

minima and four local minima which implies that in addition to a strong uniaxial magnetic 

anisotropy due to shadow effect, there exists weak intrinsic magnetocrystalline anisotropy 

[98]. The presence of strong uniaxial anisotropy is the result of oblique angle deposition. As 

already mentioned that in the QPrep deposition unit the angle between the substrate normal 

and the incident flux from the target is at 30°. Hence a uniaxial anisotropy is induced [5, 97]. 

On rotating the substrate, even though the anisotropy for sample B and C decreases it does 

not completely gives isotropic film. The uniaxial anisotropy behavior for Sample B and C can 

be observed in Figure 3.12(a) shown by the green color stars and blue color triangles. The 

anisotropy comparison can be better visualized in Figure 3.12(b) which shows the plot for 

angular dependence of squareness Rs. The existence of EA and HA for sample A can be 

clearly inferred from Figure 3.12(b). It can be observed that the change in squareness (Figure 

3.12(b)) for sample B and C is small. This implies that even though we have rotated the 

sample to get isotropic film, a very weak uniaxial anisotropy still exists. 

In general, the uniaxial anisotropy behavior of thin films is expected to follow |cos 𝜃| 

which is the geometric projection of the easy axis magnetization onto the field axis. However, 

from Figure 3.12(a) and (b), a peak near HA is observed for all the three samples. This peak 

arises due to the misalignment of local grain anisotropy as explained by Idigoras et al. by 

using two grain Stoner-Wohlfarth model [35]. The energy for two exchanged coupled (J) 

grains with magnetization m1 and m2, anisotropy constants K1 and K2 with unit vectors n1 and 

n2 is given as – 

𝐸 =  −𝐽𝑚1. 𝑚2 − 𝐻 (𝑚1 + 𝑚2) −
1

2
𝐾1 (𝑚1. 𝑛1)

2 − 
1

2
 𝐾2 (𝑚2. 𝑛2)

2 (3.3) 

For in-plane anisotropy assuming K1 = K2 for grains with the same material, Eq. 3 reduces to- 
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𝐸 =  −𝐽 cos(𝜃1 − 𝜃2) − 𝐻 [cos(𝜃1 −  𝛽) + cos(𝜃2 −  𝛽)] −
1

2
 𝐾1 [𝑐𝑜𝑠

2(𝜃1 − 𝜔 2⁄ ) 

+ 𝑐𝑜𝑠2(𝜃1 + 𝜔 2⁄ )] 

where, 𝜃1, 𝜃2 and 𝛽 are the angles with respect to the average anisotropy direction and ω is 

the misalignement between the grains [35]. Idigoras et al. showed experimentally and 

theoretically that the height and width of the peak increases with the increase in disorder.  

It has been shown that for HA reversal, below a certain critical misalignment of the 

EA of the grains, the exchange coupling dominates the misalignment of the anisotropy of the 

grains. Hence, as predicted by Stoner-Wohlfarth theory the grains follow the coherent 

rotation in the same sense of direction. However, above a certain degree of misalignment of 

the grain axis, the exchange coupling is not sufficient enough to overcome the randomness 

and hence the grains may rotate in opposite sense leading to the enhancement of the remanent 

magnetization and therefore a peak along HA [35].  From Figure 3.12(b), it can be observed 

that the height and width of the peak increase abruptly from 0 to 10 rpm but the change is 

minimal when ω is increased from 10 to 20 rpm. It is evident that increase in substrate 

rotation during deposition results in misalignment and dispersion in local grain anisotropy. 

The uniaxial anisotropy of sample A can also be evident by comparing the hysteresis loops 

along EA and HA as shown in Figure 3.13(a). The loop shape suggests that along EA domain 

wall motion occurs by correlated switching of grains due to strong inter-granular exchange 

coupling [54, 113] and by coherent rotation along HA. The hysteresis loops for EA and HA 

for sample B and C are shown in Figure 3.13(b) and (c), respectively. It provides a direct 

visualization of squareness i.e. Mr/Ms for all the three samples. It can be observed from 

graphs that the squareness of HA increases with rotation. To calculate and quantify the 

anisotropies, SQUID measurements were performed at IITG along the HA. The values of the 

anisotropy was extracted using the formula:𝐾 = µ0𝐻𝑀𝑠 2⁄  , where H is the saturation field 

along the HA [23]. The values extracted from SQUID measurements for sample A, B and C 
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are 6.28 x 102, 4.45 x 102, 5.49 x 102 J/m3, respectively. It indicates that sample B is the most 

isotropic which is consistent with AFM and MOKE analysis.  

 

 

Figure 3.13: Comparison of hysteresis loops measured along EA and HA by LMOKE 

at room temperature for sample A, B, and C shown in (a), (b) and (c) plots, 

respectively. 

It can also be observed from Figure 3.13(a) that the saturation field (anisotropy field 

Hk) of HA is greater than the coercive field of the EA which is the case for general thin film. 

However, from Figure 3.13(b) and (c), it can be observed that the anisotropy field is 

comparable to coercive field for samples B and C which are characteristics of an inverted 

film [58]. The value of Hk can be deduced from the saturation field of HA as discussed in 

chapter 1 [23, 114].This means that for inverted thin films, the ratio of HC/HK > 1. However, 

according to Methfessel et al. depending on the ratio of HC/HK, a film may be inverted in a 

certain angle range above the EA [58]. This implies that increase in the ratio of HC/HK should 

result in the decrease in the angle between the EA and inversion sector. In this angle range, 

the magnetization reversal for the small applied field is accompanied by rotation leading to 

the formation of ripple domains. As evident from Figure 3.13(b) and (c), the ratio of HC/HK ~ 

1 and hence the inversion sector of the film will be few degrees away from the EA. It will be 

later shown that this affects the domain structure and the relaxation process in the films. 
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Figure 3.14: Domain images for sample A, B and C are shown for  = 0° (EA), 30°, 

60° and 90° (HA), respectively. The images are taken near the coercive fields for the 

respective angles and the samples. The Zoomed in image of the red dotted area in 

Figure 3.14(i) has been shown in Figure 3.15(a).  

Inverted thin films are the signature of inhomogeneous anisotropy distribution which affects 

the domain structures as discussed below. Domain structures for all the samples were studied 

by performing longitudinal Kerr microscopy obtained during hysteresis loop measurements 

and is shown in Figure 3.14. It was observed that reversal for sample A along EA, 30° and 

60° (Figure 3.14) were corroborated by domain wall motion and nucleation. However, along 

HA (Figure 3.14(d)) no domains were observed during magnetization reversal for Sample A. 

Hence, the magnetization reversal was due to coherent rotation of spins. For sample B and 

sample C we observe ripple domains superimposed on patch like domains for EA. As we 

increase the angle from EA labyrinth domains are observed for sample B and sample C which 

is characteristic of an inverted film. Figure 3.15(a) shows the zoomed image for the area 

marked in Figure 3.14(i) and Figure R 3.15(j) and (k) shows high resolution images of 
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sample C for 30° and 60°, respectively. The images clearly show the labyrinth pattern. The 

origin of such labyrinth domains in samples B and C arise due to local dispersion in 

anisotropy in Co film due to the substrate rotation [6].  

 

Figure 3.15: (a) zoomed-in image of the red area highlighted in Figure 3.14 is shown 

in the red box in (i) (60x60 μm2), (b) and (c) are high resolution image (57x52 μm2) 

for sample C along 30° and 60° w.r.t EA, respectively. 

The detailed magnetization reversal along with hysteresis and domain images for 30° 

w.r.t EA for sample C is shown in Figure 3.16. Initially, the magnetization reverses by partial 

rotation giving rise to magnetization ripple domains (Figures 3.16(c, d)) [58]. Theoretically, 

formation of these ripple domains were ascribed to the presence of statistical fluctuations of 

anisotropy of the grains in the films. [115, 59]. 

 

 

Figure 3.16: (a) Hysteresis measured by LMOKE for sample C for  = 30°. Domain 

images for the fields marked by points 1 to 8 in (a) are shown in (b) - (i), respectively. 
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These ripples can be such that either the wave-front normal of the local fluctuations of the 

magnetization directions are parallel (longitudinal) to the average magnetization (m0), or are 

perpendicular (transverse) to m0 as shown in Figure 3.17(a) and (b) respectively [59]. 

However, the stray field energy due to the magnetic charge density will be less in 

longitudinal modulation compared to the transverse modulation (Figure 3.17). Hence, the 

major contribution arises from the longitudinal ripple waves as shown in the domain image 

Figure 3.16(c) and (d). On further increasing the field, a blocked state with the formation of 

labyrinth domains indicating the polycrystalline nature of the films are formed (Figure 

3.16(e)). Finally, with an increase in the field, reversal is completed by domain wall motion 

as higher fields are required to move the domain walls formed. It can be seen from Figure 

3.16(h) that theses domain walls are present even at higher fields. These blocking and 

incoherent switching processes are undesirable in devices which require rapid switching of 

magnetization and hence must be avoided [20]. Similar magnetization reversal was observed 

for both samples B and C, when the magnetic field was applied for angles greater than 30° 

w.r.t EA. This observation suggests the existence of high dispersion in local anisotropy as 

observed in inverted films [58, 61]. In our case, we attribute the variation in local in 

anisotropy to the misalignment of gains due to the substrate rotation.  
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Figure 3.17: The schematic showing the fluctuations of magnetization for ripple 

domains (a) longitudinal and (b) transverse ripple. [59]. 

3.3.2.2.2 Effect on magnetization relaxation: 

To understand the magnetization reversal further, magnetization relaxation measurements 

were performed as already described in section 3.3.1.2 [116]. Figure 3.18(a), (b), and (c) 

shows the hysteresis loops along EA for samples A, B, and C, with coercive fields (HC) of 

8.28, 4.78 and, 8.65 mT, respectively. The nucleation fields (HN) observed from the Kerr 

microscopy images were found to be 8.23, 4.64, and 7.55 mT for sample A, B, and C, 

respectively.  

 

Figure 3.18: Hysteresis loops showing the magnetic fields (red dots) where the relaxation 

measurements have been performed for sample A (a), sample B (b), and sample C (c). 
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The magnetization relaxation measurements were performed as per the following 

procedure. First, the sample was negatively saturated in a uniform dc magnetic field. 

Subsequently, the field was reversed to HM < HC. Temporal evolution of the domains was 

recorded at HM. Application of constant magnetic field (Zeeman energy) ensured that the 

magnetization reversal was governed by the thermal activation energy. The net gray scale 

value of the domain images was extracted by using the ImageJ software.  

The relaxation data has been fitted using Boltzmann (Eq. (3.4)), single exponential decay 

(SED) (Eq. (3.5)) and double exponential decay (DED) (Eq. (3.6)) functions. These three 

functions have the following forms: 

I(t) = IF + (II  IF)/[1 + exp((tt0)/τ)]            (3.4) 

I(t) =IF  + II ʹexp (t/τ)                                   (3.5) 

I(t) = IF + I1exp(t/τ1) + I2exp(t/τ2)              (3.6) 

where, I(t) is the measured Kerr intensity, II is the initial Kerr intensity at time t =0, IF is the 

final Kerr intensity at saturation. τ, τ1, τ2 are the relaxation time constants; II ʹ, I1, I2 are the 

amplitudes of the corresponding exponents, and t0 is the time corresponding to the mean 

intensity of Eq. (3.4). In Figure 3.19 to 3.23, the experimental data of the relaxation 

measurements for all the samples are represented by black hollow circles whereas the blue, 

green and red curves represent the fits for Boltzmann, SED, and DED functions, respectively. 

Table 1 shows the values of reduced 2and coefficient of determination (cod) r2 for all the 

fits. The least value of reduced 2and the maximum value of cod r2 has been considered as 

the best fit for all the cases. 
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Figure 3.19: Relaxation measurement by LMOKE microscope for sample A along 

EA. Figure (b) - (j) are domain images taken at 0, 4, 8, 10, 14, 21, 40, 92, 160 s at HM 

= 8.2 mT, marked by points 1 to 9 in Figure 3.19, respectively. 

Figure 3.19 shows the relaxation measurement along with the simultaneous domain 

imaging at HM = 8.2 mT along EA for sample A. In this case, HM < HN because the reversal 

for sample A is sharp i.e. HN ~ HC (Figure 3.18(a)). Figure 3.19(a), reveals that the data points 

are best fitted to the Boltzmann function which yields  = 4.00 ± 0.09 s. The initial slow 

nature of the relaxation is attributed to the fact that the domains started nucleating after a few 

seconds (t = 4 s) of keeping the field at HM (Figure 3.19(c)). The sharp increase in relaxation 

after a few seconds is due to the fast domain wall motion (Figure 3.19(d) - (g)). This fast 

relaxation is an effect of high exchange coupling due to the large size of grains as observed in 

Figure 3.9(a). While approaching the saturation at time t  40 s, the domain wall motion 

becomes slow which yields the flat nature of the relaxation (Figure 3.19(h) - (j)). The 

relaxation measurement performed for sample A along 30° away from EA (not shown here) 

was also best fitted to Boltzmann function (Eq. (3.4)) with τ = 15.58 ± 0.25 s. Therefore, the 

relaxation became slow while moving away from EA. 
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Figure 3.20: Relaxation measurement by LMOKE microscope for sample B along 

EA. Fig. (b) - (j) are domain images taken at 0, 3, 7, 10, 18, 30, 60, 120, 180 s at HM = 

4.74 mT, marked by points 1 - 9 in Figure 3.20(a), respectively. 

Figure 3.20 shows the relaxation measurement for sample B along EA at HM = 4.74 

mT. The reversal for sample B is slow (Figure 3.18(b)) i.e. HN is well below HC and hence 

HM (4.74 mT) > HN (4.64 mT). From Figure 3.20(a), it appears that the fits are equivalent for 

all the three functions. Nevertheless, we found that the value of reduced is maximumand 

cod r2 is minimum for DED among all the three functions (see Table 3.1). Therefore, DED 

function was not considered to be the best fit. Further, we note that from table 3.1, the values 

of reduced and cod r2 are comparable for Boltzmann and SED functions. However, the 

error in τ was 7.18% and 2.64% for Boltzmann and SED function, respectively. Since the 

error in τ was least for SED function, it was chosen as the best fit for sample B with                

τ = 11.11 ± 0.29 s. This SED function is also known as the Fatuzzo-Labrune model [9, 106] 

as described in section 1.1 of chapter 1. It indicates that the magnetization reversal 

mechanism is governed by nucleation dominated aftereffect followed by domain wall motion 

as observed from the domain images in Figure 3.20(b) - (j). The initial data points of sample 
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B (Figure 3.20(a)) did not exhibit the slow relaxation behavior as compared to sample A 

(Figure 3.20(a)). Since HM (4.74 mT) > HN, the domains were nucleated before the field was 

fixed at HM (Figure 3.20(b)). Here, the domain walls propagate very fast under the influence 

of thermal activation energy and the relaxation curve flattens as it reaches saturation.  

 

Figure 3.21: Relaxation measurement by LMOKE microscope for sample B along 30 

w.r.t EA. Figure (b) - (j) are domain images taken at 0, 2, 5, 10, 60, 120, 150, 195, 

300 s at HM = 3.64 mT marked by points 1 - 9 in Figure 3.21(a), respectively. 

The relaxation data for sample B along 30° from EA is shown in Figure 3.21(a). It was best 

fitted with DED function (Eq. 3.6). The value of the relaxation time constants τ1 and τ2 were 

4.12 ± 0.42 s and 93.39 ± 9.28 s, respectively. However, it should be noted that according to 

Methfessel et al., depending on the ratio of HC/HK, a film is inverted in a certain angle range 

above the EA [58]. This implies that increase in the ratio of HC/HK should result in the 

decrease in the angle between the EA and inversion sector. It should be noted that 30° w.r.t 

EA of sample B is already in the inversion sector as observed by the formation of ripple 

domains as shown in Figure 3.14(f) and it high resolution image Figure 3.15(b) [6]. 

Therefore, the energy present in the system (Zeeman and thermal activation) is not sufficient 
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to overcome the energy barrier of the random distribution of the grain anisotropy which 

results in the slow relaxation (Figure 3.21(b) – (j)). 

 

Figure 3.22: Relaxation measurement by longitudinal Kerr microscope for sample C 

along EA. Fig. (b) - (j) are domain images taken at 0, 2, 5, 10, 41, 131, 302, 572, 892 

s at HM = 8.56 mT, marked by points 1 - 9 in Figure 3.22(a), respectively. 

Figure 3.22 depicts the relaxation behavior and the corresponding domain images of 

sample C along EA at HM = 8.56 mT. The data points were best fitted (red curve) using DED 

function (Eq. 3.6). From the DED fit the extracted relaxation time constants τ1 and τ2 are   

4.09 ± 0.14 and 166.90 ± 9.17 s, respectively. Both the exponent of the DED function (Eq. 

3.6) can be derived from the Boltzmann function (Eq. 3.4) by considering the time limits       

t-t0 >> τ and t-t0 < τ. Figure 3.9 reveals that the average grain size in sample C is less than 

sample A but more than sample B. However, the grains in sample C were not uniformly 

distributed and formed island-like structures (Figure 3.10(b)) which cause the slow nature of 

the relaxation behavior. The initial few seconds of relaxation is relatively faster because the 

applied HM is high in comparison to HN. However, due to the high dispersion of grains, it is 

unfavorable to overcome the large energy barriers to saturate the sample. Hence, sufficient 
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thermal activation energy is required to overcome the energy barriers leading to the slow 

relaxation of the second exponential part of DED. For sample C, the relaxation performed 

along 30° away from EA (data not shown) was best fitted by DED behavior which yields 

higher relaxation times. 

Table 1: Details of fitting parameters for relaxation measurements along EA at HM/HC ~ 0.99 

  Boltzmann Fit SED Fit DED Fit 

Sample A 

(0 rpm) 

EA 

(red × 10-4 × 10-3 × 10-3 

(r2)cod 0.999 0.953 0.953 

 4.00 ± 0.09 s 4.15 ± 0.92 s ± 1.69 s 

   ± 2.29s 

Best Fit    

Sample B 

(10 rpm) 

EA 

(red × 10-4 × 10-4 × 10-4 

(r2)cod 0.996 0.995 0.991 

 7.75 ± 0.11 s 11.11 ± 0.29 s ± 0.98 s 

   ± 0.29s 

Best Fit    

Sample B 

(10 rpm) 

IA 

(red × 10-3 × 10-3 × 10-4 

(r2)cod 0.949 0.950 0.999 

 24.40 ± 6.90 s  ± 3.59 s 4.12 ± 0.42 s 

   93.39± 9.28 s 

Best Fit    

Sample C 

(20 rpm) 

EA 

(red × 10-3 × 10-3 × 10-4 

(r2)cod 0.912 0.912 0.997 

 9.40 ± 1.23 s 9.86 ± 4.92 s 4.09 ± 0.14 s 

   166.90 ± 9.17 s 

Best Fit    
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Figure 3.23: Magnetization relaxation data along with the fits for sample A (a) - (c), 

sample B (d) - (f), sample C (g) - (i) measured at HM/HC ~ 0.995, 0.985, and 0.97, 

respectively. It should be noted that the DED fits here have been represented by 

dashed red curve to differentiate between the overlapping curves. 

The relaxation data for sample A for HM/HC ~ 0.995, 0.985 and 0.97 are shown in 

Figure 3.23(a), (b) and (c), respectively. The relaxation behavior at HM/HC ~ 0.995 is best 

fitted (green curve) with SED function (Figure 3.23(a)). In this case HM > HN and hence, the 

relaxation is fast. However, the relaxation behavior at HM/HC ~ 0.985 and 0.97 follows 

Boltzmann function (Figure 3.23(b) and (c)) which is similar to the behavior at HM/HC ~ 0.99 

(Figure 3.19(a)). The relaxation data for sample B, best fitted to SED function at           

HM/HC ~ 0.995 and 0.985, are shown in Figure 3.23(d) and (e), respectively. This behavior is 
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consistent with the relaxation at HM/HC ~ 0.99 (Figure 3.20(a)). However for sample B, at 

HM/HC ~ 0.97, the relaxation follows Boltzmann function (Figure 3.23(f)). The relaxation 

data for sample C is best fitted (red dashed curve) to DED function at HM/HC ~ 0.995, 0.985, 

and 0.97 shown in Figure 3.23(g), (h), and (i), respectively. This behavior is similar to the 

relaxation at HM/HC ~ 0.99 (Figure 3.22(a)). Table 3.2 shows the values of reduced 2and 

cod r2 for all the fits at HM/HC ~ 0.995, 0.985, and 0.97. 

 

 

 

 

Table 2: Details of fitting parameters for relaxation measurements along EA at different 

HM/HC   

 HM/HC  Boltzmann Fit SED Fit DED Fit 

Sample 

A 

(0 rpm) 

 

 

0.995 (red × × ×

(r2)cod 0.954 0.996 0.996 

  s  s ± 0.67 s 

   ± 0.14s 

Best Fit    

0.985 (red × × ×

(r2)cod 0.990 0.930 0.928 

  s  s ± 15.41 s 

   ± 1.71s 

Best Fit    

0.97 (red × × 10-2 × 10-2 

(r2)cod 0.999 0.399 0.907 

 s ± 17.09 s ± 2.69 s 

   ± 2.91s 

Best Fit    

Sample 

B 

(10 rpm) 

 

0.995 (red × × 10-3 × 10-3 

(r2)cod 0.963 0.988 0.980 

  s ± 0.21 s ± 0.54 s 

   ± 0.54 s 

Best Fit    
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0.985 (red × × × 10-3 

(r2)cod 0.976 0.986 0.985 

  s  s ± 1.54 s 

   ± 1.54 s 

Best Fit    

0.97 (red × 10-4 × 10-3 × 10-3 

(r2)cod cod r2 = 0.990 0.988 0.988 

 ± 3.15s ± 10.23 s ± 0.03 s 

   ± 10.65 s 

Best Fit    

Sample 

C 

(20 rpm) 

 

0.995 (red × × 10-2 × 10-4 

(r2)cod 0.804 0.850 0.997 

  s ± 1.36 s ± 0.21 s 

   ± 8.56 s 

Best Fit    

0.985 (red × × × 10-3 

(r2)cod 0.920 0.959 0.989 

  s  s ± 0.27 s 

   ± 31.08 s 

Best Fit    

0.97 (red × 10-2 × 10-2 × 10-4 

(r2)cod 0.797 0.668 0.997 

 ± 6.46 s ± 11.58s ± 0.16s 

   ± 8.33s 

Best Fit    

 

3.4 Conclusion-  

Hence, it can be concluded that oblique deposition leads to uniaxial anisotropy in Co thin 

films. Substrate rotation during growth weakens this uniaxial anisotropy but does not 

completely give isotropic properties. However this moderate change in anisotropy affects the 

domain structure of the ferromagnet. It may give rise to inverted thin films and leads to 

formation of ripple and labyrinth domains. Magnetic aftereffect relaxation measurements 

reveal that the samples can be classified into two types: (i) sample A ( = 0 rpm) and B ( = 

10 rpm) having uniform grains and low dispersion and (ii) sample C ( = 20 rpm) with high 

dispersion and non-uniform grain distribution. The first type of samples follows either 

Boltzmann or single exponential decay behavior depending on the amplitude of the applied 
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magnetic field. However, the second type follows double exponential behavior irrespective of 

the amplitude of the applied magnetic field. This implies that the dispersion in thin films 

limits the relaxation and magnetic switching time [116].  
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Chapter 4 : Study of magnetization reversal in dipolarly 

coupled Co/AlOX multilayers 
 

4.1 Introduction:  

In the previous chapter, magnetization reversal of Co thin film with oblique 

deposition and substrate rotation has been studied. However, magnetization reversal for two 

ferromagnetic films separated by a spacer layer is expected to be different than its single 

layer. The interactions between the ferromagnetic layers (FM) separated by a non-magnetic 

spacer (NM) will depend on the nature of the spacer layer. For FM layers separated by 

metallic spacer like Co/Ru, Co/Cr and Fe/Cr systems, depending on the thickness of the 

spacer layer, exchange coupling and the magnetoresistance shows oscillatory behaviour [117, 

118].  For such systems where the ferromagnetic layers are separated by metallic spacers, the 

coupling is attributed to Ruderman-Kittel-Kasuya-Yosida (RKKY) coupling. It is an indirect 

exchange coupling which occurs through the itinerant electrons of the metals. It shows the 

oscillatory behaviour due to the Fermi surface of the metallic spacer [119, 120, 121]. For 

insulating spacer, in the ultrathin limit, an exponential decreasing interaction related to 

electron tunnelling may be anticipated between the two ferromagnetic layers [13, 122]. 

Interlayer exchange coupling for insulating spacers was theoretically explained by 

introducing the concept of complex Fermi surface [13, 123, 124]. A unified theory of metallic 

and insulating spacers was proposed by Bruno where it was shown that interlayer coupling 

decreases with increase in temperature for metallic spacers but it increases for insulating 

spacers. For the large thickness of the insulating spacer, one expects dipolar interaction 

leading to an anti-parallel alignment of the ferromagnetic layers.  Dipolar energy between 

two magnetic dipoles (m1 and m2) is given by –  
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𝐸 =  
µ0

4𝜋𝑟3
 [𝑚1. 𝑚2 −

3

2
(𝑚1. 𝑟)(𝑚2. 𝑟)] 

where, µ0 is the permeability of free space and r is the distance from the center of the two 

dipoles. However, correlated roughness at the interfaces may lead to ferromagnetic coupling 

(Neel Orange-peel coupling) as suggested by Néel [14]. It was observed that uncorrleated 

roughness may lead to biquadratic coupling leading to 90 coupling between the magnetic 

layers [125]. It is believed to arise due to high roughness or magnetic impurities in the spacer 

layers which mediates the coupling between the two ferromagnetic layers. Mathematically, 

the interaction energy for interlayer coupling can be expressed as -  

𝐸 =   − 𝐽1(𝑚1. 𝑚2) −  𝐽2 (𝑚1.𝑚2)
2 

where, 𝐽1 is the bilinear coupling constant whose sign (+ or -) depends on the type of 

interaction (antiferromagnetic or ferromagnetic),  𝐽2 is the biquadratic coupling. This term 

gives rise to non-collinear alignment of the magnetization vectors m1 and m2 [125]. Apart 

from metallic and insulating spacers, interlayer exchange coupling has also been studied for 

semiconductor [126, 127] and anitferromagnetic spacers [128, 129, 130]. The competition 

between interlayer interactions may lead to modulated incommensurate phases [112]. In this 

chapter, the magnetization reversal of dipolarly coupled Co layers with uniaxial and random 

anisotropy have been studied. The coupling induces a layer-by-layer magnetization reversal.  

4.2 Sample preparation and experimental techniques: 

The multilayers of AlOX (3 nm)/[Co( 10 nm)/AlOX (t nm)/Co (10 nm)/AlOX (3 nm) 

on Si (100) substrates were prepared by magnetron sputtering in the UHV chamber 

manufactured by Mantis Deposition Ltd., UK. The Co and AlOX layers were prepared by DC 

and RF sputtering as described in Chapter 2, section 2.1.2. The schematic for sample 

structure is shown in Figure 4.1. The thickness of the spacer AlOX (t) was varied from 3 to 

270 nm to study the effect of dipolar coupling with increasing the spacer thickness. 
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Specifically, samples with t = 3, 8, 23, 33, 45, 90, 130 and 270 nm were prepared. However, 

it should be noted that the sample for t = 270 nm was prepared with different Co target. The 

details of the sample structure with its name for Co/AlOX series used in Chapter 3 and 

Chapter 4 has been shown in Table A of the Appendix. Though the measurements were taken 

on many samples, but the results from few of them have been discussed in detail in this thesis 

and have been labelled accordingly. 

The structural characterization was performed using cross sectional transmission 

electron microscopy (XTEM), X-ray reflectivity (XRR), and Secondary ion mass 

spectroscopy (SIMS). The magnetization properties were studied by LMOKE magnetometry 

and microscopy, and the magnetization depth profile by polarized neutron reflectivity (PNR). 

To qualitatively understand the experimental observations micromagnetic simulations were 

performed using object oriented micromagnetic framework (OOMMF). 

  

Figure 4.1: The schematic of the sample structure showing two Co (10 nm) layers 

separated by the spacer AlOX whose thickness (t) was varied from 3 to 270 nm. 

4.3 Structural Characterization:  

Cross sectional transmission electron microscopy (XTEM) was performed at Insititute 

of Physics, Bhubaneswar to know the layer quality and crystallinity. Figure 4.2 shows the 

XTEM image of a representative sample -                                                                                

Si (100)/ AlOX (3 nm)/Co (10 nm)/AlOX (23 nm)/Co(10 nm)/AlOX (3 nm).  
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Figure 4.2: Cross-sectional transmission electron microscopy (XTEM)  images of                                                                                        

(a) Si (100)/ AlOX (3 nm)/Co (10 nm)/AlOX (23 nm)/Co(10 nm)/AlOX (3 nm), high 

resolution image of (b) bottom Co layer and (c) spacer and top Co layer. 

Figure 4.2(a) shows the XTEM image of the sample with its native SiO2. The high 

resolution XTEM images reveal that both the bottom and top Co layers as shown in Figure 

4.2(b) and (c), respectively, have polycrystalline structure. Since all the samples discussed in 

this chapter has been prepared in similar conditions to the one shown above (Figure 4.2), it is 

expected that for other samples similar crystallinity will be followed. From here on for the 

ease of discussion samples with t = 8, 90, 130 and 270 nm are labelled as sample D, E, F, and 

G, respectively.   

In order to determine accurately the layer thickness, roughness, and density of the 

samples, specular X-ray reflectivity (XRR) measurements were performed. The measured 
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data was simulated and fitted using GenX which uses the differential evolution algorithm. It 

can be used for fitting of X-ray as well as neutron reflectivity data using Parratt recursion 

formula [131]. Figure 4.3(a), (b) and (c) shows the XRR measurements for sample D, E, and 

F, respectively. The model for simulation had Si substrate with its native oxide (SiO2) along 

with the sample structure AlOX (3 nm)/Co (10 nm)/AlOX (t nm)/Co(10 nm)/AlOX (3 nm) 

where t = 8, 90, 130 nm. From the fits, the thicknesses of the Co layers were found to be 11 ± 

1nm. The values of top and bottom AlOX were found to be 3±0.5 nm. The values of spacer 

layers were found to be 8, 90, 130 nm from the fits of Figure 4.3(a), (b), and (c), respectively. 

The XRR fits revealed there was no interdiffusion at the interfaces. It should be noted that the 

densities of Al2O3 is quite less than the bulk value, which may happen due to some oxygen 

deficiencies. 

 

Figure 4.3: XRR curves for sample D (a), sample E (b) and sample F (c). The 

experimental data is shown as open circles and the solid line is the simulated fits. 



105 
 

Secondary ion mass spectroscopy (SIMS) was performed at National Physical 

laboratory, New Delhi to know the quality of the layers and the elemental (Al, O and Co) 

profile in the multilayers grown. It should be noted that SIMS is a qualitative technique. The 

measurement was performed using Cs+ as primary ions to enhance the yield of oxygen. The 

elemental profile of SIMS data for sample D is shown in Figure 4.4. The full width at half 

maxima for each layer intersected with each other indicating no interdiffusion. It should be 

noted that the graph in Figure 4.4 is in log scale. The other samples of Co/AlOx/Co were 

prepared with similar growth conditions. Therefore it is expected that the other samples have 

no interdiffusion. 

 

Figure 4.4: Elemental depth profile measured by SIMS for sample D i.e.                                                                   

Si (100)/AlOX (3 nm)/Co (10 nm)/AlOX (8 nm)/Co(10 nm)/AlOX (3 nm). 

4.4 Magnetic Properties: 

4.4.1 Magnetization reversal of Co (10nm) single layer: 

Effect of dipolar coupling on the magnetization reversal of the Co layers with 

increasing the spacer layer was studied by Kerr magnetometery and microscopy. It should be 

noted that the Co target used to prepare these series of Co/AlOX/Co trilayers was different 
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than that used for the results shown in chapter 3. Hence, a Co (10 nm) single layer with 

structure Si(100)/AlOX(3 nm)/Co(10 nm)/AlOX(3 nm) was prepared and characterized by 

MOKE microscopy. It showed similar properties to the one discussed in chapter 3 except 

there was little variation in the domain structure. The hysteresis and the domain structure 

along EA is shown in Figure 4.5(a) and 4.5(b) – (e), respectively. Similar to the previous 

case, the reversal occurs via domain wall motion along easy axis (EA). The domains here are 

large and striped.  

 

Figure 4.5: Hysteresis (a) and domain images (b) – (e) measured by LMOKE 

microscopy along EA for AlOX (3 nm)/Co (10 nm)/AlOX (3 nm) [The Co target used 

was different than the one used for preparation of Co/AlOX/Co multilayers]. The field 

points corresponding to the domain images for (b) – (e) are shown by points 1 to 4 in 

Figure 4.5(a), respectively. 

Along hard axis (HA), the reversal was governed by coherent rotation as shown by 

the S-shaped hysteresis (Figure 4.6(a)) and the contrast change of the domain images of 

Figure 4.6(b) – (e). The field points for the images of Figure 4.6(b) – (e) are marked in 

hysteresis (Figure 4.6(a)). 
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Figure 4.6: Hysteresis (a) and domain images (b) – (e) measured by LMOKE 

microscopy along HA for AlOX (3 nm)/Co (10 nm)/AlOX (3 nm) [The Co target used 

was different than the one used for preparation of Co/AlOX/Co multilayers]. The field 

points corresponding to the domain images for (b) – (e) are marked by points 1 to 4 in 

Figure(a), respectively. 

4.4.2 Study of magnetization reversal for Co (10 nm)/AlOX(t nm)/Co (10 nm) 

4.4.2.1 Presence of uniaxial and random anisotropy: 

In – plane magnetization measurements were performed using LMOKE microscopy 

and magnetometery for Co(10nm)/AlOX (t nm)/Co(10nm) where t was varied from 3 to 270 

nm. As discussed in Chapter 3, due to the geometrical construction of the deposition 

chamber, the angle between the substrate normal and the incident flux from the target is at 

30°. Hence, a growth induced in-plane uniaxial anisotropy was observed in all the Co 

(10nm)/AlOX(t nm)/Co (10nm) samples where t = 3 to 270 nm. The in-plane angle 

dependence of coercivty and Squareness Rs, defined as Mr/Ms where Mr = remament 

magnetization and Ms = saturation magnetization for Co (10nm)/AlOX (3 nm)/Co (10nm) are 

shown in Figure 4.7(a) and (b), respectively. It should be noted that a peak near HA is 

observed in both Figure 4.7(a) and (b). This peak arises due to the misalignment of local 

grain anisotropy as explained in detail in Chapter 3, section 3.3.2.2. All the samples with the 

trilayers of Co (10nm)/AlOX (t nm)/Co (10nm) showed similar behaviour.  
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Figure 4.7: Angular dependence of (a) Coercivity vs. θ (b) Mr/Ms vs. θ for                      

Co (10 nm)/ AlOX(3 nm)/Co (10 nm) showing the uniaxial anisotropy behaviour. 

Similar behaviour was observed for all samples of Co (10 nm)/AlOX (t nm)/Co (10 nm).  

4.4.2.2 MOKE microscopy and magnetometry- 

To understand the effect of dipolar coupling on the magnetization reversal of Co 

layers, LMOKE microscopy measurements with simultaneous domain imaging were 

performed. The hysteresis loops measured along EA by MOKE microscopy for all the 

samples showed two stepped hysteresis loops. Figure 4.8 shows the two stepped hysteresis 

loop along EA with its domain images for sample D. At positive saturation, 0H = 40 mT 

(Figure 4.8(a), point 1), a single domain state with black contrast shown in Figure 4.8(b) is 

observed.  As the applied filed is increased in the negative direction, the first magnetization 

reversal is observed at 0H = - 4.2 mT (point2 of Figure 4.8(a)). This reversal is accompanied 

by large domains as shown in Figure 4.8(c). It can also be observed from the domain image 

in Figure 4.8(c) that some fine domains have nucleated in the region where reversal has 

already occurred. This may happen due to the magnetostatic coupling of the domains in the 

layers. On further increasing the magnetic field, the second reversal occurs round              

0H = -13.5 mT (point 3) accompanied by fine domains (Figure 4.8(d)) and finally gets 

saturated. Figure 4.8(e) with complete white contrast shows the negative saturation state at  
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0H = -40 mT. The step in the hysteresis and their corresponding different domains indicates 

layer-by-layer reversal of the two Co layers in the sample. The change in the domain 

structure of the two Co layers indicates the effect of interlayer coupling on the Co layers. It 

should be noted that these Co layers were prepared in identical conditions with the same 

thickness.  

 

 

Figure 4.8: (a) Hysteresis measured by LMOKE microscope at room temperature for 

sample D along EA. Images (b) - (e) are domain images taken at fields marked by 

point 1 - 4 in Figure (a), respectively. 

On increasing the spacer thickness of the spacer layers, transverse component of 

magnetization reversal was observed. The hysteresis for one such case is shown for sample E 

in Figure 4.9(a). It shows the hysteresis loop and the domain images corresponding to the 

points (1 – 4) are shown in Figure 4.9(b) - (e), respectively. As the field is reversed from 

positive saturation to negative field (point 2 in Figure 4.9(a)) a small transverse component of 

magnetization is observed which looks like a hump in the hysteresis. The reversal is 

accompanied by large stripe domains (Figure 4.9(c)). The boundaries of these domains have 

been highlighted in yellow for having a better visualization. The second reversal is 

accompanied by small branched domains (Figure 4.9(d), point 3). Hence, similar to sample 
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D, two types of domains indicating layer-by-layer reversal of the Co thin films was observed. 

However, comparing Figure 4.8(a) and Figure 4.9(a) it can be observed that with an increase 

in thickness the second reversal, which may be due to top Co layer, becomes sharper.  

 

Figure 4.9: (a) Hysteresis measured by LMOKE microscope at room temperature for 

sample E along EA. Images (b) - (e) are domain images taken at fields marked by 

point 1 to 4 in Figure (a), respectively. 

MOKE magnetometry in both longitudinal and transverse mode was performed for 

sample D, E, F and G to confirm the transverse component of the magnetization.  Figure 

4.10(a) – (d) and (e) - (h) shows the hysteresis loops for LMOKE and TMOKE for samples 

D, E, F and G, respectively.  For sample D, stepped hysteresis loop for LMOKE (Figure 

4.10(a)) and TMOKE (Figure 4.10(e)) are observed. However, this transverse component of 

magnetization was also observed by LMOKE and TMOKE measurements for higher 

thickness of t = 90, 130, and 270 nm as evident from Figure 4.10(b) – (d) and (f) – (h), 

respectively. Also, with increase in thickness, the saturation field decreases for samples E, F 

and G (Figure 4.10(a) – (c)). However, it should be noted that even though t = 270 nm 

showed strong transverse signal and did not follow the trend of decreasing of the saturation 

field. This may happen as it was prepared by different Co target and hence may have little 
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different microstructural properties. The transverse component of magnetization was 

observed for samples with t > 23 nm.  

 

Figure 4.10: LMOKE ((a) – (d)) and TMOKE ((e) – (h),) hysteresis loops for samples 

D, E, F and G, respectively. It should be noted that sample G was prepared from 

different Co target. 

The observation of transverse component and a decrease in saturation field can be 

understood by considering the decrease of dipolar coupling between the two Co layers with 

an increase in spacer thickness. Dipolar coupling decreases monotonically with increasing the 

spacer layer thickness [132, 133]. The magnetization reversal can hence be understood 

assuming the stray field from the bottom Co layer will affect the top Co layer. For lower 

thickness, the Co layers will be coupled magnetostatically, they will therefore, need a high 

field for saturation [134]. This coupling will also restrict the reversal of the layers and thus 

only longitudinal magnetization will be present. However, for very thin spacer layers, t = 3 

nm, coupling due to pin holes may also be present. It is generally difficult to separate the 

effect of pinning on magnetization reversal along with other coupling mechanisms. Labrune 

et al. showed theoretically that for the dipolarly coupled Co (20 nm) layers in a bilayer 

magnetic systems, the saturation field decreases with increasing in spacer thickness. On 
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increasing the spacer thickness, i.e. for weakly coupled systems and in the absence of any 

exchange coupling, each Co layer of the stack can individually response to the change in the 

magnetic field [134]. This reduces the saturation field which is valid for our case also. It is 

expected that for decoupled Co layers, magnetization reversal behaviour will be similar to 

that of single layer behaving like a single ferromagnet. The coercive and saturation field will 

be expected to be close to the values of Co single layer (Figure 4.5(a)) [50]. Therefore, at 

higher thickness (t > 23 nm) appears that a weak coupling still exists and hence leads to 

contribution of transverse magnetization. Since using MOKE microscopy and magnetometry, 

it is difficult to know the magnetization depth profile, therefore, Polarized neutron reflectivity 

(PNR) measurements were performed to elucidate the layer-by-layer magnetization state. 

4.4.2.3 Polarized Neutron Reflectivity (PNR): 

PNR measurements under small angles were performed to study the magnetization 

depth profile of the Co layers. The measurements were performed in specular mode at 

TREFF reflectometer in FRM2, Munich. As discussed in Chapter 2, section 2.8, the 

momentum transfer along Z-axis is given by - 

qz =( 4sin θ)/λ ,    (4.1) 

where, qz = momentum transfer perpendicular to the surface and where 0.48 nm is the 

neutron wavelength. As discussed in section 2.8 of chapter 2, four cross sections, R+ +, R− −, 

R+ −, and R− + can be measured. The plus and minus signs indicate polarizations of the 

incident and scattered neutrons parallel or antiparallel to the applied external field, 

respectively. The non-spin-flip (NSF) scattering amplitude [R++, R− −] provides structural and 

magnetic information whereas spin-flip (SF) [R+−, R−+] gives only magnetic information and 

correspond to in-plane magnetization components perpendicular to the neutron polarization. 

The non-spin flip (NSF) scattering measurements for sample D was performed at 

room temperature. The magnetic field was applied along EA and was parallel to the sample 
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plane. The layer thickness, roughness, and densities were taken from the XRR fits discussed 

in section 3. Figure 4.11(a), (b), and (c) shows the non-spin flip measurements (open circles) 

along with the fits (solid lines) for sample D at fields 100 mT, -7 mT, and -18 mT, 

respectively. The fitting for each data set was performed using GenX [135] software based on 

Parratt’s formalism [136]. For fitting the PNR data, the thickness, roughness and densities 

were used from the XRR fits of sample D. However, while refining the fits the densities and 

roughness was varied slightly. 

  

Figure 4.11: PNR measurements (open circles) and fits (solid lines) for 0H at (a) 

positive saturation, (b) -7 mT, (C) -18 mT for Co (10 nm)/AlOX (8 nm)/Co (10 nm). 

The corresponding measuring field points are marked as 1, 2, and 3 in Figure 4.8 (a). 

The schematics the magnetization vector orientation of the two Co layers for each field 

has been shown to its corresponding right column. The bottom and top Co layers are 

labelled as Co1 and Co2, respectively. 
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The fits of PNR data at positive saturation (Figure 4.11(a)) reveals that both the Co 

layers are saturated along the field direction. It can be observed form Figure 4.11(a) that near 

total reflection plateau around q~0.01A-1, R+ +
 > R- - . This indicates the positive 

magnetization state of the sample where both the Co layers are effectively saturated along the 

field direction. The PNR data for 0H = -7mT (the step in the hysteresis in Figure 4.8(a)) is 

shown in Figure 4.11(b). For small q, near total reflection plateau, the intensity of  R+ +  is 

nearly equal to R- -.This indicates the sample to be in nearly demagnetized state. From the 

simulations, it was found that at this field, the magnetization of the bottom Co layer (Co1) 

has reversed completely as shown schematically in the right of Figure 4.11(b). Hence, the 

large stripe domain in Kerr microscopy image (Figure 4.8(c)) corresponds to the reversal of 

the bottom layer of the Co. The PNR fits at this field reveals that the Co top layer has also 

partially reversed (20%). This may arise since AlOX is an insulator, hence the only coupling 

present can be dipolar coupling, which may result in the stray field of the domains from the 

bottom Co layer and affect the top Co layer. On further increasing the field to -18mT, from 

Figure 4.11(c) it can be observed that near total reflection plateau around q~0.013A-1, the R- - 

> R+ +. This indicates the sample is now negatively magnetized. From the fits, it was found 

that the magnetization of the top layer reverses. Hence, from the PNR measurements, layer-

by-layer reversal of the Co layers due to dipolar coupling was confirmed [50].  

4.4.2.4 Micromagnetic simulations:  

In order to understand the magnetization reversal observed in the experiments, 

micomagnetic simulations were performed using object oriented micromagnetic framework 

(OOMMF) [63]. The system consists of two Co layers of equal thickness (10 nm) separated 

by an insulating spacer to account for AlOX layer of the real sample. The OOMMF 

simulations were performed for different spacer layer (t) = 2, 8, and 90 nm. The lateral size of 

the sample was 304 nm x 304 nm. The cell size was defined to be 3.2 x 3.2 x 2 nm3. The 
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saturation magnetization was assumed to be 1.44 x 106 A/m.  As discussed in section 4.4.2.1 

all the samples showed uniaxial anisotropy and small random anisotropy due to the 

misalignment for grain anisotropy as evidenced from the peak around the hard axis (Figure 

4.7) [35]. Hence, account for the variation in local anisotropy of the misalignment of grains in 

the real sample, a small random anisotropy (Kr) apart from uniaxial anisotropy (Ku) was 

incorporated in the simulations. This random anisotropy was such that it only gives rise to the 

randomness in the direction of the anisotropy keeping its magnitude constant. The values of 

uniaxial and random anisotropy choosen were Ku = 0.18 x 106 J/m3
 and Kr = 0.1 x 106 J/m3, 

respectively. The micromagnetic model OOMMF is based on minimization of the energy by 

using Landau- Lifshitz-Gilbert equation as described in section 1.6 of chapter 1 [137]. The 

magnetic energy per unit cell is given by – 

                                      
d𝐌

dt
= −|γ|𝐌x 𝐇𝐞𝐟𝐟 − 

|γ|α 

Ms
𝐌 x (𝐌 x 𝐇𝐞𝐟𝐟)          

where,  �⃗⃗�  is the magnetization vector,γ is the gyromagnetic ratio, and α is the Gilbert 

damping constant, �⃗⃗� 𝑒𝑓𝑓 is the effective magnetic field.  

The magnetization reversal for t (Al2O3) = 8 nm is first discussed in detail and then a 

comparision of hysteresis and domian images near coercive field will be summarized. Figure 

4.12(a) shows the OOMMF simulated hysteresis for t = 8 nm along the EA. A two stepped 

hysteresis similar to the the experimetal loop (Figure 4.8(a)) was observed. The domain 

images for top and bottom Co layers are shown as Figure 4.12(b1) – (e1) and that of bottom 

layer is shown in Figure 4.12(b2) – (e2) marked as points (b) to (e) respectively, in Figure 

4.12(a). Red and the blue pixel of the domain image refers to the magnetization component 

Mx < 0 and Mx > 0, respectively. The simulation was performed by negatively saturating the 

sample and then reversing the field to positive direction. As the field is reversed towards 

positive direction, the bottom Co layer reverses (Figure 4.12(c2)) and the stray field 
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originating from it affects the top layer (Figure 4.12(c1)). On further increasing the field to 

point d (Figure 4.12(a)), the botom Co layer is completely reversed where as the top Co layer 

is still negatively magnetized. This is consisent with the experimental observations of the 

Kerr microscope and PNR data. The PNR data in Figure 4.11(b) revealed the antiparallel 

alignment of the two Co layers. On increasing the field, the top Co layer reverses (Figure 

4.12(e1)). Hence, OOMMF simulation reveals layer-by-layer magnetization reversal of the 

Co layers due to dipolar coupling with small random anisotropy which qualitatively explains 

the observations of Kerr microscope and PNR measurements. 

 

Figure 4.12: Micromagnetic simulated hysteresis (a) and domain images (b to e) for 

Co (10 nm)/Al2O3 (8 nm)/Co (10 nm) with Ku =0.18 x 106 J/m3
 and Kr = 0.1 x 106 

J/m3. The red and blue pixel corresponds to magnetization Mx < 0  and Mx > 0, 

respectively. The suffix 1 and 2 for each domain image refers to the top and bottom 

Co, respectively. 

For understanding the thickness dependance of the spacer layer on magnetization rversal of 

the dipolarly coupled Co(10 nm) layers OOMMF simulations were performed by varying the 
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spacer thickness. Figure 4.13 shows the longitudinal component of magnetization of the 

simulated hystresis loops for t = 2, 8, 90 nm for understanding the thickness dependance of 

the spacer layer on magnetization rversal of the dipolarly coupled Co(10 nm) layers. Two 

steped hysteresis loops were observed for all the cases. As dicussed above in detail, the first 

(HC1) and second reversal (HC2) in all the hystresis of Figure 4.13 corresponds to the 

magnetization reversal of the bottom and the top Co layer, respectively. This is consistent 

with the MOKE experimental observation. On increasing the thickness of the spacer layer, 

the saturation field decreases which was also observed by MOKE magnetometry (Figure 

4.10). This indicates the reduction of coupling as explained in section 4.4.2.2.  

 

Figure 4.13: OOMMF simulated hysteresis for Co (10nm)/Al2O3 (t nm)/Co (10nm) 

along EA, where t = 2, 8, and 90 nm. 

The domain structure with increasing thickness of the spacer layer along EA for H ~ Hc is 

shown in Figure 4.14. It can be observed that the domain structure for t = 90 nm is different 

compared to t = 2 and 8 nm. Hence, the dipolar coupling affects the domains structure which 

was also evident from Kerr microscopy domain images. However, it should be noted that in 

simulations it is not possible to get different domains in the two Co layers for the same 
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thickness and the transverse magnetization unlike experiment decreased with increasing the 

spacer thickness (data not shown). However, it is worth mentioning that for systems with 

only dipolar coupling and no randomness it was qualitatively possible to achieve the trend of 

transverse magnetization. However, it was neither possible to observe the layer-by-layer 

magnetization reversal nor the decreasing trend of the saturation field for such cases where Kr 

was made zero.  

 

Figure 4.14: Simulated domain images along EA for Co (10 nm)/Al2O3 (t nm)/Co (10 nm) 

near coercive fields along EA, where t = 2, 8, and 90 nm with Ku =0.18 x 106 J/m3 and Kr 

= 0.1 x 106 J/m3. The red and blue pixel corresponds to magnetization Mx < 0 and Mx > 0, 

respectively. The suffix 1 and 2 for each domain image refers to the top and bottom Co, 

respectively. 
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4.5 Conclusion- 

In summary, in this chapter magnetization reversal and the effect of interlayer coupling in 

dipolarly coupled Co layers have been studied. Layer-by-layer magnetization reversal of the 

Co layers was evidenced by Kerr microscope and PNR measurements. The results were 

supported by OOMMF simulations in which uniaxial and random anisotropy was 

incorporated along with the dipolar coupling. On increasing the thickness of the spacer layer, 

decrease in dipolar coupling leading to transverse component of magnetization along with 

longitudinal magnetization component was observed. 
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Chapter 5 : Occurrence of 360° domain walls: a 

competing effect of uniaxial and random anisotropy 

 

5.1 Introduction:  

In previous chapters, it has been discussed that the magnetization reversal in 

multilayers of Co/AlOx (Chapter 4) can be different than that of single ferromagnetic Co film 

(Chapter 3). Magnetic multilayers where ferromagnetic (FM) layers are separated by non-

magnetic spacer layers (NM) have been used in data storage devices like read-head of hard 

drives and magnetic random access memories (MRAMs), [138, 139]. Magnetization reversal 

can occur via domain wall (DW) motion or coherent rotation as discussed in section 1.4 of 

Chapter 1. Manipulating domains and DWs in magnetic thin films gives an alternative 

approach to use them in data storage technology. For example, in racetrack memory, the 

domains can be restricted along the length of the wires by the shape anisotropy. Hence, two 

opposite directions of magnetization along the length of the wire will be possible and can be 

used as 0 or 1 state. These two states can be used for DW logic [140, 141] and memory 

devices [142]. DWs can propagate on the application of magnetic field or spin polarized 

electric current. The reliable and controlled movement of DWs has to be used in racetrack 

memory for the storage devices [142, 143]. 

It is desirable that these devices e.g magnetic tunnel junctions, racetrack memory etc.  

have reliable and uniform magnetization reversal. However, the performance can be impaired 

by the local microstructure like the presence of pinning centers or defects. As discussed in 

chapter 3, the presence of inhomogeneity or randomness affects the magnetization reversal by 

the formation of complex domain structures. The magnetization relaxation time increases 

with increase in randomness. Hence, these inhomogeneities must be avoided to achieve a 

faster response of the devices. The presence of this random anisotropy may lead to the 
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formation of DWs [144]. Among various types of domain walls, the formation of 360° DWs 

has  been reported in past by several authors [145, 146,  16]. Presence of these walls must be 

avoided as it hinders the magnetization reversal, reduces its reproducibility and requires high 

field for annihilation [147]. Therefore, for improving and engineering the performance of 

devices, it is necessary to understand the magnetic properties like domain structure, 

magnetization reversal of the magnetic thin films constituting these devices.  

  
 

Figure 5.1: Schematic showing the core and the tail of the Néel walls with the 

magnetic  [20]. 

Formation of domains depends on energy minimization of various energy factors such 

as exchange energy, magnetostatic energy and anisotropy energy as explained in section 1.3 

of chapter 1. Different types of DWs like 180°, 90°, 360° etc. can exist as described in 

section 1.3 [20]. Among these the observation of 360 DWs is rare. 360 DWs separate the 

domains with parallel magnetization as has been shown in Figure 1.9 of chapter 1. Across 

these DWs, the spins inside them rotates by 360.  These walls are formed in continuous thin 

films when Bloch lines present in a 180º Néel walls gets pinned at structural inhomogeneities  

or defects in an exchange biased film [39, 148]. It can also be formed by merger of two 180° 

Néel DWs. The Néel walls consists of a core and a large tail as shown in Figure 5.1 [20]. The 

magnetic charges developed in the tail of one the Néel wall can interact magnetostatically 

with the other Néel walls present in the sample. The two bounding Néel walls of 360° DWs 
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can either attract or repel depending on the charges developed on the tails. For the Néel walls 

with opposite magnetic charges having opposite sense of rotation will attract each other and 

can be easily annihilated. These walls are called unwinding walls as shown in Figure 5.2(a). 

However, the interacting walls with similar rotational sense will repel each other due to the 

opposite polarity on the overlapping tails. These walls, called winding DWs, under the 

infulence of magnetic field can merge to form 360° DW as shown in Figure 5.2(b). These 

winding walls are stable and will require high magnetic field for annihilation [20, 47].  

  
 

Figure 5.2: Schematic of 360° DWs formed due to (a) opposite sense (unwinding) and 

(b) similar sense of rotation (winding) of Néel walls [20]. 

However, 360° DWs can also be formed in the absence of defects [147, 148]. It was 

shown that even without inclusion, formation of 360° DWs were possible due to the presence 

of the dispersion of EA in permalloy films [149]. This dispersion can be treated as self 

perturbation leading to edge curling in opposite direction and hence formation of 360° DWs 

[145, 149]. Hehn et al. predicted that the curling in magnetic tunnel junction will depend on 

the the variation of the local anisotropy, thermal fluctualtions and by the torque created by the 

dipolar field of the hard magnetic layer [145]. In some cases they can be formed due to the 

magetization rotation of nearby grains in opposite direction due to the presence of the 

distribution of EA in the film [16, 148, 149, 150]. 360° DWs were also observed both 

theoritically and experimentally in patterned thin films like ellipses [145], rings [151] and 

nanowires [152, 153].  
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Even though 360 DWs has been considered to be undesirable in data storage 

technology, it is still being explored for its probable applications. Marco et al. proposed to 

use the stability of 360 DWs as a future sensor application with special spin valve 

geometries [154]. They showed the formation, transportation and storage of 360 DWs in free 

permalloy layer of spin. This was achieved by joining a large circular element to a long and 

thin stripe of smaller area. However, the observed change in resistance was only 0.5%.  

Concentric 360 DWs were formed in the free layer of MTJ by repeated switching of the free 

layer [16]. The authors claimed the number of nested 360° DW loops can be used to track 

history and hence, the number of magnetization reversals of the device. The authors 

attributed the formation of 360° DWs to the inhomogeneities which gives rise to magnetic 

dispersion in grain and produces a preferetial sense of rotation by breaking the local 

symmetry. Similar to other reports, formation of 360° DWs due to defects were also observed 

for this case [16]. Hence, a systematic study of the formation and annihilation of these 360º 

walls is an important issue. In this work, the effect of randomness on the formation of 360º 

DWs have been discussed. It is shown that the presence of high random anisotropy in a 

system can be one of the reasons for the formation of the 360° DWs. 

5.2 Sample Preparation: 

The sample Al2O3 (3 nm)/ [Co80Fe20 (1.8 nm)/ Al2O3 (3 nm)]9 (Figure 5.3(a)) was 

prepared on float glass by the group of Prof. P. P. Freitas at INESC, Lisbon, Portugal. This 

sample was prepared in continuation of the series where the thickness of the Co80Fe20 (tn) was 

varied from 0.5 to 1.8 nm keeping Al2O3 thickness constant at 3 nm [26]. It was observed that 

CoFe on Al2O3 has Volmer - Weber growth and was discontinuous for thickness below      

1.4 nm and continuous above it [155]. 
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Figure 5.3: (a) Schematic of the sample Al2O3(3 nm)/[Co80Fe20(1.8 nm)/Al2O3(3 nm)]9, 

(b) schematic showing the coalescence of nanoparticles to form continuous thin films 

with overall uniaxial anisotropy and random anisotropy of the grains. 

These samples were prepared at a substrate temperature of 200 °C by Focussed        

Xe - Ion Beam (FIB) sputtering as described in section 2.1 of chapter 2. The deposition rate 

for Al2O3 and Co80Fe20 was 0.12 and 0.32 Å/s, respectively [26, 155]. To induce an in-plane 

anisotropy, a magnetic field of 10 mT was applied during the growth of the sample. Since the 

magnetic field was not strong enough, a small random anisotropy with an overall in-plane 

uniaxial anisotropy is expected due to the granularity of the CoFe thin film as shown in 

Figure 5.3(b). The detailed structural and magnetic properties of the discontinuous metal 

insulator multilayers have been studied in ref [155]. However, in this chapter, the 

magnetization reversal and formation 360° DWs due to the presence of random anisotropy in 

percolated metal insulator multilayer (MIM) is discussed. 

 

5.3 Magnetization reversal and experimental observation of 360° 

DWs: 

Angle-dependent hysteresis measurements were performed by using MOKE 

microscopy in the longitudinal mode. The plot for angle vs coercive field and squareness is 

shown in Figure 5.4 (a) and (b), respectively. It confirms the presence of uniaxial anisotropy 
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induced by application of magnetic field during film growth. A detailed magnetization 

reversal investigation was performed by experiments and simulations (OOMMF) along the 

EA and HA. 

 

Figure 5.4: Coercivity (a) and Mr/Ms (b) vs. for [Co80Fe20 (1.8 nm)/Al2O3 (3 nm)]9 

showing the presence of uniaxial anisotropy behavior. 

The hysteresis measured along the EA by LMOKE microscopy at room temperature is 

shown in Figure 5.5(a). The narrow hysteresis loop with small coercive field indicates that 

sample is soft magnetic. The domain images on changing the field from negative to positive 

saturation are shown in Figure 5.5(b) – (g) with their corresponding field points marked as (1) 

– (6) in Figure 5.5(a). The sample at negative saturation (point 1, Figure 5.5(a)) shows that 

the sample is homogenously black and hence implies single domain state (Figure 5.5(b)) with 

the net magnetization along the direction of the field. As the field is reversed from negative 

saturation to a small positive field (point 2, 0H~ -1.80 mT), domains of reverse 

magnetization represented by gray shade start to nucleate as shown in Figure 5.5(c). On 

further increasing the field, the reversal is accompanied by DW motion as shown by Figure 

5.5(d) for 0H~ -1.98 mT. It should be noted that the black and gray scales of the domain 

images indicates the negative and positive magnetization, respectively. Since the sample has 

9 layers of Co80Fe20 (1.8 nm)/Al2O3 (3 nm), one may expect layer-by-layer reversal of the 

Co80Fe20 layers as was reported by Bedanta et al. for the sample tn = 1.6 nm of the same 
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series [112]. This is also evident from Figure 5.5(e) which has gray contrast with a small 

region of white contrast shown by the square. The magnetization reverses further via DW 

motion as shown in Figure 5.5(f)) for 0H~ -2.38 mT (point 5 of Figure 5.5(a)). Finally, with 

an increase in the field, the sample gets completely saturated. It should, however, be noted 

that by using Kerr microscopy, it is not possible to know the exact magnetization depth 

profile and hence the reversal of individual layers. Magnetization reversal for this sample was 

also studied by X-ray photoemission electron microscopy (XPEEM) by Dr. S Bedanta [52]. 

360° DWs having irregular structure were observed. These walls were stable and present 

even around saturation. For a better understanding of the experimental observation, OOMMF 

simulations were performed where a random anisotropy in addition to uniaxial anisotropy 

was incorporated. This will be discussed in the next section of this chapter.  

 

Figure 5.5: (a) LMOKE hysteresis loop for Al2O3(3 nm)/[Co80Fe20 (1.8 nm)/Al2O3(3 nm)]9 

along EA. Figure (b) – (g) show the domain images along the positive branch of hysteresis 

for which the corresponding field points (1) – (6) are marked in Figure 5.5(a).  
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360° DWs were also observed along the HA by LMOKE microscopy. The hysteresis 

and domain images are shown in Figure 5.6(a) and Figure 5.6(b) to (f), respectively. The 

sample was negatively saturated till -16 mT and then the magnetic field was reversed. The   

S- shape of the hysteresis loop Figure 5.6(a) indicates coherent rotation of magnetization 

reversal. The domain images during reversal are shown in Figure 5.6(b)-(f) with their 

corresponding field points (1) - (5) marked in the hysteresis (Figure 5.6(a)). At negative 

saturation (point 1) the sample is in single domain state as observed from the uniform gray 

color of the domain image of Figure 5.6(b). As the field is reversed, nucleation of fine 

domains is observed at 1 mT which is shown in Figure 5.6(c). On further increasing the 

magnetic field, a thick black loop like feature called as 360° DWs with the same gray scale 

on either side is observed as shown in the domain Figure 5.6(d) at 0H = 3.07 mT [52]. These 

walls existed till 4 mT as shown in Figure 5.6(e) and then were annihilated. The zoomed in 

image of the 360° DWs in the area highlighted in Figure 5.6(d) is shown in Figure 5.7(a). The 

black loop like features perpendicular to the field direction is the 360° DWs.  Figure 5.7(b) 

shows the domain image of 360° DWs (white loop like features) for the negative branch of 

the hysteresis. It has to be noted that both the domain images are in same scale and for the 

same area of the sample. The 360° DWs formed at HA may arise due to the difference in the 

sense of the rotation of the magnetization of the grains [16] which occurs due to the 

dispersion of anisotropy of grains. This breaking of local symmetry occurs as the nearest EA 

of the grains are aligned antiparallel. Hence, the exchange coupling responsible for coherent 

rotation will not be sufficient to overcome the energy barrier due to the randomness as 

explained in section 3.3.2.2 of Chapter 3 [35].  The local magnetization of the grains will 

have antiparallel magnetization at remanence mostly aligned towards EA which on increasing 

the field results in the formation of 360° DWs still preserving the opposite sense of rotation. 

This was also confirmed by OOMMF simulations performed using the same parameters as 
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that for EA. The details of the results and discussion for OOMMF simulations for the 

understanding of experimental results are discussed in next section. 

 

Figure 5.6: (a) Hysteresis measured by LMOKE microscopy along HA. Images (b) to 

(f) are domain images of the field points marked (1) to (5) respectively in the 

hysteresis. The zoomed (50 X 35 μm2) in domain image of the highlighted area of the 

image (d) is shown in Figure 5.7. The thick black loop like features are the 360° DWs 

[52]. 

 

Figure 5.7: (a) The zoomed (50 X 35 μm2) in domain image of the highlighted area in 

Figure 5.6(d) for positive branch of the hysteresis, (b) domain image for negative 

branch of the hysteresis,  showing the 360° DWs (as white colored loops) separating 

parallel magnetization by the arrows in the respective images. [Note: both the images 

are in same scale]. 
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5.4 Micro-magnetic Simulations for 360° DWs along EA and HA:  

In order to understand the experimental observation of the magnetization reversal 

process in MIM, micromagnetic simulations using Object Oriented Micromagnetic 

Framework (OOMMF) were performed [63] for [Co (1.8 nm)/Al2O3 (3.6 nm)]n, with n = 2 

along EA and HA. This understanding was extended for n = 9 bilayers. The lateral size of the 

sample was 304 x 304 nm2. The cell size was defined to be 3.2 x 3.2 x 1.8 nm3. The 

saturation magnetization was assumed to be 1.44 x 106 A/m which corresponds to the bulk 

value of the Co [112].  As discussed previously, the MIM has uniaxial anisotropy (Ku) and a 

non-neglibible random anisotropy (Kr) induced due to the growth technique used. Hence, a 

random anisotropy (Kr) apart from uniaxial anisotropy (Ku) was incorporated in OOMMF 

simulations. This random anisotropy was such that it only gives rise to the randomness 

around the direction of the uniaxial anisotropy keeping its magnitude constant to account for 

the dispersion in local anisotropy of the grains in the real sample. The model is based on the 

minimization of the energy by using Landau- Lifshitz-Gilbert equation as described in 

chapter 1, section 1.6 [137]. The magnetic energy per unit cell is given by – 

𝑑�⃗⃗� 

𝑑𝑡
= −|𝛾|�⃗⃗� ×  �⃗⃗� 𝑒𝑓𝑓 +  𝛼�⃗⃗�  ×  

𝑑�⃗⃗� 

𝑑𝑡
        (5.1)       

where,  �⃗⃗�  is the magnetization vector, γ is the gyromagnetic ratio, and α is the Gilbert 

damping constant, �⃗⃗� 𝑒𝑓𝑓 is the effective magnetic field.  

5.4.1 Micromagnetic simulations along EA: 

The simulations were performed along EA by varying the values of Ku and Kr. 360° DWs 

were formed when random anisotropy was comparable or greater than the uniaxial anisotropy 

(Ku ~ Kr or Ku
 < Kr). However, for Ku >> Kr, no 360° DWs were observed. The results for 

these three cases are discussed below in detail. 
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5.4.1.1 Ku = 0.15 x 106 J/m3 and Kr = 0.1 x 106 J/m3: random anisotropy is smaller but 

comparable to uniaxial anisotropy: 

 

 

Figure 5.8: Micromagnetic simulated hysteresis (A) and domain images (B to G) for 

[Co (1.8 nm)/Al2O3 (3.6 nm)]2 with Ku =0.15 x 106 J/m3
 and Kr = 0.1 x 106 J/m3. The 

red and blue pixel corresponds to magnetization Mx < 0 and Mx > 0. The suffix 1 and 2 

for each domain image refers to the top and bottom Co layers, respectively. 

Figure 5.8 shows the hysteresis loop and the domain images of the two Co layers for the 

field points (B) to (G) marked in the hysteresis loops.  The values of uniaxial and random 

anisotropy were taken to be Ku =0.15 x 106 J/m3
 and Kr = 0.1 x 106 J/m3, respectively. Red 

and the blue pixel of the domain image refers to the magnetization component Mx < 0 and 

Mx > 0, respectively. The simulation was performed by negatively saturating the sample and 

then reversing the field towards positive direction. As the field is increased, the bottom 

layer reverses first Figure 5.8 C2 and is completely saturated. Further, from Figure 5.8 D1, 

it can be observed that two 180° DWs come close to each other. These walls are formed by 

merger of domin walls with a similar sense of rotation as shown in the spin-resolved 

zoomed in domain image of Figure 5.9 (a). It is also noticed that  high field is required for 
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annihilation (Figure 5.8 E1 and F1) which was also observed experimentally by XPEEM 

images. 

 

Figure 5.9: The zoom in image showing the spins of the domain walls. The spins have 

similar sense of rotation across the two 180° DWs as shown the curved yellow arrow. 

The bold yellow arrow in the red and blue regions show the magnetization direction 

of the spins in the domains. 

5.4.1.2 Random anisotropy is equal to ((i) Ku = Kr = 0.1 x 106 J/m3) or comparable but 

greater than uniaxial anisotropy ((ii) Ku = 0.1 x 106 J/m3 and Kr = 0.15 x 106 

J/m3): 

Similar results were observed for Ku = Kr = 0.1 x 106 J/m3 and Ku = 0.1 x 106 J/m3 and Kr 

=  0.15 x 106 J/m3 as shown in Figure 5.10 (i) and (ii), respectively. Similar to the case (1), 

two 180° DWs merged (B1 of  Figure 5.10 (i) and (ii)) to form 360° DWs (C1 of  Figure 5.10 

(i) and (ii)). It should be noted that unlike 180° DWs these walls did not propagate with the 

field. The 360° DWs were stable and required high field for annihilation. The flat region 

shown in the insets of the hysteresis of Figure 5.10 (i) and (ii) just below saturation gives the 

field range in which the 360° DWs were stable. This was also evident from the respective 

domain images of D1 of  Figure 5.10 (i) and (ii). On further increasing the field, all the spins 

were aligned along the field resulting in the saturation. Hence, 360° DWs were observed due 



132 
 

to the presence of random anisotropy and in the defect free region. However, when Ku >> Kr, 

no 360° DWs are observed as discussed in the next point. 

 

 

Figure 5.10: OOMMF simulated hysteresis and the corresponding domain images 

showing formation of 360° DWs for [Co (1.8 nm)/Al2O3 (3.6 nm)]2 with                     

(i) Kr = Ku =0.1x 106 J/m3 and (ii) Kr = 0.15x 106 J/m3 and Ku = 0.1x 106 J/m3. The 

suffix 1 and 2 in the domain images corresponds for the top and the bottom layer of 

the Co. 

5.4.1.3 Ku = 0.2 x 106 J/m3 and Kr = 0.1 x 106 J/m3: random anisotropy is small 

compared to uniaxial anisotropy: 

Let‘s now consider the case when the uniaxial anisotropy is strong compared to the 

random anisotropy i.e. Ku >> Kr. Hence, all the parameters were kept same as described in 

above case (1) and (2), OOMMF simulations were performed for Ku = 0.2 x 106 J/m3
 and     

Kr = 0.1 x 106 J/m3. The hystresis and its domain images are shown in Figure 5.11. It is 

evident from the domain images that the reversal was governed by the propagation of 180° 

DWs in both the Co layers. 
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Figure 5.11: OOMMF simulated hysteresis loop and domain images showing the 

reversal by 180° DW motion along EA for [Co (1.8 nm)/Al2O3 (3.6 nm)]2 with          

Ku =0.2x 106 J/m3 and Kr = 0.1x 106 J/m3. 

Of all the cases discussed above, the most relevant for the real sample is the one 

discussed is case I where Kr is less but comparable to Ku. Hence, for the simulations disussed 

hereafter the values of Ku and Kr are choosen to be 0.15 x 106 J/m3
 and 0.1 x 106 J/m3, 

respectively.  Simulations were also performed for two Co (1.8 nm) layers separated by large 

spacer thickness of Al2O3 (108 nm) with Ku =0.15 x 106 J/m3
 and Kr = 0.1 x 106 J/m3. 

Formation of 360° DWs were also observed for this case (not shown here). Since the 

thickness of the spacer is large, the effect of inter-layer dipolar coupling for the formation of 

360° DWs can be neglected in this case. 

Hence, it can be concluded that 360° DWs can be formed along EA when the random 

anisotropy is comparable or greater than the uniaxial anisotropy. The walls are formed by 

merger of two 180° DWs of similiar rotation. The random anisotropy in the real film can 

arise from the disperion in the local EA due to the weak applied magnetic field during the 

deposition. The argument for the two layers also holds good for [Co(1.8 nm)/Al2O3(3.6 nm)]9 

which approximately mimics the real sample is shown in next section.  
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5.4.2 Micromagnetic simulations along HA: 

The OOMMF simulations along HA was performed for [Co (1.8 nm)/Al2O3(3.6 nm)]2 

by keeping all the parameters same as described for those along EA. The values of Ku and Kr 

were choosen to be 0.15 x 106 and 0.1 x 106 J/m3, respectively. The EA axis was considered 

to be along x-axis and the magnetic field was applied along the HA i.e. y-direction. Figure 

5.12 (A) shows the OOMMF simulated hysteresis. Its S- shape indicates that magnetization 

reversal occurs via typical coherent rotation as was also experimentally observed by the Kerr 

microscopy hysteresis (Figure 5.4(a)). Images shown in Figure 5.12 B1, B2 to G1, G2 are the 

simulated domain images with their corresponding field points marked in the hysteresis 

(Figure 5.12(A)). The suffix 1 and 2 in the domain images corresponds to the top and the 

bottom Co layers, respectively. For negative saturation, all the spins of both the Co layers 

were saturated along HA (-y direction) as shown by domain Figure 5.12 B1 and B2. On 

reversing the field, the films breaks up into two regions with opposite sense of rotation 

(Figure 5.12 C1 and C2). This can be seen from the two regions (i) and (ii) of the top Co 

layer. The rotation of the region (i) of the top Co layer is anticlockwise whereas that of (ii) is 

clockwise. Simlarly, the rotation of the region (iii) and (iv) of the bottom Co layers have 

opposite sense of rotation. This occurs due to high value of random anisotropy which induces 

a dispersion in the direction of the local EA. As already discussed in Chapter 3, for high 

randomness or misalignment (i.e.  J/Ku << Kr), the EA of the neighbouring grains may be 

aligned nearly antiparallel [35]. In such scenario, the exchange energy which induces 

coherent rotation will not be able to outweigh the random anisotropy. This breaks the 

symmetry of coherent rotation and hence rotation on either sense will be equally favourable. 

This leads to opposite sense of rotation in the nearby regions as discussed above. On 

approaching the remanence, the spins in the two regions of each of the Co layer are aligned 

along the EA and are antiparallel to each other as shown in Figure 5.12 D1 and D2. As 
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already discussed, the magnetization reversal for applied magnetic field at an angle to EA, the 

magnetization vector will rotate and align along the EA. However, since the random 

anisotropy is comparable to uniaxial anisotrpy in this case, the opposite sense of rotation will 

lead to antiparalle alignement of the region (i) and (ii) of the top Co layer as shown in Figure 

5.12 D1. This was also true for the bottom Co layer as shown for the region (iii) and (iv) of 

Figure 5.12 D2. On further increasing the field in the positve direction, this different rotation 

sense continues (Figure 5.12 E1 and E2) and leads to the formation of 360° DWs. Once 

formed, these walls were annihilated gradually under increasing magnetic field (Figure 5.12 

F2) leading to saturation.  

 

Figure 5.12: OOMMF simulated Hysteresis (A) and domain images (B to G) along 

HA for [Co (1.8 nm)/Al2O3 (3.6 nm)]2 with Ku = 0.15 x 106 and Kr = 0.1 x 106 J/m3. 

The red and blue pixels correspond to magnetization My < 0 and My > 0, 

respectively.The suffix 1 and 2 in the domain images correspond to the top and the 

bottom Co layers, respectively.  
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5.5 Conclusion:  

Hence, it can be summarized that the presence of random anisotropy comparable to 

uniaxial anisotropy can lead to the formation of non-trivial 360° DWs. Along EA, the 360° 

DWs were formed by merger of two 180° DWs. The DWs are quite stable and required high 

magnetic field for annihilation. Along HA, the coherent rotation of spins in opposite sense 

lead to the formation of 360° DWs. 

 

 

 

 

 

 

 

 

 

 

 



137 
 

Chapter 6 : Controlling the size and relaxation dynamics 

of Superferromagnetic domains 
 

6.1 Introduction: 

Since magnetic nanoparticles have potential applications in various fields such as 

magnetic resonance imaging (MRI), magnetic refrigerants, hyperthermic treatment for 

malignant cells, site specific drug delivery and manipulating cell membranes etc., hence they 

have been subject of interest for research for last few decades. These nanoparticles below a 

critical size (rc) becomes single domain. The critical radius is given by –  
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where A is the exchange constant, Ku is the uniaxial anisotropy energy constant, 0 is the 

permeability of the material, and MS is the saturation magnetization. [44, 156] These single 

domain nanoparticles carry net spins which is equal to the sum of all constituent atomic spins 

and are denoted as “superspins” or "macrospins”. The interaction in an ensemble of 

nanoparticles can be varied by changing the concentration of nanoparticles. For a system 

consisting of dilute and hence non-interacting nanoparticles will show superparamagnetic 

(SPM) behaviour. The relaxation for such systems was described by Néel- Brown model 

[157,158]. At high temperature the superspin fluctuate along their easy axis but at low 

temperatures it appeared to be blocked on a time scale given by the experiment. The 

magnetization reversal of non-interacting single domain particles was first examined by 

Stoner and Wohlfarth [55]. This theory was developed by assuming the coherent rotation of 

the magnetization of each particle. At high concentration of nanoparticles strong, dipolar 

interactions can be experienced. In this case the blocking at low temperature can be overcome 

by collective freezing in the case of a superspin glass (SSG) [159, 159, 161] for intermediate 
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concentrations. At high concentration, but below physical percolation, a ferromagnetic state 

called superferromagnetic (SFM) [162, 163, 164] can be observed.  

In this context DMIMs such as [Co80Fe20 (tn)/Al2O3 (3 nm)]10  has been proven to be 

an ideal system to exhibit variety of magnetic properties such as superparamagnetism (SPM), 

superspin glass (SSG) and superferomagnetism (SFM) by varying the nominal thickness (tn) 

of the ferromagnetic layer [159]. It has been shown that in a DMIM sample with tn = 0.5 nm 

the superspins experience negligible interparticle interactions leading to SPM blocking 

behavior [165]. However, for DMIMs with 0.5   tn   0.9 nm the superspins experience non-

negligible interparticle interactions and undergo SSG freezing [166]. With increasing 

coverage, 1.0   tn   1.4 nm, the nanoparticles experience strong interactions leading to a 

SFM domain state. A superferromagnetic (SFM) domain can be defined as a domain similar 

to ferromagnetic domain where the long range collective behaviour arises due to 

supermoments of the individual nanoparticles. Hence, the difference between the 

conventional ferromagnetic film and SFM is that the atomic moments are replaced by the 

supermoments of the individual nanoparticles [155]. Schematically the collective 

ferromagnetic behaviour giving rise to SFM domains is shown in Figure 6.2. The domains 

consist of a group of single domain ferromagnetic nanoparticles with average magnetization 

of each region shown by the large blue arrows. Unlike the structure of domain walls in thin 

films, the structure of walls separating the SFM domains are not yet understood.  

In past several groups have reported indirect evidence of SFM e.g. Sankar et al. 

showed the ferromagnetic correlation below 150 K in Co-SiO2 granular thin film by ac-

susceptibility and small angle neutron scattering (SANS) measurements [167]. This 

correlated ordering was attributed to the dipolar coupling between the Co nanoparticles. 

Indirect evidences of SFM domain state for DMIMs were initially concluded from the 

characteristics similar to conventional continuous thin film. For example, SFM system 
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showed dynamic hysteresis loops measured by MOKE magnetometry, [168] different 

dynamic modes (relaxation, creep, slide, switching) of domains wall motions observed from 

Cole -Cole plots extracted from the ac-susceptibility [7, 161, 169], polarized neutron 

reflectometry [169], aging and memory effects measured in the magnetic relaxation [170] etc. 

However, real-time imaging of SFM domains was achieved by synchrotron based 

photoemission electron microscopy (XPEEM) and Kerr microscopy [7]. 

  

 

Figure 6.1: Cross-sectional schematic of [Co80Fe20 (1.3 nm)/Al2O3 (3 nm)]10 where the 

big particles are the Co80Fe20 single domain nanoparticles and the small one are the 

glue particles responsible for tunnelling exchange coupling giving rise to SFM 

behaviour [7]. 

The origin of SFM state in the DMIM was attributed to the dipolar coupling along 

with the weak tunnelling exchange coupling which was mediated by the glue particles as 

shown in Figure 6.1 [7]. These glue particles are the small residual atomic clusters which 

form due to the Volmer-Weber-Type growth of CoFe on Al2O3 matrix (Figure 6.1) [155]. 

However, SFM domain-like states have also been observed in purely dipolarly coupled 
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systems [171, 172, 173]. In addition, calculations have shown that higher order multipolar 

interactions arising due to irregular particle shape might be a reason for the stable SFM 

domain state [174]. 

 

Figure 6.2: Schematic showing the SFM two oppositely aligned domains shown by 

large blue arrows. Each domain is formed by a group of single domain nanoparticles 

represented by the brown spheres [155]. 

However, many challenges in this field for example, understanding the nature and 

structure of superferromagnetic domain walls are yet to be explored. Further, the 

magnetization reversal process is of a fundamental importance while implementing in 

applications, it needs to be understood in SFM systems. For example, recording media 

demand miniaturization of domain size while keeping the media grains ferromagnetically 

coupled. Continuous thin films have been under investigation for this purpose for a few 

decades now. Recently, Arregi et al. [113] have demonstrated that by changing the angle 

between the applied field and the easy anisotropy direction, the magnetization reversal 

correlation length can be varied. Studying a uniaxial Co thin film deposited on Si substrate, 

the authors demonstrated a temperature independent pathway for the control of domain size. 

Therefore, in this work, a new approach to control the size of domains and magnetization 

reversal in superferromagnetic systems has been explored. 
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6.2 Preparation for Superferromagnetic sample:  

The sample Al2O3(3 nm)/[Co80Fe20 (1.3 nm)/Al2O3 (3 nm)]10 was prepared on float 

glass by focussed Xe- ion beam sputtering as discussed in section 2.1.1 of Chapter 2. 

However, the thickness t =1.3 nm was below the percolation limit. Co80Fe20 on Al2O3 follows 

Volmer-Weber which leads to the formation of discontinuous layer of spherical Co80Fe20 

nanoparticles for the nominal thickness below 1.8 nm [7]. An in-plane uniaxial anisotropy 

was induced by applying a magnetic field of 0H = 10mT during the deposition process. The 

structural and magnetic properties have been discussed in detail in reference [155]. It was 

shown that this sample has a Curie temperature of Tc ~ 510 K. Hence, the sample was found 

to be superferromagnetic at room temperature [169].The direct evidence of the presence of 

SFM domains were given by synchrotron based photoemission electron microscopy 

(XPEEM) and Kerr microscopy [7].  

6.3 Angle dependent control of SFM domains: 

The induced uniaxial anisotropy due to the application of magnetic field during 

growth was confirmed in past by ferromagnetic resonance [155]. Although SFM domains 

have been observed in past but the understanding of the SFM domains and domain wall 

dynamics is still yet to be explored. In this regard, angle dependent static hysteresis, domain 

shape and size, and relaxation were investigated. It should be noted that the angle dependent 

relaxation will be discussed in next section. These angle depended magnetization 

measurements were performed using MOKE microscopy similar to that described in section 

3.3.2.2.1 of chapter 3.  
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Figure 6.3: Longitudinal magneto-optic Kerr effect (LMOKE) hysteresis for    

[Co80Fe20 (1.3 nm)/ Al2O3(3 nm)]10 measured along θ = 0, 30, 45, 60, 75, and 90 

at room temperature. The numbers shown in the hysteresis loops correspond to the 

domain images shown in Figure 6.4.   

The angle dependent hysteresis loops for θ = 0 (EA), 30, 45, 60, 75, and 90 

(HA) are shown in Figure 6.3(a) – (f), respectively. A rectangular hysteresis loop with sharp 

jump at coercive field was observed along EA (Figure 6.3(a)). This sharp jump implies 

correlated reversal of all the nanoparticles governed by domain wall motion. This was also 

verified from the domain images of the EA shown in Figure 6.4.1 (negative saturation) to 

6.4.4 (positive saturation). The corresponding field points for these domain images have been 

marked in Figure 6.3(a) as points 1 – 4. The uniform black image of Figure 6.4.1 implies that 

the sample is negatively saturated. As the field is reversed along positive direction, domain 

nucleation followed by domain wall motion is observed from Figure 6.4.2 and 6.4.3. The 

domains observed reveal “stripe”-type shapes, while their average width is a few tens of 
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micrometers. This means several hundred/thousands of nanoparticles (diameter ~ 5 nm) 

constitute the SFM domain. When the field is increased from point 2 to point 3 in Figure 

6.3(a), the domains grow sideways accompanied by nucleation of new domains (see Figure 

6.4.2 and 6.4.3).  

It is observed that for angles away from EA (i.e. for increasing values of the 

hysteresis loop shape changes from square to S-shaped. This implies that for these angles, 

reversal is initially accomplished by coherent rotation and then followed by domain wall 

motion up to 60°. A finite linear increase in all the hysteresis were observed even after 

the loop got closed. This finite slope indicates the onset of coherent rotation processes of the 

superspins, which need much higher fields to achieve saturation. However, a small slope 

observed along EA can be attributed to the presence of paramagnetic “glue” particles in the 

SFM system which thus requires high magnetic field to saturate (Figure 6.1) [7, 165]. 

However, the slope increases as the angle  between EA and applied magnetic field is 

increased as the rotation of nanoparticles also contributes to the slope towards the saturation. 

Domain images for off-easy axis fields for 30°, 45° and 60° are shown in Figure 6.4.5 - 6.4.8, 

6.4.9 - 6.4.12 and 6.4.13 - 6.4.16, respectively. It can be observed from these images that 

domain size reduces as  is increased and at a significant decrease in domain size 

compared to EA is observed. Hence, in SFM systems correlated switching of nanoparticles 

occurs along the easy axis, while it decreases as we move away from the easy axis [175]. 

This is clearly evident from the domain images shown in Figure 6.4.7 and 6.4.11 as compared 

to Figure 6.4.3. 
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Figure 6.4: Domain images for [Co80Fe20 (1.3 nm)/ Al2O3 (3 nm)]10  recorded with 

LMOKE microscopy with H directed along θ = 0 (EA), 30, 45, 60, and 90 (HA) 

and H values as marked in Figure 6.3. 

 This decrease in domain size can be understood in analogy to the suppression of 

magnetic reversal correlation as observed in poorly crystalline films, where partial 

misalignment of crystallographic grains is encountered [113]. The difference in continuous 

and SFM system is that the continuous thin films will have grains with direct exchange 

coupling. However, the SFM system is mediated by a weak indirect tunneling exchange 

coupling via the glue particles with strong dipolar interactions between the nanoparticles. 

Due to this weak indirect exchange coupling, the nanoparticles in SFM will show small 
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random anisotropy in addition to the field induced uniaxial anisotropy. Therefore, the 

magnetization reversal of SFM can be understood in analogous to poorly crystalline thin 

films with weak exchange coupling as was discussed by Arregi et al. [113]. Hence, as  is 

increased away from easy axis, the exchange energy becomes weaker but the magnetic 

disorder becomes dominant and the energy barriers increase resulting in decorrelated reversal 

for higher angles.   

The hard axis loop indicates that the magnetization reversal occurs essentially via 

coherent rotation. This was evident by the S-shaped hysteresis loop of Figure 6.3(f) for which 

merely a continuous change in the gray scale of the corresponding images is observed from 

Figure 6.4.17 - 6.4.20. However, the existence of very small sized domains of the order of a 

few tens of nanometers (i.e. a few superspins wide) is not excluded for the hard axis, since 

such small domains cannot be visualized by Kerr microscopy due to its limited spatial 

resolution.  

 On the present SFM sample we have observed clear hysteresis with finite loop area 

for angles In the perpendicular configuration, Figure 6.3(f)the 

magnetization varies linearly and virtually without hysteresis. Here the classic result of a bulk 

magnet with uniaxial anisotropy constant Ku seems to apply, where 

M(H) = (Ms
2/2Ku)H    for |H|  HC = (2Ku/Ms),   (6.1a) 

M(H) = Ms  for |H| > HC.    (6.1b) 

Within errors we find 0HC 1 mT, which is close to the values found from the hysteresis 

loops (Figure 6.3(a) – (e)). It seems reasonable to assume coherent rotation of the individual 

nanoparticle magnetization, where statistical smearing of the coercive field,                 

(0HC)  ±0.5 mT, hints at a wide statistical distribution. Similar results were observed on 

lithographically produced regular arrays of virtually non-interacting rectangular permalloy 



146 
 

nanoparticles of planar dimension 1.5 m)2 [176]. The above discussions can also 

qualitatively interpreted by plotting the difference of the slope of the hysteresis for each angle 

with respect to the closing field of EA (0H ~ 1 mT). The corresponding plot is shown in 

Figure 6.5. The slope of the graph increases almost linearly and then flattens around 75°. This 

implies that the slope of the hysteresis for SFM increases on increasing θ implying that the 

reversal at higher θ is governed by coherent rotation process. This will be better evident from 

the magnetic aftereffect relaxation measurements discussed in next section. 

 

Figure 6.5: Plot showing difference of the slope of the hysteresis for θ = 0 30, 45, 

60, 75, and 90 with respect to the closing field of EA (0H ~ 1 mT).  

 

6.4 Angle dependent magnetization relaxation in SFM – 

In order to understand the magnetization reversal in SFM in detail, angle dependent 

magnetization relaxation was measured using LMOKE microscopy. These measurements 

were performed for each angle as described in section 3.3.2.2.2. It should be noted that for 

every angle the ratio of the applied field to the coercive field was kept constant. Figure 6.6 shows 

the relaxation curves for θ = 0°, 30° and 60°. The curves were fitted with a compressed 

exponential formula  
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where M0 + M1 is the normalized saturation magnetization, τ is the relaxation time obtained 

from the fit, and  a compressing exponent as introduced by Adjanoh et al. [108]. Here 

the very fast dynamics (< 1s) of the initial switching from -(M0 + M1) to +M0 has not been 

taken into account.  

 

Figure 6.6: Magnetization relaxation curves for a SFM DMIM                 

[Co80Fe20(1.3 nm)/ Al2O3(3 nm)]10  measured with LMOKE microscopy with H along 

(a) θ = 0 (EA) at 0H  = 0.53 mT (open circles), 30 at 0H   = 0.53 mT (open 

triangles), 60 at 0H  = 0.58 mT (open rhombs), and (b) θ =75 at 0H =  0.73 mT. 

Solid lines are best fits to Eq. (6.2). Domain images corresponding to the points 

marked (1) - (4) and (5) – (8) for the θ = 60° and 75° in Figure 6.6(a) and (b) are 

shown in Figure 6.7 and 6.8, respectively. 
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From the fittings using Eq. (6.2), the compressed exponent  was found for θ = 

0°, 30° and 60°, which gives the S–shaped nature of the graphs shown in Figure 6.6(a). 

However, for  = 75° the best fit yields  =1, which gives rise to an exponential curve. The 

relaxation times for θ = 0°, 30° and 60° were observed to be 4.72, 6.51, and 9.51 s, 

respectively. This indicates that the relaxation time increases as θ is increased away from the 

easy axis. It should be noted that the relaxation time decreases with increasing applied field 

(viz. Zeeman energy) and temperature (viz. thermal energy). The parameters obtained from 

the fittings of the magnetization relaxation using Eq. (6.2) have been summarized in Table 

6.1. 

Table 3: Fitting parameters obtained for different angles using Eq. (6.2). 

Angle (θ) M0 M1  τ [s] 

0° (Easy axis) 0.66 ± 0.01 0.33 ± 0.01 3.0000 ± 0.0003 4.72 ± 0.13 

30°  0.73 ± 0.01 0.26 ± 0.01 3.0000  ± 0.0002 6.51 ± 0.13 

60°  0.860 ± 0.002 0.138 ± 0.002 3.0000 ± 0.0001 9.51 ± 0.16 

75°  0.916  0.005 0.0725  0.0091  3.09  0.63 

 

 From the S–shaped nature of these graphs in Figure 6.6(a), it can be concluded that the 

magnetization reversal is dominated by domain wall motion [108]. As the time was increased 

the number of domain nucleation sites increased as confirmed by the domain images for  = 

60° shown in Figure 6.7(a) – (b). During the initial few seconds of reversal very few domains 

nucleate as observed in the zoomed-in image in the left panel of Figure 6.7(a) at time t = 3s. 

With further increase in time the number of domain nucleation sites increases followed by 

domain wall motion (Figure 6.7(b) and 6.7(c) at t = 8 and 12s, respectively) leading to 

saturation at t = 20s (Figure 6.7(d)) due to thermal activation as the Zeeman energy is fixed.   
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Figure 6.7: Domain images of magnetic relaxation recorded with H along θ = 60°. 

Images (a), (b), (c), and (d) were taken at t = 3, 8, 12 and 20s, respectively, and 

correspond to points 1, 2, 3 and 4 of Figure 6.6(a). 

 

 However, it can be observed from Figure 6.6(b) that the relaxation for  = 75° does 

not reveal an S-shape. The fitting parameters to Eq. (6.2) are and  = 

(3.09  0.63) s, respectively.  With  1 for θ = 75°, Eq. (6.2) reduces to a simple 

exponential. This implies that the reversal is dominated by domain nucleation as also 

observed by the domain images in Figure 6.8 [108]. The magnetic relaxation for initial few 

seconds (Figure 6.8(a)) for θ = 75°, shows a gradual change in gray contrast followed by 

nucleation of very fine domains (Figure 6.8(b) and (c) at t = 4 and 8 s, respectively). This is 

also consistent with the explanations discussed for Figure 6.3, 6.4 and 6.5.  
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Figure 6.8: Domain images for magnetic relaxation recorded with H along θ = 75°. 

Images (a), (b), (c), and (d) were taken at t = 0, 4, 8, and 15 s, respectively, and 

correspond to points 5, 6, 7 and 8 of Figure 6.6(b). 

6.5 Conclusion: 

 Hence, it can be concluded that the reversal process along the easy axis (EA) for a 

SFM shows a strongly correlated reversal accompanied by domain nucleation and domain 

wall motion. The magnetic correlation length decreases as the angle  between magnetic field 

and easy axis is increased. Remarkably, a quite strong magnetic saturation after-effect occurs 

beyond the coercive field HC. This is attributed to the final magnetic alignment of single 

superspins, which are subject to statistical fluctuations of their local magnetization. It has also 

been shown that the dynamics of the SFM domains can be varied by changing the angle 

between the easy axis and the applied magnetic field. 
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Chapter 7 : Summary and Outlook 

 
Primarily this work was focussed on understanding the magnetization reversal in 

granular thin films, multilayers, and nanoparticles which depends on the microstructural 

properties like anisotropy and its local dispersion, exchange energy, grain size and its 

distribution, coupling in multilayers etc. These factors affect the reversal and leads to 

complicated metastable domain structures during the magnetization reversal.  

For this purpose, initially magnetization reversal, domain wall dynamics and 

relaxation were studied in Co(3.5 nm) and Co(10 nm) thin films prepared by magnetron 

sputtering. Kerr microscopy and magnetometry was used as the major characterization 

technique for studying magnetic properties. Growth induced uniaxial anisotropy due to 

oblique deposition was observed in these samples. Magnetization reversal is governed by 

domain wall motion and coherent rotation along easy and hard axes, respectively. The 

magnetic aftereffect relaxation measurements revealed domain wall motion dominated 

reversal for both the systems. Different modes of domain walls: creep, depinning and slide 

were observed for Co(3.5 nm) thin film. However, it should be mentioned that the range of 

the velocity appeared to be order less than generally observed in past by other groups. This 

may happen as at high fields the domain wall velocity becomes very high and it becomes 

very difficult to measure in our image window of Kerr microscope. Therefore, no attempt 

was made to calculate the domain wall width from the linear fits of the slide regime. In 

future, a stroboscopic set-up may be used with a pulsed field generator to study these modes, 

walker breakdown which occurs at very high field. 

 A part of this work shows that a dispersion in anisotropy (random anisotropy) can be 

induced in Co (10nm) thin film with uniaxial anisotropy by rotating the substrates with 10 

and 20 rpm during their growth. In general, dispersion in anisotropy was observed in soft 
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magnetic films like permalloy [5] or in exchange biased films [61]. It was observed that with 

increase in substrate rotation, the films do not completely become isotropic and the dispersion 

in local grain anisotropy increases. For large randomness, the exchange coupling between 

grains responsible for correlated reversal will not be able to overcome the energy distribution. 

This will lead to formation of ripple domains due to incoherent switching and/or a blocked 

state of labyrinth domains during the magnetization reversal. Such blocked states must be 

avoided in thin films when used in device applications as it limits the rapid switching of 

magnetization required. Magnetic aftereffect relaxation measurements performed on these 

films revealed that relaxation process becomes slow with increasing randomness which in 

turn increases with substrate rotation. The effect of grain distribution on magnetization 

relaxation was also observed. For the sample prepared with 20 rpm rotation, the non-uniform 

distribution of grains (island like structures) showed that after nucleation of the domains, 

thermal energy was not sufficient to overcome the energy barriers, resulting in slow 

relaxation rate. 

The magnetization reversal and domain structure can be very different in multilayers 

compared to their single layer film. In this work magnetization reversal of dipolarly coupled 

magnetic multilayers in Co (10 nm)/AlOX (t nm)/Co (10 nm) system was studied by varying 

thickness (t) of the AlOX spacer layer. Uniaxial anisotropy with small random anisotropy 

similar for single Co (10 nm) thin film was observed for all the multilayered samples. The 

structural characterization was performed using cross-sectional TEM, XRR and SIMS 

revealing polycrystalline nature of Co films with no interdiffusion. The magnetization 

reversal was studied by MOKE microscopy and magnetometry. Specifically, LMOKE 

microscopy was used to image the domain structure of the two Co layers. Layer-by-layer 

magnetization reversal was observed for all the samples. The observation from Kerr 

microscopy was confirmed by PNR measurements. PNR analysis revealed that the bottom Co 
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layer reverses first and then the top Co layer reverses. Two different domain structures 

corresponding to the two Co layers were observed by MOKE microscopy. It should be noted 

that the two Co layers were prepared under identical conditions. This shows the effect of 

dipolar interlayer coupling on magnetization reversal in magnetic multilayers. On increasing 

the thickness of the spacer layer, dipolar coupling weakens which leads to different domain 

structure. Also, for t > 23 nm, transverse component of magnetization was observed and the 

saturation field decreased. Layer-by-layer magnetization reversal was also supported by 

OOMMF simulations. We considered a small random anisotropy along with uniaxial 

anisotropy in the simulations. However, in future one can explore the effect of change of 

thickness of the Co layer, the change in the number of bilayers in Co/AlOX multilayers. 

In this thesis we have also studied the topic of 360 DWs. Among various types of 

domain walls the observation of 360 domain walls (DWs) is rare. These walls separate the 

domains with parallel magnetization. 360 DWs were observed in metal- insulator multilayer 

[Co80Fe20 (1.8 nm)/Al2O3 (3 nm)]9. Micromagnetic simulations suggest that formation of 

360° DWs can be attributed to the presence of local random anisotropy which is comparable 

to the uniaxial anisotropy. In such cases, along EA, the 360° DWs are formed due to merger 

of two 180° DWs. However, along HA, 360° DWs are formed as the spins do not follow 

coherent rotation with magnetic field. When the random anisotropy (Kr) in the simulations is 

comparable to uniaxial anisotropy, it cannot outweigh the exchange anisotropy. This results 

in opposite sense of rotation of the spins leading to the formation of 360° DWs. Therefore, 

we show that 360° DWs can be formed due to the competing effect of uniaxial and random 

anisotropies present in the magnetic thin films. Other parameters affecting the formation of 

these walls, like exchange stiffness, magnetic layer thickness etc. are yet to be explored 

theoretically. In future, one can explore the transport properties of these domain walls by both 

theory and experiment. 
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A small part of the thesis also reports the understanding of magnetization reversal and 

relaxation for a discontinuous metal insulator multilayers (DMIM) [Co80Fe20 (1.3 nm)/Al2O3 

(3 nm)]10 showing superferromagnetic (SFM) state. SFM domain is similar to ferromagnetic 

domain where the atomic spins are replaced by the superspins of single domain nanoparticles. 

It was observed that due to random anisotropy, the ferromagnetic correlation strength 

decreases for directions away from the easy axis as evident from reduction in domain size. 

The presence of small random anisotropy leads to compressed exponential behavior of the 

relaxation curves presence of energy distribution barriers in magnetization reversal. In future, 

one can try to verify different modes of domain wall motion, Walker breakdown to have the 

evidence of the domain wall existence in these systems. 
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Appendix 
 

Since various systems were studied in this thesis, the table A in this appendix gives the list of 

samples belonging to Co/AlOX at a glance. Though the measurements were taken on many 

samples, but the results from few of them have been discussed in detail in this thesis. They 

have been labelled accordingly and are shown in Table A. 

Table A: Showing the sample list at a glance for the Co/AlOX series. 

Sample structure on  

Si (100)/ AlOX (3 nm)/ [sturcture]/ AlOX (3 nm) 

Sample Name Substrate 

Rotation () in 

rpm 

Co (3. 5 nm) - 0 

Co (10 nm) Sample A 0 

Co (10 nm) Sample B 10 

Co (10 nm) Sample C 20 

Co (10 nm)/AlOX (3 nm)/ Co (10 nm) - 0 

Co (10 nm)/AlOX (8 nm)/ Co (10 nm) Sample D 0 

Co (10 nm)/AlOX (23 nm)/ Co (10 nm) - 0 

Co (10 nm)/AlOX (33 nm)/ Co (10 nm) - 0 

Co (10 nm)/AlOX (45 nm)/ Co (10 nm) - 0 

Co (10 nm)/AlOX (90 nm)/ Co (10 nm) Sample E 0 

Co (10 nm)/AlOX (130 nm)/ Co (10 nm) Sample F 0 

Co (10 nm)/AlOX (270 nm)/ Co (10 nm) Sample G 0 
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