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Chapter 1

Introduction

This Chapter is a basic introduction to black holes as solutions to Einstein general relativity

and various problems associated with black holes. Also, we will briefly summarise aspects of

string theory and its applications as a tool to solve various black hole problems. In particular,

it describes the role of AdS/CFT.

1.1 Black holes in classical general relativity

Black holes are the endpoints of gravitational collapse of massive astronomical objects with

masses more than around 5-10 solar masses. For such massive objects, the gravitational force

dominates over all other fundamental forces and instead of attaining an equilibrium state, they

keep collapsing until they end up with something called ‘event horizon’. This is the hypotheti-

cal surface around black holes from which even light can’t escape i.e. the escape velocity of an

object
(
ve =

√
2GM
r

)
exceeds the speed of light. Starting from the LIGO (Laser Interferometer

Gravitational-Wave Observatory) observation in 2015 [1], the existence of black holes in the

observational universe are constantly being detected through the gravitational waves coming

from black hole merging events. Recently on April 2019, the ‘event horizon telescope (EHT)’

was able to picture the image of the horizon of a supermassive black hole having mass nearly

equal to 7 billion times the solar mass [2] [3].

From the theoretical point of view black holes are solutions to Einstein’s equations in gen-
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eral relativity,

Gµν ≡ Rµν −
1

2
gµνR + Λgµν = 8πGNTµν . (1.1.1)

where GN is the Newton’s gravitational constant. The left-hand side of the equation is the

gravity part whereas the right-hand side is the matter part. Λ is the cosmological constant. In

the following discussions we are going to set GN = 1 = ~ = c = kB.

The Einstein equations are highly non-linear and in general, cannot be solved exactly. How-

ever they have been solved in many special cases. The simplest spherically symmetric, non-

rotating solution to the vacuum Einstein equations ( i.e. for Tµν = 0, Λ = 0) that carries no

charge is expressed in terms of Schwarzschild coordinates as

ds2 = −
(

1− 2M

r

)
dt2 +

(
1− 2M

r

)−1

dr2 + r2(dθ2 + sin2 θdφ2). (1.1.2)

Here, the coordinates t and r are the Schwarzschild time and radial directions respectively. M is

the mass of the corresponding gravitational object. The metric outside any spherically symmet-

ric solution to the Einstein equations can be effectively described in terms of the Schwarzschild

coordinates with r ≥ 2M . However, for most of such solutions the Schwarzschild coordinates

appear to be invalid at the radius r = 2M as it lies inside the matter content1 of the spherical

object e.g. stars, planets etc. For some special solutions such as black holes where all the matter

content is compressed into a single point, the Schwarzschild coordinates are valid at r = 2M

as well. From now on, we will consider the metric (1.1.2) as only a black hole solution and

exclude other spherical solutions. We can see that the Schwarzschild black hole (1.1.2) has the

gtt component vanishing and grr component diverging at r = 2M . So r = 2M is a radius of

singularity. However, it is only a property of the Schwarzschild coordinate system and nothing

special happens at r = 2M . There are other coordinate systems like Eddington-Finkelstein

or Kruskal coordinates [4] with which we can describe the region inside a black hole as well.

The hypothetical surface at r = 2M around a Schwarzschild black hole behaves as a one-way

membrane through which information can pass only into the interior and nothing can come out

classically. This surface is known as the event horizon. We will discuss more on it shortly.

1Hence cannot be described by the vacuum solution anymore.
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The metric (1.1.2) has another singularity at r = 0 which is a proper singularity2 of the

geometry and cannot be removed by any choice of coordinates. Under generic conditions,

a collapsing star gives rise to black hole. According to the ‘Cosmic censorship conjecture

(CCC)’ as proposed by Penrose [5], the singularities produced in the process of formation of

black holes are hidden by the presence of event horizon. No observer can detect the presence

of the singularity as no information can come out of the event horizon. In the absence of event

horizon the singularity would be a naked singularity which is avoided according to CCC. We

will see this event horizon plays a very important role in black hole physics.

Till now, we discused black hole as a classical geometry. Quantum mechanically black

holes radiate and have characteristic thermal temperature. By semi-classical computations3

Hawking [6] showed that black holes just like any thermal object radiate and are characterized

by the characteristic Hawking temperature

TH =
κ

2π
. (1.1.3)

where κ is the ‘surface gravity’ at the horizon as observed by an observer at infinity. Surface

gravity can be intuitively understood as the measure of maximum force that has to be exerted

by an observer at infinity to keep an object at the horizon in place. In addition to the original

computation of Hawking involving quantum fields in classical blackhole background, there also

have been computations of the Hawking temperature by other people using Euclideanisation

techniques e.g. see [7]. In quantum field theory, for the Euclidean formulation of the path

integral quantisation there is an identification between periodicity (P ) of the Wick rotated time

τ ∼ τ + P with the inverse temperature β = 1
T

of a statistical mechanical system (in the units

of ~ = kB = 1). Keeping this in mind, by Wick rotating the Schwarzschild time τ = it, we

can write the metric (1.1.2) as,

ds2
E = ρ2dω2 +

( r

2M

)4

dρ2 + r2(dθ2 + sin2 θdφ2) (1.1.4)

2The square of the Riemann tensor RµνρσRµνρσ diverges at r → 0.
3By ‘Semi-classical computation’ we mean quantum field theory effects are considered in a curved geometry.

17



where ρ = 4M
√

1− 2M
r

and ω = τ
4M

. In these new coordinates, the horizon corresponds to

ρ = 0, which can be thought of as the origin of the (ρ, ω)-plane with ω being the angular coordi-

nate and ρ being the radial direction. Just like the plane polar coordinate system, the Euclidean

manifold can be covered completely with (ρ, ω)-coordinates, by choosing ω to be periodic with

period 2π and including the additional point ρ = 0. This implies that the Euclidean time τ is

periodic with period P = 8πM . So for the Schwarzschild solution, the thermal temperature

associated with the event-horizon turns out to be

TH =
1

8πM
. (1.1.5)

Schwarzschild black hole is the simplest black hole solution defined only in terms of its

mass. In addition there are charged black holes that carry electric chargeQ along with the mass

M . They are solutions to Einstein gravity coupled to U(1) gauge field with the following action

S =
1

16π

∫
d4x
√
−g
(
R− 1

4
F µνFµν

)
. (1.1.6)

The corresponding equations of motion are

Gµν = 2

(
FµλFν

λ − 1

4
FλσF

λσ

)
, (1.1.7)

∇µF
µν = 0, (1.1.8)

which are non-linear equations implying the fact that the solution is non-perturbative i.e. they

can’t be obtained from Einstein equations linearised around flat spacetime. The spherically

symmetric Reissner-Nordström (RN) solution to these equations is given by,

ds2 = −
(

1− 2M

r
+
Q2

r2

)
dt2 +

(
1− 2M

r
+
Q2

r2

)−1

dr2 + r2(dθ2 + sin2 θdφ2). (1.1.9)

where A = Q
r
dt and F = dA is the Maxwell electromagnetic field coupled to the black hole.

Thus, Q is the associated electric charge. The gtt component vanishes at r = r± where

r± = M ±
√
M2 −Q2. (1.1.10)
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So there are two horizons of RN-black hole, outer horizon at r = r+ and the inner horizon at

r = r−. The value of mass and charge for which Q2 > M2 causes naked singularity. Hence it

is not allowed according to Cosmic Censorship conjecture. This restricts the values of M and

Q to satisfy M ≥ Q. The black holes that saturate the condition Q = M are called extremal

RN black holes, they are stable (soliton-like), are at zero thermal temperature and they don’t

radiate. For M > Q (non-extremal) they have finite positive temperature and can Hawking

radiate. For extremal black holes the inner horizon and the outer horizon coincides and are at

r = r+ = r− = M .

Astrophysically stars and planets also have rotational degrees of freedom so must be true

for blackholes as they are formed out of collapsing stars. Thus there are rotating black hole so-

lutions of Einstein equations, which carries angular momentum in addition to mass and charge

denoted by J . They can be either uncharged (Kerr metric) [8] or charged (Kerr-Newmann met-

ric) [9] solutions. According to black hole uniqueness theorems these are the only stationary,

asymptotically flat black hole solutions to the Einstein’s field equations. While the non-rotating

black holes are also static solutions, the rotating ones are non-static. The rotating stationary so-

lutions are axisymmetric. For more details on black hole solutions, one can refer to the basic

text books on general relativity [4, 7, 10].

Black hole dynamics and it’s correspondence to the laws of classical thermodynamics was

developed in 1970’s. Especially, the analogous of the four laws of thermodynmics for classical

black holes were developed by Bardeen, Carter and Hawking in 1973 [11]. The Bekenstein-

Hawking entropy [12] of a black hole is directly related to the area of its event horizon and is

given by

SBH =
A

4
(1.1.11)

where A is the area of the horizon. This is also in line with the black hole ‘area law’ [13],

according to which ‘the area of the event horizon of a classical black hole never decreases’.

This can be compared with the second law of thermodynamics, the total entropy associated

with an isolated system never decreases.

From the statistical mechanical point of view, this amount of entropy requires eSBH num-

bers of microscopic states of a particular black hole. There are several no-hair theorems [4]
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according to which for classical black holes associated with usual matter content in D = 4 the

solutions are uniquely defined in terms of their mass M , electromagnetic charge Q and angular

momentum J . Thus construction of eSBH number of microstates to account for the Bekenstein-

Hawking entropy (1.1.11) is not possible in the classical treatment of a black hole. Quantum

effects has to be taken into account [14–16].4.

Due to the Hawking radiation, a black hole eventually evaporates, leaving only the thermal

radiation behind. Thus starting from a pure state the black hole can evolve into a mixed state

which is a violation of unitarity, a basic property of physical states in quantum mechanics. The

Hawking radiation from a black hole contains only the information about the mass and charge

of the black hole. Any information about the initial data in the formation of black hole is lost

completely after its evaporation. This is known as the ‘information loss paradox’. To address

this issues we need a quantum theory of gravity.

String theory is the theory which could be a correct theory of quantum gravity within which

the issues like black hole microstates and information loss have been attempted and solved to

some extent. We will not discuss much about the resolution to the information loss paradox in

this thesis. Interested readers may refer to [17].

1.2 String Theory

In this section, we are going to discuss some general aspects of string theory. In particular,

we discuss fundamental strings and branes giving special attention to D-branes. We show

how the equivalence between two different descriptions of the D-branes motivates towards the

formulation of AdS/CFT duality [18] [19], which is an important tool for the construction of

black hole microstates. The basic and excellent books on string theory are [20, 21].

The fundamental objects of string theory are higher dimensional objects like one dimen-

sional strings and branes of two or more dimensions. To be precise, strings are the fundamen-

tal objects in a perturbative string theory where as p-branes are non-perturbative objects5. A

4However another problem came into picture which is known as the “Universality” problem. It was not clear
why the semi-classical computation (It is QFT on curved spacetime where gravity is not quantized) by Bekenstein-
Hawking yields the same entropy as obtained from quantum gravity (gravity is also quantized).

5They have masses inversely proportional to the string coupling.
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p-brane has p-spatial dimensions e.g. a two dimensional object is called a 2-brane or a mem-

brane. There are also 3-branes, 4-branes and so on. There are also special kind of p-branes

called as D-branes or Dp-branes on which end-points of fundamental strings can end. We will

discuss more on D-branes in section 1.2.1. The string excitations give particles. There are both

massive and massless excitations of the fundamental string. Among the massless excitations

of the closed-string one is graviton, the quanta of gravitational field. String theory lives in

higher dimensions and lower dimensional theories can be constructed by compactifying extra

dimensions on small spaces6( more on compactification is dicussed in section 1.3.1). The fun-

damental strings can be open strings having two free ends7. There are also fundamental closed

strings having periodic/anti-periodic boundary conditions along their lengths depending on the

type of the theory considered.

Initially, string theory was constructed considering only the bosonic excitations of a string.

This is known as the “bosonic string theory”. For consistency it requires 26 spacetime dimen-

sions. Bosonic string theory may contain oriented or non oriented strings. The bosonic closed

strings have periodic boundary conditions along their length. For all types of bosonic string

theories, the ground state of the theory is tachyonic (-ve mass square state) which implies in-

stability of the vacuum in these theories. To resolve this issue and also to add fermions to the

theory which are fundamental objects of standard model, supersymmetry is incorporated into

string theory. This lead to supersymmetric string theory, also known as “superstring theory”.

The superstring theory requires 10-spacetime dimensions. The supersymmetric closed

strings can have periodic boundary conditions (Ramond-sector) or anti-periodic boundary con-

ditions (Neveu-Schwartz sector) along their length.

There are five consistent supersymmetric string theories namely,

1. Type-I

It hasN = 1 supersymmetry in ten-dimensions. It includes both open strings and closed

strings. Here the fundamental strings are unoriented and they can be open strings. Where

as, in type-II superstring theories fundamental strings are always closed and oriented.

6Smaller radius than the Planck length lP ..
7They have to satisfy some boundary conditions which requires them to lie on some hypersurface.
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2. Type-II A

The bosonic field content of the low-energy theory is given by metric gMN , dilaton φ,

NS-NS two form field BMN attached to the fundamental string along with the Ramond-

Ramond one-form field C(1) and three-form field C(3). These Ramond-Ramond fields

are associated with D-branes, the C(1)-field is associated with a D0-brane where as the

C(3)-field is associated with a D2-brane. There are also electromagnetic duals of these

R-R fields (see B.1).

3. Type-II B

Here the bosonic field content of the theory in the low-energy limit is given by metric

gMN , dilaton φ, NS-NS two form field BMN attached to the fundamental string along

with the Ramond-Ramond zero-form field C(0), two-form field C(2), four form field C(4)

and 6-form field C(6) along with their electromagnetic duals. The C(0) field is associated

to a so called D-instanton that carries charge under axion field χ. Other RR-fields i.e.

C(2), C(4) and C(6) are associated to D1-branes, D3-branes and D5-branes respectively.

4. Heterotic SO(32)

They are another kind of supersymmetric string theories with N = 1 supersymmetry in

ten-dimensions as in case of type-I superstring theory. In this case there is an associated

Yang-Mills gauge symmetry with the gauge group SO(32).

5. Heterotic E8 × E8.

Here the Yang-Mills gauge symmetry is associated to the E8 × E8 Lie group.

Out of these type-I and heterotic string theories haveN = 1 supersymmetry where as type-IIA

and type-IIB string theories haveN = 2 supersymmetry in ten-dimensions. In case of type-IIA

superstring theory left-moving and right-moving spinors have opposite chiralities where as in

type-IIB they have the same chiralities. All these theories are not completely independent of

each other rather related by various dualities such as S-duality, T-duality etc. A brief description

of these dualities is given in the appendix B.

Based on dualities all the string theories mentioned above have been conjectured to be dif-

ferent limits of a special theory known as M-theory [22]. We don’t know the full definition
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of M-theory yet (there are various proposals like matrix theory, membrane theory etc.). How-

ever, we do know that in the low-energy limit it reduces to 11-dimensional supergravity. The

BPS solutions in this 11-dimensional supergravity are given by M2-brane and M5-brane which

are of two and five spatial extensions respectively. Upon compactifying one extra dimension

the 11-dimensional supergravity reduces to type-IIA supergravity. Various objects in type-IIA

supergravity can be related to that of M-theory. For example, D0-branes are related to the

Kaluza-Klein (KK) excitations along the compact 11-th direction where as D2-branes of type-

IIA can be mapped to M2-branes wrapped along the compact direction. Similarly, D4-branes

can be obtained from M5-branes by wrapping one of its spatial dimension along the 11-th di-

rection. D6-branes being electromagnetic dual of D0-branes can be identified as KK-monopole

in the 11-dimensional theory. We will discuss on KK-monopoles in Chapter 5. The E8 × E8

heterotic string theory can also be related to M-theory in eleven-dimensions.

The low-energy effective action for string theories is given by supergravity. In this thesis we

will be discussing only the supergravity limit where we have only massless fields. In particular

we will be working with the bosonic sector of type-IIA and type-IIB supergravity only.

The type-II supergravity action that contains only metric gµν , dilaton φ, one NS-NS 2-form

field Bµν and a set of R-R p+ 1-form fields C(p+1) is given in the string frame by [20] [21],

SII =
1

16πG10

∫
d10x
√
−gs

{
R(gs) + 4(dφ)2 − 1

12
(dB)2 − 1

2

∑
p

1

(p+ 2)!
(F (p+2))2

}
(1.2.12)

The last expression also contains the Chern-Simons terms. Here p is even with values p =

0, 2, 4 for type-IIA and p is odd with values p = 1, 3, 5 for type-IIB. This is the low energy

limit of string theory action containing only massless sector of the full theory. This limit also

corresponds to only closed string excitations in the ten-dimensional bulk spacetime.

As mentioned earlier, we can also have open strings in the theory. As compared to closed

strings which have their both ends joined to each other, open strings have their end points free

in the vacuum and any excitation of the open strings would violate the conservation of mo-

mentum. This implies open string end points should lie on some higher dimensional surface.

The end-point of an open string lying on a dynamical hyper-surface satisfies Dirichlet bound-

23



ary condition in the directions perpendicular to the surface. Hence these higher dimensional

surfaces are known as D-branes (D stands for Dirichlet) or Dp-branes, p denoting the spatial

dimension of the D-brane. D-branes also appear in bosonic string theory however, only in su-

perstring theories some of the D-branes carry charges and are stable. In another way D-branes

are solitonic (massive) solutions of non-linear supergravity equations, with masses inversely

proportional to coupling, which makes them non-perturbative in nature.

Along with the fundamental branes, the D-branes behave as fundamental objects in non-

perturbative string theory.

In the following sections we are going to give a brief introduction to D-branes and fun-

damental strings as they are the essential tools in the construction of black hole microstates.

We will also discuss how D-branes are related to the correspondence between supergravity on

AdS-space and conformal field theories (CFT) on the boundary of AdS.

1.2.1 D-branes and AdS/CFT duality

D-brane solutions can be seen as a higher-dimensional generalization of the Reissner - Nord-

strom black hole. The extremal RN-black hole metric can be written as

ds2 = −
(

1− Q

r

)2

dt2 +

(
1− Q

r

)−2

dr2 + r2dΩ2. (1.2.13)

Performing a change of coordinates r−Q = R, the event horizon shiftes to R = 0 and we can

write this as

ds2 = −
(

1− Q

R

)−2

dt2 +

(
1− Q

R

)2

(dR2 +R2dΩ2). (1.2.14)

So if we consider a point sorce, then the function
(
1− Q

R

)
is a harmonic function in the trans-

verse space. The first term corresponds to the world-volume of a point particle and the last term

corresponds to metric in the transverse space. The above metric is similar to that of a 0-brane

in string theory.

A Dp-brane is a p-dimensional generalisation of the extremal 0-dimensional RN black hole

solution where p ≤ 10. Similar to the black hole extremality condition, the D-branes saturates

the Bogomol’nyi–Prasad–Sommerfield (BPS) bound and breaks half of the 32 components of
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N = 2 supersymmetry in ten-dimensional type-II supergravity. Compared to the dynamics

of a point particle that is described on a 1-dimensional worldline, the dynamics of a string is

described on the two-dimensional worldsheet. Likewise the world-volume of a Dp-brane is

(p+ 1)-dimensional. The corresponding metric can be written as

ds2 = Hp(r)
−1/2ηµνdx

µdxν +Hp(r)
1/2dzidzi, (1.2.15)

where in the the first term µ, ν = 0, 1, . . . , p and it corresponds to p + 1-dimensional brane

worldvolume. The dzidzi part with i = p+1, . . . , 9 corresponds to the transverse space metric.

The functionsHp(r) are harmonic functions in the transverse radial coordinate r2 =
∑9

i=p+1 z
2
i

and for asymptotically flat spacetime takes the form

Hp(r) = 1 +

(
Lp
r

)7−p

. (1.2.16)

Just like point particles couple to one-form gauge potential a Dp-brane is electrically cou-

pled to a (p + 1)-form Ramond-Ramond (R-R) gauge potential C(p+1) [23]. Thus the electric

field strength tensor associated to a Dp-brane is a (p + 2)-form F (p+2). The factor Lp appear-

ing in the expression (1.2.16) is related to the corresponding charge on the Dp-brane. For N

number of Dp-branes it can be computed from the R-R flux in the transverse space to be

L7−p
p = (4π)(5−p)/2Γ

(
7− p

2

)
gsNα

′(7−p)/2, (1.2.17)

where gs is the string coupling, the Regge slope parameter α′ is the square of the string length

ls or can be written in terms of the string tension (T) as α′ = 1
2πT

.

In case of magnetic coupling a Dp-brane couples to a (7 − p)-form gauge potential or

(8 − p)-form magnetic field strength tensor [B.1]. This is the gravitational picture of a Dp-

brane. However, there is another description given in terms of open strings. We will see

that the AdS/CFT duality naturally emerge from these two completely different yet equivalent

descriptions of D-branes.
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Two different descriptions of D-branes

One approach is the (a) Closed string or supergravity description. Here the D-branes are soli-

tonic solutions to the low energy string theory action. Supergravity is a good approximation in

the strong coupling regime gs >> 1. This is the geometrical description of D-branes, described

as the curvature of spacetime. The geometry has a near horizon Anti-deSitter (AdS) spacetime

(this is a solution to Einstein gravity with negative cosmological constant i.e. Λ < 0). The

second picture is (b) brane-picture or open string description. Here D-branes are considered as

higher dimensional objects of the string theory on which open strings end. In this case there

are both open-string and closed-string excitations which are small perturbations around the D-

branes i.e. gs << 1. Open string excitations are the excitations of the brane worldvolume

where as closed string excitations are in the ten-dimensional bulk spacetime. In the low energy

limit these two different kind of excitations decouple from each other. In the low-energy limit,

when we RG-flow to the IR fixed point, the field theory on the D-branes is a conformal field

theory (CFT). In this limit there are no massive excitations in the theory.

According to the AdS/CFT duality these two descriptions of D-branes are equivalent which

is a very strong and non-trivial statement. To have a more clear understanding of the dual

picture of D-branes we consider the simplest example of D3-branes. A good reference on

gauge/gravity duality is [24].

1.2.1.1 D3-branes and AdS5/CFT4

D3-branes are BPS solitonic solutions of type-IIB supergravity with 3-spatial dimensions and

their trajectories in spacetime is given by a 3+1-dimensional worldvolume. Using harmonic

superposition rule we can write the ten-dimensional metric to be of the following form,

ds2
10 = H−1/2(−dt2 + d ~X2) +H1/2(dr2 + r2dΩ2

5), (1.2.18)

where the (t, ~X) part of the metric corresponds to the worldvolume of the D3-branes with

the isometry group SO(3, 1). The remaining part of the metric (1.2.18) corresponds to six

transverse spatial directions with isometry SO(6). X i, i = 1, 2, 3 corresponds to the directions

26



along which the D3-brane extends, dΩ5 is the five dimensional transverse sphere with radius r.

The harmonic function H is given by

H = 1 +
L4

r4
, (1.2.19)

where L is related to the U(1) charge and tension of the D3-branes. For N -coincident D3-

branes the value of L is

L = (4πgsNα
′2)1/4. (1.2.20)

r = 0 corresponds to the source or the location of the D3-brane. The associated Ramond-

Ramond field living on the 3+1 dimensional worldvolume of the D3-brane is given by a 4-form

potential C(4) which gives a five form field strength F (5) = dC(4). The electromagnetic dual

[see B.1] of a five-form field strength in ten-dimensions is again a five form. Thus the D3-

branes are self-dual. The solution (1.2.18) is asymptotically flat which can be seen by taking

the limit r →∞ i.e. H ∼ 1.

As we go to small r i.e. r << L, H ∼ L4

r4
the metric looks like,

ds2 =
r2

L2
(−dt2 + d ~X2) +

L2

r2
dr2 + L2dΩ2

5. (1.2.21)

As we can see in the above metric as r → 0 the worldvolume term goes to zero. The radial

term dr2

r2
goes as log r which goes to infinity as r → 0. So the D3-brane is infinitely far away.

This is the near-horizon limit of the solution. The metric (1.2.21) can be reduced into two parts

as follows

ds2 = ds2
AdS + L2dΩ2

5, (1.2.22)

where with u = L2/r

ds2
AdS =

r2

L2
(−dt2 + d ~X2) +

L2

r2
dr2 =

L2

u2
(−dt2 + d ~X2 + du2), (1.2.23)

is the metric for five dimensional AdS-space i.e. AdS5 with radius L. So the near horizon limit

gives AdS5 × S5, S5 having the constant radius L. Supergravity limit is a good approximation
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when the AdS radius L is much larger than the string length ls i.e. small curvature of the

AdS-spacetime. We can see from the expression for AdS-radius (1.2.20) that

L

ls
= (4πgsN)1/4. (1.2.24)

SoL >> ls corresponds to gsN >> 1. Thus supergravity limit is also the strong coupling limit.

In the supergravity description of D3-branes there are only closed string modes propagating in

the curved spacetime (asymptotically flat) with the F (5) flux through S5.8 There are no D-

branes or open-string excitations in this picture.

Now coming to the open-string picture, considering N-parallel D3-branes in ten dimen-

sional space-time, the brane worldvolume is along t,X1, X2, X3. Open-strings are small per-

turbations of the D-branes and this picture is reliable for weak string coupling gs << 1. For

N -coincident branes, the effective coupling is gsN and weak coupling limit corresponds to

gsN << 1. At low energies, excitations of the D-branes are given by supersymmetric gauge

theories on the brane worldvolume. For open string excitations in the transverse directions,

we get scalar fields on the brane worldvolume. For D3-branes there are six scalar fields, φi

i = 1, ..., 6 corresponding to six transverse directions. There is a U(1) gauge group for the open

string excitations parallel to a D-brane. For N -coincident branes the gauge group is U(N). On

the 3+1-dimensional worldvolume of D3-branes we have SU(N)9 super-Yang-Mills gauge the-

ory with N = 4 supersymmetry corresponding to 16 unbroken supercharges. In addition there

are closed string excitations in the bulk spacetime, which gets decoupled from the open string

excitations at low energies.

AdS/CFT duality [18] implies that the supergravity theory on AdS5 × S5 is equivalent to

theN = 4, SU(N) super-Yang-Mills theory on the 3+1-dimensional brane world-volume. It’s

strong statement, and it has only been proved completely in the large N -limit, which corre-

sponds to the planar limit. The couplings on both the sides of the theory are related to each

8Associated to the R-R field C(4).
9If we remove one U(1) degrees of freedom corresponding to the collective mode of N-coincident branes.
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other as,

g2
YM = 2πgs, 2λ =

(
L

ls

)4

, (1.2.25)

where λ = g2
YMN is the effective coupling in large N -limit, known as the ’t Hooft coupling.

Most of the string theory black holes occurring in the construction of microstates have

a near horizon AdS3-geometry e.g. D1-D5 system has a AdS3-near horizon geometry. So

the matching between the logarithm of the number of microstates (field theory side) and the

Bekenstein-Hawking entropy (gravity side) is a manifestation of the duality between super-

symmetric gauge theory on AdS3 and the CFT on its two-dimensional boundary. We will

discuss about AdS3/CFT2 in (1.4.4) which is relevant to our future discussions.

We also encounter fundamental strings (also known as F1-strings) in the construction of

black hole microstates. So we should get a brief idea about these fundamental objects in string

theory.

1.2.2 Fundamental strings (F1)

These are the fundamental objects in perturbative string theory i.e. weakly coupled string

theory. Using the harmonic superposition rule the fundamental strings or F1-strings can be

written in terms of the following metric10

ds2
string = H−1

1 [−dt2 + dy2] +
8∑
i=1

dxidxi, (1.2.26)

where the fundamental string is wrapped n1 times around the compact circle S1 along y. The

periodicity of y is given by y ∼ y + 2πR. xi are the non-compact transverse directions. In

terms of null coordinates u = t+ y, v = t− y, the metric (1.2.26) looks like

ds2
string = −H−1

1 dudv +
8∑
i=1

dxidxi. (1.2.27)

10The subscript ‘string’ refers to string frame.
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H1 is the harmonic function in the transverse directions given by,

H1 = 1 +
Q1

r6
, where Q1 =

gα′3

V
n1. (1.2.28)

Here r =
√
xixi is the transverse radial direction. The metric is associated with the Kalb-

Ramond B-field and the dilaton field given by

Buv =
1

2
(e2Φ − 1), e2Φ = H−1

1 . (1.2.29)

We will use this metric (1.2.26) while constructing F1-P solution in section 1.4.2.1. These F1-P

solutions are in turn useful for the black hole microstate construction in string theory.

In the following section we are going to give a brief review on the construction of black

holes in the realm of string theory. Some of the good reviews are [25] [26].

1.3 Black holes in string theory

Construction of black hole microstates in string theory helped in solving black hole entropy

problem as well as information loss paradox. Since superstring theory lives in ten-spacetime

dimensions, and classical black holes are realized in 4-spacetime dimensions, the extra dimen-

sions are preferably compactified in these constructions. These compactifications give rise to

various additional fields in the lower-dimensional theory.

1.3.1 Compactification

String theories live in higher dimensional spacetimes e.g. superstring theory lives in ten space-

time dimensions, where as physical black holes exist in 3+1- dimensional spacetime. So a

natural intuition would be to compactify extra directions into small spaces such as they can-

not be detected in physical experiments. Compactification of higher dimensional theory to

lower dimensions yields a set of scalar fields in the lower dimensional theory along with the

lower dimensional metric and other associated vector fields. This is because of the break-

ing of the higher dimensional symmetry group into lower ones. These scalar fields form the
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moduli space of the lower dimensional theory. The original ideas on compactifications were

proposed by T. Kaluza and O. Klein in 1920 [27]. To see how this works let’s consider the

ten-dimensional metric gµν which is given by a 10 × 10 symmetric matrix, with µ, ν taking

the values µ, ν = 0, 1, . . . , 9. Suppose we compactify the ninth-direction into a small compact

circle, then we get the following fields in the remaining nine-dimensional theory,

(metric) gij, i, j = 0, 1, . . . , 8, (scalar/dilaton) φ = g99, (vector field) Ai = gi9. (1.3.30)

In addition to the metric the associated form fields also reduce to give additional scalar fields

in the lower dimensional theory.

For the case of type-IIB string theory compactified on T 4 the moduli space is 25 - dimen-

sional. It is parametrized by ten components of the 4×4 part of the full metric, six components

of the 4×4 part of the antisymmetricB-field, the dilaton field φ, one torus direction component

of the 4-form Ramond-Ramond fieldC(4), six components of the 4×4 part of the antisymmetric

2-form R-R field C(2) and the 1-component 0-form C(0). In the near-horizon limit this moduli

space reduce to 20-dimensional manifold. In the near horizon limit the values of moduli fields

depends only on certain charges irrespective of their asymptotic values, this is known as the

‘attractor mechanism’.

1.3.2 Counting of states

The counting of black hole microstates using system of intersecting strings and branes was

developed independently by Sen and Strominger, Vafa. The counting of microstates was done

for fundamental strings carrying vibrations (F1-P) by A. Sen in 1995 [28]. Here, the ten-

dimenisional string theory is compactified on S1 × K3 to five dimensions (This is dual to

heterotic string theory compactified on five torus T 5). Strominger and Vafa did the microstates

counting for D1-D5-P states [29]. In these analysis the microstates are counted in the weak

string coupling limit, logarithm of which is matched to the Bekenstein-Hawking entropy of the

corresponding black hole that exists in the strong coupling regime. Supersymmetry ensures
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that the number of microstates doesn’t change with the change of coupling11. These results

in addition to being useful for solving black hole entropy problem also give strong indications

towards a duality between the supergravity theory on the AdS space which describes the near

horizon geometry of the branes and the boundary CFT.

Then another question arises, how the different microstates appear in the gravitational pic-

ture. In 2001 attempt was made to give the gravitational picture of these microstates [30–32]

by Mathur and Lunin and is still a developing field [33–36]. Some nice reviews on fuzzball

proposal and it’s recent developments are [37–40].

In the following section there will be a brief review on some important aspects of fuzzball

proposal and some examples of some fuzzball solutions.

1.4 Fuzzball Program

According to ‘no-hair theorems’ after formation of the black hole in 3+1-spacetime dimensions,

it is uniquely defined in terms of the conserved charges(massM , chargeQ, angular momentum

J). However string theory is a higher-dimensional theory with higher degrees of freedom and

can effectively describe black hole microstates. The idea is that black holes are solutions to low

energy effective string theory action and they carry only few low energy fields such as metric,

Maxwell fields etc. However fuzzballs are solutions to the whole string theory out of which

a few low energy solutions correspond to black hole microstates. These low energy solutions

doesn’t carry only the fields associated with the black hole but other low energy fields of the

whole theory as well. This makes them different from each other microscopically even if they

describe the same macroscopic black hole. This solves the black hole entropy problem by

providing a correct statistical description.

In the fuzzball program, individual microstates are considered as smooth, horizonless so-

lutions of supergravity known as “fuzzballs”. Here the effects of gravity is considered not just

upto Planck scale but upto the horizon length scale. The blak hole geometry is considered to be

the superposition of eS number of smooth, horizonless microstate geometries. Horizons occur

after “coarse graining” over all the microstates of the system. These microstates are also known
11To be precise, the object that is computed is an ‘index’ which remains invariant under the change of moduli
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as ‘hair’ modes on the black hole. Asymptotically they look like black hole geometries however

the geometries differ at the horizon scale. The gravitational description of all the microstates

for 2-charge D1-D5 solutions has been obtained by Lunin, Mathur, see [30,41]. It was possible

because the D1-D5 solution is related to the F1-P solution by a set of dualities. For the 3-charge

D1-D5-P solutions as much microstates as possible are being constructed. There has been also

construction of non-supersymmetric fuzzball solutions [36].

The following section covers a brief introduction to the D1-D5 solutions and their various

properties.

1.4.1 The D1-D5 System

For these two-charge solutions all the fuzzball geometries can be constructed out of F1-P so-

lutions by the use of dualities. The total entropy of the system is in terms of the D1 and D5

charges, Q1 and Q5 respectively and is given by ∼
√
Q1Q5. However the entropy of these

solutions doesn’t correspond to that of a macroscopic black hole. An addition of a third charge

i.e. momentum charge (P ) gives solutions with the correct value of the Bekenstein-Hawking

entropy.

In the closed string picture, the D1-D5 solutions can be thought of as solutions of type-IIB

supergravity compactified on T 4×S1. We denote the S1 direction as y and the torus directions

are given by zα. The system consists of n1 numbers of D1-branes, wrapped along S1 and n5

numbers of D5-branes, wrapped along T 4 × S1. xis with i = 1 . . . 4 are the transverse non-

compact directions. The naive geometry of the D1-D5 system can be written using harmonic

superposition rule as12

ds2 =
1√
H1H5

(−dt2 + dy2) +
√
H1H5

4∑
i=1

dxidxi +

√
H1

H5

4∑
α=1

dzαdzα (1.4.31)

where H1 and H5 are Harmonic functions in the transverse space given by,

H1 = 1 +
Q1

r2
, H5 = 1 +

Q5

r2
. (1.4.32)

12This is the string frame metric.
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with r2 =
∑

i x
2
i . The integer number of D1, D5, and P branes n1, n5, respectively are related

to the parameters appearing in the metric as follows,

Q1 =
gα′3

V
n1, Q5 = gα′n5 (1.4.33)

where g is string coupling, volume of the torus T 4 is (2π)4V and in terms of string length ls,

α′ = l2s is the parameter that defines the tension on a fundamental string which is T = 1/2πα′.

The metric (1.4.31) is associated with a 3-form field strength F (3) and the associated dilaton

field Φ is given by,

e2Φ =
H1

H5

(1.4.34)

The naive D1-D5 metric has a zero sized horizon at r = 0 thus it gives vanishing Bekenstein-

Hawking entropy. According to fuzzball proposal this metric is a superposition of the actual

D1-D5 microstate geometries of a black hole. These microstate geometries are smooth and

horizonless and can be obtained by a set of duality maps (S and T dualities) from the momen-

tum carrying fundamental string (F1-P) solution [see (1.4.35)].

1.4.2 Obtaining the D1-D5 metric

By applying a set of S, T dualities (see Appendix B.2 and B.3) we can go from F1-P system In

Type-IIB string theory to D1-D5 system in type-IIB string theory. By this duality transforma-

tions the bound state of a fundamental string wrapped n5 times around the y-circle and carrying

n1 units of momentum, maps to the bound state of a D1-brane wrapped n1 times around the

y-circle and a D5-brane wrapped n5 times around T 4 × S1. The set of S and T dualities are

given by13,

∣∣∣ P (y)

F1(y)

∣∣∣ S−→
∣∣∣ P (y)

D1(y)

∣∣∣ Tzα−−→
∣∣∣ P (y)

D5(yzα)

∣∣∣ S−→
∣∣∣ P (y)

NS5(yzα)

∣∣∣ Tyz1−−−→
∣∣∣ F1(y)

NS5(yzα)

∣∣∣ S−→
∣∣∣ D1(y)

D5(yzα)

∣∣∣
(1.4.35)

13The expression inside the bracket ‘()’ indicates the direction along which the respective brane or string is
extended.
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Also by performing duality maps on F1-P solution of heterotic string theory one can obtain

D1-D5 solution of type-IIB on Kähler manifold K3 [38]. Now we are going to discuss the

geometry of F1-P solution from which the D1-D5 microstate geometries are obtained.

1.4.2.1 F1-P solution

We have already discussed fundamental string solution in section 1.2.2. Now, we are going to

add np units of left-moving momentum to the F1-solution along the y-direction. To do so, by

performing a boost along y the metric (1.2.26) takes the following form,

ds2
string = H−1

1 [−dt2 + dy2 +K(dt− dy)2] +
8∑
i=1

dxidxi, (1.4.36)

where the function K is given by14,

K =
Qp

r6
. (1.4.37)

Or in terms of the null-coordinates

ds2
string = H−1

1 [−dudv +Kdv2] +
8∑
i=1

dxidxi. (1.4.38)

This metric (1.4.38) obtained by performing boost on the fundamental string solution has a

horizon at r = 0 with vanishing area. The F1-P microstate geometries are constructed by

Dabholkar and harvey [42]. These Dabholkar-Harvey solutions are singular corresponding

to the location of the string source, r = 0 but they do not have any horizon. Using higher

derivative corrections they can develop horizons. The F1-P solutions are constructed using

Garfinkle-Vachaspati transform [43] on a fundamental string background (1.2.26). We can

write (1.2.26) in terms of the null coordinates as

ds2 = −e2Φdudv +
8∑
i=1

dxidxi. (1.4.39)

14Qp is related to np
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The components of the associated two-form NS-NS field and dilaton field are given by,

Buv =
1

2
(e2Φ − 1), e−2Φ = 1 +

Q

r6
. (1.4.40)

The metric has translation symmetries along the null directions with the Killing vectors ∂
∂u

and ∂
∂v

. Addition of travelling wave deformation to such a geometry can be done by using

the Garfinkle-Vachaspati transformation [43]. First we shall discuss the basic formalism of the

solution generating technique. More details can be found in section 2.2.

The Garfinkle-Vachaspati transformation (GV) is given by the following deformation of the

metric,

g′µν = gµν + eSΨkµkν , (1.4.41)

where gµν is the background metric and kµ is the background null Killing vector which is also

hypersurface orthogonal satisfying the following equations

∇[µkν] = k[µ∇ν]S. (1.4.42)

S is the scalar function appearing in (1.4.41). In other words, a vector kµ is called a hypersur-

face orthogonal vector when the corresponding co-vector kµ is proportional to ∇µS for some

scalar function S. The scalar function Ψ in the GV transform (1.4.41) satisfies massless scalar

equation

�Ψ = 0, (1.4.43)

with respect to the undeformed metric gµν . With the above mentioned features, the GV trans-

form generate a new solution g′µν to the Einstein equations of motion. We will discuss more on

GV in section 2.2.

Now to apply this method to the fundamental string solution (1.4.39) we consider the null,

Killing vector ∂
∂u

. Lowering the index we can find the non-vanishing component of the corre-

sponding co-vector to be

kv = gvuk
u == −1

2
e2Φ. (1.4.44)
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Now using the Garfinkle-Vachaspati transform (1.4.41) we can write the deformed metric as,

gµν → gµν + e−2ΦT ′(v, xi)kµkν , (1.4.45)

where S = −2Φ. Substituting for kµ (1.4.44) this can be written as

gvv → gvv + e−2ΦT ′(v, xi)k
2
v . (1.4.46)

Thus the transformed metric looks like

ds2 = −e2Φdudv + T ′(v, xi)
1

4
e2Φdv2 +

8∑
i=1

dxidxi, (1.4.47)

Or we can write

ds2 = −e2Φ(dudv − T (v, xi)dv
2) +

8∑
i=1

dxidxi, (1.4.48)

where T satisfies wave equation with respect to the background i.e ∂2T = 0 where partial

derivative is with respect to the 8-transverse directions. The additional dv2 term implies we

have a left-moving traveling wave on the fundamental string background. By considering the

killing vector kv = 1 we can add right-moving vibrations in a similar way. Since ∂2T (v, ~x) =

0, we can expand T in terms of spherical harmonics in the 8-dimensional transverse space.

Keeping only relevant terms that correspond to string sources the function can be written as,

T (v, ~x) = ~f(v).~x+
p(v)

r6
. (1.4.49)

The second term in the above expression is associated with gravitational wave and hence not

attached to the string source. For oscillating string solution, we neglect this term and consider

only the first term. Again as we can see, the first term is linear in x that means it doesn’t go

to zero as x→∞ and hence doesn’t correspond to asymptotically flat geometry. However we

can make the final solution (1.4.48) asymptotically flat by performing a set of diffeomorphisms
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which are a bit complicated and are given by

v = v′, (1.4.50)

u = u′ − 2 ~̇F.~x′ + 2 ~̇F. ~F −
∫ v′

~̇F 2dv, (1.4.51)

~x = ~x′ − ~F , (1.4.52)

where f(v) = −2F̈ (v). We will see that this ~F (v) defines the wave profile of the vibrating

string. After performing the diffeomorphism the deformed solution takes the following form in

the new coordinates (u′, v′, ~x′)

ds2 = −e2Φdu′dv′ − (e2Φ − 1)Ḟ 2dv′2 + 2(e2φ − 1) ~̇F.d~x′dv′ + d~x′.d~x′. (1.4.53)

For convenience we replace (u′, v′, ~x′) with (u, v, ~x) and write the metric as

ds2 = −e2Φdudv − (e2Φ − 1)Ḟ 2dv2 + 2(e2φ − 1) ~̇F.d~xdv + d~x.d~x. (1.4.54)

The associated field components are given by

Buv =
1

2
(e2Φ − 1), Bvi = Ḟi(e

2φ − 1), e−2Φ = 1 +
Q

| ~x− ~F |6
. (1.4.55)

As we can wee ~x = ~F gives the location of the string and ~F (v) i.e F1(v), F2(v), F3(v), F4(v)

describes the transverse oscillation profile of the string. The dilaton field e2Φ = 0 on the

~x = ~F surface. We can make the following identifications of the functions H−1, K and the

components of the one-form A

Ai =
QḞi

| ~x− ~F |6
, K =

QḞ 2

| ~x− ~F |6
, H−1 = 1 +

Q

| ~x− ~F |6
, (1.4.56)

with which the metric takes the following form

ds2 = H(−dudv +Kdv2 + 2Aidxidv) +
8∑
i=1

dxidxi, (1.4.57)
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with the associated field components given by

Buv = −Guv =
H

2
, Bvi = −Gvi = −HAi, e2Φ = H−1. (1.4.58)

This form (1.4.57) of the F1-P metric is known as the chiral null model. The functionsK andH

are harmonic functions and satisfies the linear wave equation on the 8-dimensional transverse

space. Thus in general we can take a superposition of the functions for different wave profiles

~F (v) of different strings. For m such strings having m different vibration profiles, by taking

the superposition over different harmonics we can write the harmonic functions as

Ai =
∑
m

QḞmi

| ~x− ~Fm |6
, K =

∑
m

QḞm
2

| ~x− ~Fm |6
, H−1 = 1 +

∑
m

Q

| ~x− ~Fm |6
. (1.4.59)

To map this solution to D1-D5 frame usually four out of the 8-transverse directions are com-

pactified on a four torus T 4. In this case we can write the metric (1.4.57) as

ds2 = H(−dudv +Kdv2 + 2Aidxidv) +
4∑
i=1

dxidxi +
4∑

α=1

dzαdzα, (1.4.60)

where zα with α = 1, . . . , 4 are the compact torus directions with periodicities zα ∼ zα +

2πRα. Thus we can smear the harmonic functions uniformly over the 4-torus T 4. Considering

vibrations only in the non-compact directions they can be written as,

Ai =
∑
m

QḞmi

| ~x− ~Fm |2
, K =

∑
m

QḞm
2

| ~x− ~Fm |2
, H−1 = 1 +

∑
m

Q

| ~x− ~Fm |2
. (1.4.61)

The one-form Ai, where i = 1, . . . , 4 can be thought of as a U(1) gauge potential with the

corresponding field strength tensor given by Fij = ∂iAj − ∂jAi. Where the functions H−1, K,

Fij satisfy the following equations, ∂2H−1 = 0, ∂2K = 0, ∂2Fij = 0. For a multiwound F1-

string wrapped along y with a large winding number n5, the strands can be considered as closely

packed. In that case the summation over different strands can be replaced with an integration
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along the length of the string which gives the following form of the harmonic functions

H−1 = 1 +
Q

L

∫ L

0

dv

| ~x− ~F (v) |2
, K =

Q

L

∫ L

0

dvḞ 2

| ~x− ~F (v) |2
, Ai = −Q

L

∫ L

0

dvḞi

| ~x− ~F |2
,

(1.4.62)

where L = 2πn5R is the total length of the F1-string wound n5 times along the y circle with

radius R. The above configuration gives the level-matched F1-P solution [31] in type-IIB

supergravity.

Now performing a series of S and T duality transformations (1.4.35) this solution can be

mapped to the D1-D5 frame where it takes the following form

ds2 =

√
H

1 +K
[−(dt− Aidxi)2 + (dy +Bidx

i)2] +

√
1 +K

H
dxidxi +

√
H(1 +K)dzαdzα.

(1.4.63)

with the associated fields,

e2Φ = H(1 +K), C
(2)
ti =

Bi

1 +K
, C

(2)
ty = − K

1 +K

C
(2)
iy = − Ai

1 +K
, C

(2)
ij = Cij +

AiBj − AjBi

1 +K
(1.4.64)

where

dB = − ∗4 dA, dC = − ∗4 dH
−1. (1.4.65)

Here ∗4 is the duality operation in the 4d-transverse space. To get maximally rotating D1-D5

system we can choose the following vibration profile,

F1 = a cosωv, F2 = a sinωv, F3 = 0, F4 = 0. (1.4.66)

where, Q1 = Q5 = Q, a = Q
R

, ω = 1
n5R

. After duality transformation this R goes to R′ (in

the D1-D5 frame). Then length of the string encircling S1 in the D1-D5 frame is 2πRn5 =

2πn5

R′
. We can write the metric (1.4.63) in polar coordinates (r, θ, φ, ψ) by using the following
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identification of the 4-dimensional Cartesian coordinates

x1 = r̃ sin θ̃ cos φ̃, x2 = r̃ sin θ̃ sin φ̃ (1.4.67)

x3 = r̃ cos θ̃ cos ψ̃, x4 = r̃ cos θ̃ sin ψ̃. (1.4.68)

For further simplification we need to apply the following coordinate transformation of (r̃, θ̃) to

(r, θ)

r̃ =
√
r2 + a2 sin2 θ, cos θ̃ =

r cos θ√
r2 + a2 sin2 θ

, (1.4.69)

upon which the functions and components of the 1-form take the following form

H−1 = 1 +
Q

r2 + a2 cos2 θ
= 1 +

Q

f
, K =

a2

n2
5R
′2

Q

r2 + a2 cos2 θ
. (1.4.70)

For the gauge fields Ai we get

A1 = −Q
L

∫ L

0

dvḞ1

| ~x− ~Fm |2
=

Qa2

n5R′
sin φ̃

sin θ

(r2 + a2 cos2 θ)

1√
r2 + a2

(1.4.71)

A2 = −Q
L

∫ L

0

dvḞ2

| ~x− ~Fm |2
= − Qa

2

n5R′
cos φ̃

sin θ

(r2 + a2 cos2 θ)

1√
r2 + a2

(1.4.72)

and A3 = A4 = 0. Thus we get the maximally rotating D1-D5 solution from the F1-P solution.

1.4.3 Geometry of the D1-D5 solution

Here we consider n1 numbers of D1 branes wrapped around S1 with radius Ry, n5 numbers of

D5-branes wrapped around T 4(Zα)×S1 with volume of the torus given by (2π)4V . The brane

numbers n1 and n5 are related to the Q1, Q5 charges appearing in the metric as follows

Q1 =
g α′3

V
n1, Q5 = g α′ n5. (1.4.73)
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To see the geometrical properties of the D1-D5 solution let’s consider the general form of

maximally-rotating D1-D5 metric is given by,

ds2 = −1

h
(dt2 − dy2) + h f

( dr2

r2 + a2
+ dθ2

)
+h
(
r2 +

Q1Q5 a
2 cos2 θ

h2 f 2

)
cos2 θ dψ2 + h

(
r2 − Q1Q5 a

2 sin2 θ

h2 f 2

)
sin2 θ dφ2

−2
√
Q1Q5

h f
a sin2 θ dφ dt− 2

√
Q1Q5

h f
a cos2 θ dψ dy +

√
H1

H5

(dzαdzα) ,

(1.4.74)

where

a =

√
Q1Q5

Ry

, f = r2 + a2 cos2 θ , e2Φ =
H1

H5

,

H1 = 1 +
Q1

f
, H5 = 1 +

Q5

f
, h =

√
H1H5 . (1.4.75)

This geometry can be obtained by dualities from F1-P system [see section 1.4.2.1]. The R-R

two-form field associated with this configuration is given by,

C(2) = −
√
Q1Q5 cos2 θ

H1 f
a dt ∧ dψ −

√
Q1Q5 sin2 θ

H1 f
a dy ∧ dφ

− Q1

H1 f
dt ∧ dy − Q5 cos2 θ

H1 f
(r2 + a2 +Q1) dψ ∧ dφ , (1.4.76)

For the extremal case where Q1 = Q5 = Q the dilaton vanishes with e2Φ = 1. The metric

(1.4.74) is axi-symmetric along the angular directionsψ and φ.

These geometries represent only a subclass of D1-D5 ground states. We can see that the

metric is asymptotically flat which can be seen by taking r →∞ limit. As proposed by Lunin,

Mathur the metric is smooth and horizonless and ends with a smooth cap near r ∼ a. The

cap geometries differ from each other for different microstates. The region near r → 0 limit

where the different microstate geometries differ from each other corresponds to the possible

horizon, after summing over all the microstates. The near-horizon geometry of the D1-D5

solution (1.4.74) is locally AdS3 × S3 × T 4 which is dual to the Ramond sector ground state

|0〉R in the CFT picture. I will discuss more on D1-D5 CFT in section 1.4.4. The asymptotically
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flat spacetime is connected to the inner cap region of the geometry by a AdS throat given by

a � r �
√
Q and a neck region near r ∼

√
Q. To summarize the D1-D5 geometry can be

divided into two parts, inner part consisting of the “throat+ cap” and the outer part consisting

of the “throat+ neck+ asymptotically flat region”.

In the following sections we are going to discuss the D1-D5 geometry [31] in more detail.

Here we will consider the extremal D1-D5 solution. The analysis is same for non-extremal

solutions as well.

1.4.3.1 Outer region

In this region we have asymptotically flat spacetime with the neck. This can be obtained by

taking r � a limit.

1.4.3.2 Inner region

The inner region of the geometry consists of the AdS throat and the cap region of the geometry.

This is given by the r �
√
Q limit. To take this limit we want the asymptotically flat region to

decouple from the inner region. The decoupling limit or the long AdS-throat limit is given by

ε = a2

Q
� 1 or after substituting a it is Q

R2
y
� 1. So the long AdS limit corresponds to taking

large S1 radius keeping the D1, D5 charges fixed. Thus the inner region metric is obtained from

(1.4.74) by taking both r �
√
Q as well as ε� 1 upon which we get

ds2 = −r
2 + a2 cos2 θ

Q
(dt2 − dy2) +Q(dθ2 +

dr2

r2 + a2
)− 2a(cos2 θdydψ + sin2 θdtdφ)

+Q(cos2 θdψ2 + sin2 θdφ2) + dzαdzα. (1.4.77)

This geometry is locally AdS3 × S3 which has a dual CFT picture which will be discussed

in section 1.4.4. The AdS-geometry is more realised in a frame obtained by the following

coordinate transformation

ψNS = ψ − y

R
, φNS = φ− t

R
, (1.4.78)
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after which the metric looks like

ds2 = −r
2 + a2

Q
dt2+

r2

Q
dy2+Q

dr2

r2 + a2
+Q(dθ2+cos2θdψ2

NS+sin2θdφ2
NS)+ds2

T 4 . (1.4.79)

As we can see the metric is AdS3 × S3 × T 4. The AdS part is defined in terms of the coordi-

nates (t, y, r) and the 3-sphere coordinates are given by (θ, ψNS, φNS) both having the common

radius
√
Q. The coordinate transformation (1.4.78) is kind of a rotation in S3. In the CFT side

this coordinate transformation is known as spectral flow transformation which is discussed in

section 1.4.4. Under odd units of spectral flow transformation the Ramond sector CFT gets

transformed to the NS-sector CFT.

Different regions of the D1-D5 geometry

We can summarize different regions of the D1-D5 geometry given by the metric (1.4.74). These

terms defining different parts of the D1-D5 geometry will be frequently used in our thesis. The

decoupling parameter is defined as

ε ≡
√
Q

Ry

=
a√
Q
. (1.4.80)

Here, Ry is the radius of the y-circle and
√
Q is the AdS radius. This parameter when becomes

very small ε � 1, the geometry develops a long AdS throat which means there can be several

units of AdS radius along the radial length of the throat i.e. a � r �
√
Q. In the decoupling

limit the outer asymptotic flat spacetime corresponding to r ∼
√
Q can be separated from the

inner “cap (r ∼ a) + throat” part of the geometry. Thus for ε� 1, the inner region corresponds

to the metric (1.4.74) in the following limit

r√
Q
<< 1, (1.4.81)

Similarly, the outer region is defined as

a

r
<< 1 (1.4.82)
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The ‘throat’ region is that part of the geometry where the inner and outer regions overlap. In

the overlapping region

ε =
a√
Q
<<

{a
r
,
r√
Q

}
<< 1 (1.4.83)

The geometry of the cap region depends on the particular CFT state.

1.4.4 D1-D5 CFT

The D1-D5 solution has a near horizon AdS3 × S3 × T 4 geometry [section 1.4.3.2] which has

a 1+1-dimensional dual CFT. The AdS3/CFT2 duality here plays a very important role for the

identification of black hole microstates with corresponding brane geometries. There is a good

review of D1-D5 CFT in [26]. The 9+1 dimensional spacetime is compactified as

M1,9 →M1,4 × S1 × T 4. (1.4.84)

After the compactification the initial isometry group SO(1, 9) of the 9+1 dimensional space-

time is broken and now the isometry group is given by the SO(4)E ' SU(2)L × SU(2)R

group corresponding to the spatial directions of M1,4 and SO(4)I group corresponding to

T 4-directions. We note that SO(4)I is broken due to toroidal compactification of the corre-

sponding directions. Yet they are useful in organizing different states of the CFT. The SO(4)E

corresponds to the R-symmetry group in the dual CFT.

From the brane-picture i.e the open string picture, there can be 3-types of open string exci-

tations. The 1-1 strings which are the strings that start on D1-branes and end on D1-branes, 5-5

strings that start on D5-branes and end on D5-branes. Also there can be 1-5 (5-1) strings that

start on D1-branes (D5-branes) and end on D5-branes (D1-branes). For 1-1 strings we have a

U(n1) gauge theory in the 1+1 dimensional worldvolume. For 5-5 strings, we have a U(n5)

gauge theory on the 5+1-dimensional worldvolume. Open strings with polarizations perpen-

dicular to the brane directions have Dirichlet boundary conditions and they define transverse

excitations of the corresponding D-brane. They give scalars on the worldvolume. In the Higgs

phase the stack of D-branes are considered as coincident without any separation between them

and being BPS saturated they break half of the 32 supercharges of type-IIB. The near horizon
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limit of the supergravity theory in the dual CFT corresponds to the IR limit in which closed

string excitations of the bulk gets decoupled from the open string excitations of the D-branes

and we get 1+1 dimensional N = (4, 4) superconformal CFT. The N = (4, 4) superconfor-

mal algebra is generated by the stress energy tensor T (z), the SU(2) supersymmetry gener-

ators Ga(z) and the SU(2)L R-symmetry generators J i(z) along with their anti-holomorphic

counterparts (T̄ (z̄), Ḡ(z̄), J̄(z̄)) for the right-moving sector. For the right-moving sector the

R-symmetry group is SU(2)R.

It has been shown that for the near horizon AdS3 geometry of the D1-D5 solution the dual

CFT is a deformation ofN = (4, 4) superconformal sigma model with target space (T 4)N/SN

which corresponds to N = n1n5 symmetrized copies of T 4 [44–47]. The base space of the

sigma model is given by a cylinder (t, y), y being the direction along S1. Each copy of the CFT

has a central charge c = 6 corresponding to 4 bosonic and 4 fermionic degrees of freedom,

resulting a total c = 6n1n5. There is a point in the 20-dimensional near-horizon moduli space

(see section 1.3.1) where the dual CFT is just the N = (4, 4) sigma model CFT with the

orbifold target space (T 4)N/SN . This is known as the ‘orbifold point’ and most of the solutions

studied are at this point. The orbifold point is kind of free field theory limit of the full moduli

space. There are 20-marginal deformations in the CFT to deform away from this orbifold point.

The symmetric permutation group SN gives rise to twisting operations among different copies

of the c = 6 CFT. Use of twist operators for the computation of correlation functions are

discussed in [48, 49].

Depending on the periodicity of the fermions along y, we can have the CFT in Neveu-

Schwarz (NS) sector (anti-periodic) or in the Ramond-sector (periodic). In the AdS/CFT dic-

tionary, locally-AdS3 geometry corresponds to Ramond-sector ground state |0〉R of the dual

CFT. The periodicity of the boundary fermions is a result of periodic fermions in the asymptot-

ically flat bulk spacetime. However, in case of global AdS, the corresponding CFT state is in

the NS-sector with anti-periodic fermions. The NS-sector states are related to R-sector sector

states by spectral flow. Under α units of spectral flow the dimension and R-symmetry charge
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transforms as

h′ = h− αj + α2 c

24
, j′ = j − α c

12
. (1.4.85)

Under odd units of spectral flow we can go from NS-sector to R-sector.

These twist operators give rise to NS-sector chiral primaries. The NS-sector vacuum |0〉NS

is the simplest state which has no twisting between the copies of the effective string

|0〉NS : h = h̄ = 0, j = m = 0, j̄ = m̄ = 0 (1.4.86)

The dual geometry is globalAdS. Here h is the conformal dimension and (j,m) are the SU(2)L

quantum numbers which in the supergravity picture correspond to the rotations under SO(4)E

in the non-compact directions. Next comes the chiral primaries which are defined by quantum

numbers (h, j, h̄, j̄) satisfying

h = j, h̄ = j̄ (1.4.87)

They can be obtained by operating ‘twist operator’ on the NS-sector vacuum |0〉NS.

The twist operator
[
σs,s̄k
]N/k corresponds toN/k-component strings each wound k-times e.g

for k = 2, we have twisting of each pair of component strings which results in N/2 component

strings each wound 2-times.

For su(2)-charges s = s̄ = k−1
2

, The chiral primary
[
σ−−k

]N/k |0〉NS is defined by,

h = j =
N

k

k − 1

2
, h̄ = j̄ =

N

k

k − 1

2
(1.4.88)

NS-sector chiral primaries upon odd units α = (2m+ 1) of spectral flow gives Ramond sector

states.

By performing different units of spectral flow on the left sector and right sector we get,

[
σ−−k

]N/k |0〉NS
αL=2m+1, αR=1−−−−−−−−−−→
spectral flow

|Ψ−−(k,m)〉R (1.4.89)

with np = h− h̄ = Nm
(
m+ 1

k

)
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All the CFT microstates may not have classical geometrical analog, whenever we have a

geometrical interpretation they corresponds to smooth, horizonless geometries with zero en-

tropy. The CFT states corresponding to some supersymmetric fuzzball microstate geometries

are already known [33–35]. For non-supersymmetric fuzzball solution of JMaRT [36] the CFT

dual has been identified in [50].

1.4.5 3-charge solutions

Even though the 2-charge solutions describe black hole microstates effectively, but they do not

give a classical sized horizon for which a third momentum charge is added. The microscopic

counting of 3-charge D1-D5-P solutions has already been done by Strominger and Vafa [29]

and it exactly matches with the Bekenstein-Hawking entropy in the weak coupling limit. The

construction of 3-charge black hole microstate geometries has been carried out by Lunin and

collaborators [41, 51]. In [41] the gravity solution is constructed for 1/4-BPS D1-D5 solutions

carrying angular momentum.

However, unlike the 2-charge case where all the microstate geometries are already con-

structed [30, 41] the geometrical picture of the three charge microstates are still being con-

structed. All the two-charge solutions admit regular geometry [41]. Under dualities the D1, D5

charges and momentum charge P gets interchanged between themselves and they are difficult to

study. To construct these three charge geometries we need to develop new solution generating

techniques. The generalised Garfinkle-Vachaspati transform developed recently [52] [53] plays

significant role in constructing new solutions from existing supersymmetric smooth D1-D5-P

solutions. The naive geometry of the D1-D5-P geometry has horizon and singularity but the

actual geometry was found to be smooth and horizonless [54].

There has been construction of three-charge type-IIB supergravity solutions in [54, 55]
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which can be written in terms of the following six-dimensional metric

ds2 = −1

h
(dt2 − dy2) +

Qp

hf
(dt− dy)2 + hf

(
dr2

r2 + (γ1 + γ2)2η
+ dθ2

)
+ h
(
r2 + γ1 (γ1 + γ2) η − Q2 (γ2

1 − γ2
2) η cos2 θ

h2f 2

)
cos2 θdψ2

+ h
(
r2 + γ2 (γ1 + γ2) η +

Q2 (γ2
1 − γ2

2) η sin2 θ

h2f 2

)
sin2 θdφ2

+
Qp (γ1 + γ2)2 η2

hf

(
cos2 θdψ + sin2 θdφ

)2

− 2Q

hf

(
γ1 cos2 θdψ + γ2 sin2 θdφ

)
(dt− dy)

− 2Q (γ1 + γ2) η

hf

(
cos2 θdψ + sin2 θdφ

)
dy, (1.4.90)

The associated two-form field is of the following form

C = − Qc2
θ

Q+ f
(γ2dt+ γ1dy) ∧ dψ − Qs2

θ

Q+ f
(γ1dt+ γ2dy) ∧ dφ

+
(γ1 + γ2) η Qp

Q+ f
(dt+ dy) ∧ (c2

θdψ + s2
θdφ)− Q

Q+ f
dt ∧ dy

− Qc2
θ

Q+ f
(r2 + γ2(γ1 + γ2)η +Q)dψ ∧ dφ. (1.4.91)

These class of D1-D5-P solutions correspond to those Ramond-sector states of the CFT

that can be obtained by 2m + 1 units of spectral flow of the NS-sector chiral primaries. The

3-charge states thus obtained carry an additional spectral flow parameter m that appears in the

metric via the following terms

γ1 = −am, γ2 = a

(
m+

1

k

)
, (1.4.92)

where m takes integer values. More general family of 3-charge solutions are known with

fractionated spectral flow parameter [36,56,57] which we won’t discuss in this thesis. However

the analysis in our thesis can be extended to those cases as well. Here k is the winding parameter

that takes values k = 1, 2, . . . , n1n5. It corresponds to the winding of component strings in the

dual CFT picture (see section [1.4.4]). For k = 1 we have singly wound D1-D5-P solution. For

general purpose we take the range m ≥ 0, k > 0 ∈ Z.
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The D1-D5-P solutions carryQ1 andQ5 charges which are related to the respective winding

parameters by (1.4.73). In addition there is a third parameter Qp which is related to the units of

momentum np by

Qp =
g2α′4

V R2
y

np, (1.4.93)

where n1, n5, np are integers. Qp is related to the spectral flow parameter in the following way

Qp = −γ1γ2. (1.4.94)

So for m = 0, we get Qp = 0 and the three charge solution reduces to two-charge D1-D5

solution. Other parameters appearing in the metric are

f = r2 + (γ1 + γ2) η
(
γ1 sin2 θ + γ2 cos2 θ

)
, h = 1 +

Q

f
, η =

Q

Q+ 2Qp

. (1.4.95)

The associated dilaton field Φ is given by

e2Φ =
H1

H5

, (1.4.96)

which vanishes for (Q1 = Q5 = Q) and for the moduli at infinity chosen appropriately.

1.5 Outline of the Thesis

This thesis is organized as follows. The Chapters 2-4 are based on our work in the two publica-

tions [52,53]. In Chapter 2 I am going to discuss about the Garfinkle-Vachaspati transform and

it’s generalizations as a solution generating technique in minimal and non-minimal supergrav-

ity theories. Then in Chapter 3 the GGV will be applied to a class of smooth, supersymmetric

D1-D5-P solutions, for minimal supergravity in section 3.2 and involving dilaton field in sec-

tion 3.3. For non-minimal supergravity we will consider the GGV transform of the F1-P state

in section 3.3.2. Chapter 4 is based on writing GGV in different M-theory frames. In our thesis

we are mostly considering five-dimensional black hole solutions.

In Chapter 5 we will discuss deformation of KK-monopole geometry. This is an incomplete
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work during my PhD which imply some future directions to our project. In section 5.2.1 we

have attempted to find the general form of the wave deformation on KK-monopole geometry

by solving the scalar wave equation. Also in section 5.3 and section 5.4 we have written the

KK-monopole solution and KK-P solution in the GMR form ( see Appendix D) and applied

GGV on such them.
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Chapter 2

Generalised Garfinkle-Vachaspati

Transform (GGV)

2.1 Solution Generating Techniques

In general, the supergravity equations are highly non-linear and solving them is a very difficult

task. Solution generating techniques are useful in the sense that from an existing solution of

the supergravity equations, new solutions can be obtained solving simpler equations for the

original background.

From another point of view, construction of black hole microstates requires the develop-

ment of such solution generating techniques. Especially for the construction of three-charge

microstate geometries [see 1.4.5] we need the development and application of such techniques.

There also has been developments involving group theoretic formalisms for generating new

solutions [58]. Before going to the solution generating techniques developed in this thesis first

we will discuss briefly the general prescription for generation of new solutions.

The key idea of the solution generating techniques [10] is that, for a manifold that admits

two metrics gµν and g′µν , the respective covariant derivatives are related as follows

∇′µξν = ∇µξν − Ωρ
µνξρ, (2.1.1)

where Ωρ
µν = Γ′ρµν − Γρµν is symmetric in µ↔ ν. It plays the role of a symmetric connection.
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We know that the Riemann tensor can be written in terms of the commutator of the covariant

derivatives as,

Rµνρ
σξσ = [∇µ,∇ν ] ξρ. (2.1.2)

Thus for the metric g′µν we can write

R′µνρ
σξσ =

[
∇′µ,∇′ν

]
ξρ. (2.1.3)

Substituting the expressions (2.1.1) and (2.1.2) in the above expression we can write the Rie-

mann tensor corresponding to both the metrics to be related as

R′µνρ
σ

= Rµνρ
σ −∇µΩσ

νρ +∇νΩ
σ
µρ + Ωλ

ρµΩσ
νλ − Ωλ

ρνΩ
σ
µλ. (2.1.4)

From the above expression contracting ν and σ we get the transformation of the Ricci tensor to

be of the following form

R′µρ = Rµρ −∇µΩν
νρ +∇νΩ

ν
µρ + Ωλ

ρµΩν
νλ − Ωλ

ρνΩ
ν
µλ. (2.1.5)

Then the primed Ricci tensor R′µν along with the metric g′µν solves the corresponding Einstein

equations. For example, using the above transformation rules (2.1.1)-(2.1.5), it can be checked

that the rotating Kerr black hole solution is a solution to the vacuum Einstein equation in addi-

tion to the Minkowski spacetime ηµν . The Kerr black hole metric can be written in terms of flat

metric ηµν as

gµν = ηµν + kµkν . (2.1.6)

where kµ is a null vector with respect to the flat spacetime ηµν . i.e. ηµνkµkν = 0. The

expression (2.1.6) is known as the Kerr-Schild form of the metric.

One such widely used solution generating techniques is the Garfinkle-Vachaspati transform

which was developed by D. Garfinkle and T. Vachaspati [43] (GV). Before going to the gen-

eralisation of GV transform, we are going briefly review the important aspects of the original

Garfinkle-Vachaspati transform. In section [2.3] we will introduce the generalisation proposed
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in [52] where we have considered the GGV of metric and associated 2-form field. In section

[2.4] we will discuss the GGV of supergravity solutions when there is non-vanishing dilaton

coupling [53].

2.2 The Garfinkle-Vachaspati Transform

In the original paper [43] the Garfinkle-Vachaspati transformation (GV) was proposed for

Yang-Mills-Higgs system coupled to gravity in four spacetime dimensions. There, GV was

applied to “non-gravitating string” solutions given in terms of the flat metric ηab with associ-

ated scalar field φ and gauge field Aa. The flat metric transforms under GV as follows

η̃ab = ηab + Fkakb, (2.2.7)

where F is a scalar function and the vector ka is a null covariantly constant vector with re-

spect to the background metric ηab. Also, ka is orthogonal to ∇aφ and Aa. The solution

after the transformation is given by (η̃ab, φ, Aa). It preserves the null Killing symmetry of the

background hence defines a travelling wave deformation on the background. For the case of

gravitating string the flat metric ηab is replaced with gab. For such backgrounds the null Killing

vector ka, is hypersurface orthogonal but no more covariantly constant. Although these require-

ments look very much non-trivial, still a wide range of gravity solutions are available which

satisfy all these properties e.g. plane waves, fundamental string solution, pp-waves etc.

Formulation of GV transform to generate new solutions of low-energy string theory was

developed in 1992 [59]. The background bosonic fields of the low-energy string theory are

given in terms of the ten-dimensional metric gab with associated scalar field ψ and 2-form

potential Bab. Later, the technique was extended [60] to arbitrary spacetime dimensions D and

generalised to include a set of p-form potentials. To see how the method works we consider

D-dimensional gravity given in terms of the metric gµν coupled to an arbitrary set of scalar

fields φa and a set of p-form potentials A(p)
1. The theory is defined in terms of the following

1The discussion in this section closely follows as done in [60].
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generic action,

I =
1

16πGD

∫
dDx
√
−g

(
R(g)− 1

2

∑
a

ha(φ)(∇φa)2 − 1

2

∑
p

fp(φ)F 2
(p+1)

)
, (2.2.8)

where GD is the D-dimensional Newton’s constant and F(p+1) = dA(p) are the p+ 1-form field

strength tensors. . For the case of D = 10 the above action (2.2.8) defines the generic massless

sector of the full string theory action. Here the matter fields φa and F(p+1) have non-trivial cou-

plings with the dilaton φ given in terms of the functions ha(φ) and fp(φ) respectively. These

functions take different values for different string theories and different types of compactifica-

tions. The Einstein equations of motion for the action (2.2.8) are given by,

Rµ
ν −

1

2
δµνR = (8πGD)T µν . (2.2.9)

where T µν is the mixed energy-momentum tensor which is of the following form,

T µν =
∑
a

ha(φ)

(
gµρ∂ρφa∂νφa −

1

2
δµν (gρλ∂ρφa∂λφa)

)
+

∑
p

fp(φ)

(
(p+ 1)[F(p+1)]

µρ1...ρp [F(p+1)]νρ1...ρp −
1

2
δµν [F(p+1)]

ρ1...ρp+1 [F(p+1)]ρ1...ρp+1

)
(2.2.10)

In addition we can have equations of motion for the scalar fields and the (p+ 1)-form fields,

0 = ∂µ(
√
gha(φ)gµν∂νφa)−

1

2

√
g
∑
b

∂hp(φ)

∂φa
∇µφb∇µφa

−1

2

√
g
∑
p

∂fp(φ)

∂φa
[F(p+1)]

ρ1...ρp+1 [F(p+1)]ρ1...ρp+1 . (2.2.11)

0 = ∂µ(
√
gfp(φ)[F(p+1)]

µρ1...ρp). (2.2.12)

Now to study GV, let’s consider a solution (g, φa, A(p)) that admits a null, hypersurface

orthogonal Killing vector kµ. As discussed earlier in section 1.4.2.1 the GV transform is given
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by the following deformation of the metric (1.4.41)2

g′µν = gµν + eSΨkµkν , (2.2.13)

where kµ is the background null Killing hypersurface orthogonal vector satisfying the condi-

tions

kµkµ = 0, ∇µkν +∇νkµ = 0. (2.2.14)

The hypersurface orthogonality condition is already written in (1.4.42). Ψ is the scalar func-

tion satisfying massless scalar equation (1.4.43). Furthermore, it can be checked that k has a

vanishing Lie-derivative on S i.e. LkS = kµ∂µS = 0. To ensure that the Killing symmetries

of the background solution along the null direction kµ is preserved after the GV transform, the

scalar function Ψ has to satisfy the following compatibility condition

kµ∂µΨ = 0. (2.2.15)

Also the null Killing vector kµ has to satisfy the following conditions

Lkφa = kµ∂µφa = 0, (2.2.16)

LkF(p+1) = (dik + ikd)F(p+1) = dikF(p+1) = 0. (2.2.17)

This is needed for the wave description of the deformed solution. To be precise, these compat-

ibility conditions ensure that after the GV transform the new solution has all the null Killing

symmetries of the background preserved and it has additional momentum corresponding to a

travelling wave on the particular background solution. The matter fields doesn’t change under

GV. So the new metric g′µν along with the background fields give a new solution that describes

a travelling wave on the undeformed background.

This solution generating method can be verified by computing the equations of motion

explicitly. From the computation of the matter-field equations it was found that matter field

2The new metric is said to be in the generalized Kerr-Schild form (2.1.6).
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do not transform under GV. In fact the form of the energy momentum tensor T µν after GV

remains the same as long as a certain transversality condition is satisfied by the p-form fields.

The transversality condition imposed on the p + 1-form field strength tensor is an algebraic

condition which is defined as follows,

ikF(p+1) = k ∧ θ(p−1) . (2.2.18)

ik is the interior product and θ(p−1) is a p − 1-form. Also note that (ik)
2F(p+1) = 0 implies

ikθ(p−1) = 0.

In the next section, we will briefly outline the computational techniques to verify GV as

a solution generating technique. Computing the mixed Ricci tensor Rµ
ν for the new metric

g′µν we can check that it changes with an additional term proportional to ∇2Ψ. Computing

the energy-momentum tensor with the p + 1-form field satisfying the transversality condition

(2.2.18) we found ∇2Ψ = 0 for the transformed fields (g′µν , φa, A(p)) to satisfy the Einstein

equations (2.2.9). Solving the wave equation for Ψ we can the generate new solution. The new

solution represents a travelling wave on the initial background.

2.2.1 Verifying Einstein equations

To verify the technique we need to check the validity of the transformed Einstein’s equations

R′µν −
1

2
δ′µν R

′ =
1

2
T ′µν . (2.2.19)

Since the matter fields do not change in this transformation so the right hand side remains the

same as long as the transversality condition (2.2.18) holds true. The only things remain to

compute are the transformed Ricci tensor and Ricci scalar. Note that the background admits

a null, hypersurface orthogonal Killing vector kµ which implies, kµ satisfies the following

identities,

kµkµ = 0, ∇[µkν] = k[µ∇ν]S, ∇(µkν) = 0. (2.2.20)
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The hypersurface orthogonality condition (1.4.42) is already discussed in section 1.4.35. Now,

for computational purposes we note that the inverse transformed metric is of the following form

g′µν = gµν − eSΨkµkν . (2.2.21)

In addition S and Ψ satisfies the following compatibility conditions

kµ∂µS = 0, kµ∂µΨ = 0. (2.2.22)

These conditions ensures that kµ is again a Killing symmetry for the transformed solution g′µν .

Which implies the deformed solution is a wave deformation on the background geometry.

For a transformation of metric gµν → g′µν = gµν + hµν , the covariant derivatives in the two

frames are related by (see expression (2.1.1))

Ωµ
νρ =

1

2
gµσ(∇νhρσ +∇ρhνσ −∇σhνρ). (2.2.23)

Thus, for the transformation of the metric as in (2.2.13), we have hµν = eSΨkµkν from which

we can compute,

Ωµ
νρ =

1

2

[
∇ν(e

SΨkµkρ) +∇ρ(e
SΨkµkν)−∇µ(eSΨkνkρ)

]
. (2.2.24)

Simplifying the above expression we get,

Ωµ
νρ =

1

2
[kµkνe

S(∇ρΨ) + kµkρe
S(∇νΨ)− kνkρeS(∇µΨ) + eSΨkνkρ(∇µS)]. (2.2.25)

Now, to verify the Einstein equations we need to compute the transformed Ricci tensor given

in (2.1.5). First note that in (2.2.25) by contracting µ and ν we have

Ωµ
µρ = 0. (2.2.26)
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Also, it can be readily checked that

Ωρ
µλΩ

λ
ρν = 0. (2.2.27)

Thus, the non-vanishing terms in the transformed Ricci tensor (2.1.5) are

R′λν = Rλν +∇µΩµ
λν . (2.2.28)

To compute the only non-vanishing addition ∇µΩµ
λν to background Ricci tensor, we take the

covariant derivative of (2.2.25) which upon simplification yields

∇µΩµ
λν =

1

2
[−kλkνeS(∇2Ψ) + eSΨkλkν(∇2S)]. (2.2.29)

Substituting the above expression in (2.2.28) the simplified expression for the transformed Ricci

tensor is given by

R′λν = Rλν −
1

2
kλkνe

S(∇2Ψ) +
1

2
eSΨkλkν(∇2S). (2.2.30)

This expression contains both∇2Ψ and∇2S terms. Computing the mixed Ricci tensor we can

remove the∇2S term. To do so we raise one of the indices

R′µν = g′µλR′λν = Rµ
ν − eSΨkµkλRλν −

1

2
kµkνe

S(∇2Ψ) +
1

2
eSΨkµkν(∇2S). (2.2.31)

We need to use the following identity in order to compute the contraction of Ricci tensor with

the Killing vector,

kλRλν = ∇µ∇νk
µ = kν

∇2S

2
. (2.2.32)

It can be checked that the above term exactly cancels out the ∇2S term appearing in (2.2.31)

and we get the final expression for the transformed mixed Ricci tensor to be,

R′µν = Rµ
ν −

1

2
eSkµkν∇2Ψ. (2.2.33)
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Hence we get R′µν = Rµ
ν by imposing

∇2Ψ = �Ψ = 0. (2.2.34)

As we have mentioned before, the energy-momentum tensor do not transform under GV for

matter fields satisfying the condition (2.2.18). Thus in order the transform (2.2.13) to generate

a new solution the only condition is the wave equation (2.2.34) satisfied by Ψ with respect to

the background solution. We also observe that Ricci scalar does not transform under GV i.e.

R′ = R.

To check the regularity of the deformed solution we can compute the determinant of the

metric g which is related to Γµµν as follows

Γµµν =
1
√
g
∂ν
√
g. (2.2.35)

As we have seen Ωµ
µν = 0 which implies the determinant of the metric remains unchanged under

this transform. Thus starting from a regular solution, for finite values of Ψ the transformed

solution turns out to be regular.

The compatibility conditions satisfied by the matter fields to make sure that the final solution

is a travelling wave deformation on the background are

Lkφa = kµ∂µφa = 0, (2.2.36)

LkF(p+1) = (d ik + ikd)F(p+1) = d ikF(p+1) = 0, (2.2.37)

where Lk is defined as Lk = d ik + ikd on forms, and iv denotes the interior product. Also the

p+ 1-form field strength satisfies the following Bianchi identities,

dF(p+1) = 0 (2.2.38)

Garfinkle-Vachaspati transformation had been applied successfully in varied contexts in litera-

ture [42,61–64]. However they require the presence of a null, Killing, hypersurface orthogonal
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vector. The D1-D5 and D1-D5-P systems that are useful in studying black hole microstates do

not admit any such a Killing vectors. Thus we need new solution generating techniques that

can be applied to such solutions. We will see in the following sections how the generalised

Garfinkle-Vachaspati (GGV) turns out to be such a solution generating technique.

2.3 Generalized Garfinkle-Vachaspati transform

(no dilaton)

First we are going to verify the GGV as a solution generating technique for solutions given by

metric gµν and a 2-form matter field Cµν3. For the simplest case we set other fields to zero [52].

In section 2.4 we will include dilaton as well.

Lunin, Mathur and Turton (LMT) [33] conjectured that the traveling wave deformation

of a class of D1-D5-P solutions takes a form which is a variant of the GV transform. They

considered the special class of smooth, supersymmetric D1-D5-P solutions constructed in [54,

55]. These solutions are of the form of minimal six-dimensional supergravity solutions of

GMR [65] embedded in ten-dimensions. Supersymmetric solutions are easier to study because

the BPS condition ensures that the number of microstates is invariant under the change of

moduli fields one of which is the string coupling. Generally, computation of the number of

microstates is done in the weak coupling regime and matched with the corresponding black

hole entropy that occurs at strong coupling. The AdS/CFT correspondence plays the central

role in all these techniques.

Also the GMR solutions are important for the black hole microstate construction program

as the 2-charge and 3-charge solutions [51] admit this form. For the dilaton free case the six-

dimensional solutions can be trivially lifted to ten-dimensions. By trivial lifting we mean (i) a

four torus is added to the six-dimensional metric part and (ii) the field components remain the

same with vanishing components along the additional torus.

As noticed by LMT, the wave deformation on this class of supersymmetric solutions is of

3It could be any solution with gravity coupled to matter field, not necessarily a supergravity solution.
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the form of a generalisation of the Garfinkle-Vachaspati transform which can be written as

g′µν = gµν + 2 Ψ k(µlν), (2.3.39)

C ′µν = Cµν − 2 Ψ k[µlν], (2.3.40)

where kµ is a null, Killing vector i.e. k satisfies the following conditions

kµkµ = 0, ∇µkν +∇νkµ = 0. (2.3.41)

and l is unit-normalized covariantly constant (which makes it Killing) spacelike vector i.e. it

satisfies

lµlµ = 1, ∇µlν = 0. (2.3.42)

Unlike the Garfinkle-Vachaspati transform here k need not be hypersurface orthogonal.

Thus GGV is applicable to more wide range of solutions compared to GV. Here lµ can be

chosen along any of the torus directions. The presence of this vector in the transformation rules

is an additional requirement of GGV. As in the case of GV the scalar function Ψ satisfies the

wave equation �Ψ = 0 with respect to the background metric. Also, as compared to the case

of GV where only the metric transforms and the matter field remains the same, in GGV the

associated 2-form field Cµν also transforms. So far we have only studied the transformation of

2-form fields. For any general p-form field there will be different transformation rule. We have

verified that the transform (2.3.39)–(2.3.40) generates a new solution of type-IIB supergravity

by explicitly computing the Einstein equation (See appendix [C] ). For the technique to be

applied successfully the background matter fields need to satisfy the following transversality

condition,

kµFµνρ = −(∇νkρ −∇ρkν), (2.3.43)

The above condition is a differential condition compared to the algebraic transversality con-

dition of GV (2.2.18). To apply GGV, we do not require any supersymmetric analysis of the

solutions involved. Just like the case of GV in case of GGV again the deformed solution de-
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scribes a travelling wave on the corresponding background.

As done for GV in section 2.2.1 we are going to verify GGV as a solution generating

technique. The following section gives a brief outline of the verification of the transformed

Einstein equation and matter field equations. The details can be found in Appendix [C].

2.3.1 Verifying The Technique

The computations are a bit lengthy but straight forward. Setting the B-field and the dilaton to

zero, and keeping only the 2-form R-R field i.e. p = 1. the equations of motion for the metric

and the matter field are given by,

Rµν =
1

4
FµλσF

λσ
ν , (2.3.44)

0 = ∇µF
µλσ. (2.3.45)

where F = dC and F 2 = FµλσF
µλσ = 0. These are the ten-dimensional Einstein frame

equations. Now let gµν , Cµν be a solution to these equations. And let the solution admits a null,

Killing vector kµ and a spacelike, unit normalised, covariantly constant vector lν orthogonal

to kµ. We need to verify that the GGV transform as defined in (2.3.39)–(2.3.40) gives a new

solution to the equations of motion (2.3.44)-(2.3.45). By explicit computations of the Einstein

equations (2.3.44) it can be shown that the left hand side transform exactly the same way as the

right hand side when Ψ satisfies,

�Ψ = 0, (2.3.46)

with respect to the background metric gµν and is compatible with the Killing symmetries, i.e.,

kµ∇µΨ = 0 and lµ∇µΨ = 0. This ensures that after the deformation the Killing symmetries

along kµ and lµ are preserved hence the deformation is a travelling wave deformation on the

background.

By a lengthy but straight forward computation (see Appendix C) we note that the left hand
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side i.e. Rµν simply transforms as,

R′λν = Rλν − lλ[kµ(∇ν∇µΨ) + Ψ�kν ]− lν [kµ(∇λ∇µΨ) + Ψ�kλ]

+
1

2
(∇ρΨ)(∇ρΨ)kλkν −Ψ2(∇µk

ρ)(∇ρk
µ)lλlν . (2.3.47)

Also, the right hand side of the Einstein equations (2.3.44) transforms exactly in the same way

as long as the transversality condition (2.3.43) is satisfied which can also be written as,

ik(dC) = −dk. (2.3.48)

By explicit computation of the matter field equation 2.3.45 for the 3-form field we can check

that it transforms covariantly i.e.,

∇µF
µνρ = 0 =⇒ ∇′µF ′µνρ = 0. (2.3.49)

For more than one covariantly constant spacelike vectors lµ(a) we can write the GGV in a more

generalised form

g′µν = gµν +
∑
a

Ψ(a)(kµl
(a)
ν + kνl

(a)
µ ), (2.3.50)

C ′µν = Cµν −
∑
a

Ψ(a)(kµl
(a)
ν − l(a)

µ kν), (2.3.51)

where Ψ(a) are scalars on the original background spacetime gµν satisfying (a) = 0.

2.3.2 Comparison to Garfinkle-Vachaspati transform

In some ways our solution-generating approach is more restrictive compared to the Garfinkle-

Vachaspati (GV) transformation. As shown in [60], certain algebraic transversality conditions

must be met by the original matter fields for the GV technique to work. As long as those con-

ditions are met, the matter fields do not change. Unlike the GV technique, in our technique

the matter fields do transform. There is no uniform prescription for the transformation of all

matter fields. We need to do a case by case analysis. For the two-form gauge field considered
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in this paper, the transformation is (2.3.40), provided the untransformed 3-form field strength

satisfies the differential transversality condition (2.3.43). The differential transversality condi-

tion (2.3.43) is analogous to the transversality condition for the GV technique, though now it is

a differential condition rather than an algebraic condition.

In the following subsection we show that the differential transversality condition (2.3.43) is

satisfied for all supersymmetric solutions written in the GMR form. However, to the best of our

understanding, conditions for having supersymmetric solutions are more extensive than just the

above differential transversality condition. We speculate that our solution-generating technique

finds applications in non-supersymmetric settings as well, provided the differential transversal-

ity condition (2.3.43) is satisfied, though we do not work out any non-supersymmetric example

in this thesis.

The differential transversality condition is consistent with Einstein equations. To see this,

let’s contract equations (2.3.44) with the kµkν as:

Rµνk
µkν =

1

4
kµFµλσk

νFν
λσ, (2.3.52)

From the fact that kµ is a Killing vector, we have the identity

kλ�kλ = −Rλρk
λkρ. (2.3.53)

From this, it follows that

Rλρk
λkρ = −kλ�kλ (2.3.54)

= −
(
∇µ(kλ∇µkλ)− (∇µkλ)(∇µkλ)

)
(2.3.55)

=
1

4

[
(∇µkλ −∇λkµ)(∇µkλ −∇λkµ)

]
, (2.3.56)

where we have used the fact that kµ is null and Killing. Equating this with the right hand side

of equation (2.3.52), we have

kµFµλσk
νFν

λσ = (∇λkσ −∇σkλ)(∇λkσ −∇σkλ), (2.3.57)
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which is the “square” of this differential transversality condition (2.3.43).

We have also established GGV as a solution generating technique for supergravity solutions

involving dilaton [53] which we discuss in the following section. Inclusion of dilaton is a

further generalisation of our solution generating technique. This is because, (i) most of the

interesting and rich examples of D1-D5 geometries involve the dilaton, (ii) the presence of the

dilaton allows one to convolute the GGV technique with S-duality. In the following section

we discuss a generalisation of the generalised Garfinkle-Vachaspati transform with dilaton. As

detailed in appendix C.2, it is quite non-trivial that the technique finds a generalisation with

dilaton.

2.4 Generalised Garfinkle-Vachaspati transform with dila-

ton

The GGV transform can be established as an effective solution generating technique even be-

yond the minimal supergravity approximation. We consider the case of six-dimensional solu-

tions having a non-trivial dilaton profile. For such cases there are two closely related set-ups

for which this generalisation is developed in this section: (i) ten-dimensional type IIB Ramond-

Ramond (RR) sector with dilaton Φ and the two-form RR field C(2), and (ii) ten-dimensional

Neveu-Schwarz (NS-NS) sector with dilaton where we have the NS B-field or Kalb-Ramond

fields Bµν . These two set-ups are related by S-duality (see appendix B.2). In section 2.4.1 we

are going to discuss GGV in R-R sector and in section 2.4.2 NS-sector GGV is explored.

2.4.1 Transform for the type IIB R-R sector

The non-zero dilaton brings in several new elements. From the six-dimensional perspective,

in general, we can no longer truncate to minimal supergravity. The simplest set-up in six

dimensions that allows for the dilaton is minimal supergravity coupled to one self-dual tensor

multiplet. The six-dimensional action is, see, e.g. [66],

S6 =
1

16πG6

∫
d6x
√
−g
[
R− (dφ)2 − 1

12
e2φFµνρF

µνρ

]
. (2.4.58)
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where F (3) = dC(2). This is the 6d theory we will work with exclusively. For ten-dimensional

fields we follow Polchinski’s conventions [20,21]. The ten-dimensional IIB string frame action

with R-R 2-form field is

SRR =
1

16πG10

∫
d10x
√
−g
[
e−2Φ[R + 4(dΦ)2]− 1

12
FµνρF

µνρ

]
. (2.4.59)

where the 10-dimensional Newton’s constant is given by G10 = 8π6g2
sα
′4, gs is the string

coupling and α′ = l2s , ls being the string length. Here we have set the two-form NS B-field to

zero.

The embedding of interest of six-dimensional fields in ten-dimensions is

ds2
(S) = ds2

6 + eφds2
4, (2.4.60)

where ds2
(S) is the ten-dimensional string frame metric, ds2

4 =
∑4

i=1 dz
idzi is the flat torus met-

ric, φ is the six-dimensional dilaton. The ten-dimensional dilaton is same as the six-dimensional

dilaton

Φ = φ, (2.4.61)

and the ten-dimensional 2-form R-R field is also same as the six-dimensional 2-form field with

zero components in the four torus directions.

The spacelike Killing vectors provided by the torus directions,

l(i) = lµ(i)∂µ = ∂zi , (2.4.62)

are normalised as lµlµ = eφ. These vectors are not covariantly constant, unlike in the analysis

of embedding of minimal supergravity as in section 2.3. Let kµ be a null Killing vector of

the six-dimensional metric ds2
6, with the property that the dilaton is compatible with the null

Killing symmetry4

kµ∂µφ = 0. (2.4.63)

4To avoid notational clutter we have not introduced separate indices that range over six-dimensional spacetime.
Most of the equations we write are in ten-dimensions. It should be clear from the context when the indices run
over six dimensions.
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The generalised Garfinkle-Vachaspati transform takes the following form in the ten dimen-

sional string frame

gµν → gµν + Ψe−φ(kµlν + kνlµ), (2.4.64)

C → C −Ψe−2φ(kµlν − kνlµ). (2.4.65)

It is a valid solution generating technique provided

kµFµνρ = −d(e−φk)νρ, (2.4.66)

is satisfied by the background solution. We refer to this condition as the transversality condi-

tion. The scalar Ψ should satisfy the following wave equation on the background spacetime,

�Ψ− 2(∂µφ)gµν(∂νΨ) = 0. (2.4.67)

This equation can equivalently be written as

∇µ(e−2φgµν∇νΨ) = 0. (2.4.68)

In addition we also require that the scalar Ψ is compatible with the Killing symmetries, i.e.,

kµ∂µΨ = 0, lµ∂µΨ = 0. (2.4.69)

To establish the above statements we present a detailed calculation in appendix C.2. There

are two main steps involved in this computation. First, we do a conformal transformation such

that the spacelike Killing vector lµ becomes covariantly constant. Once this is achieved, we

adapt technology from the previous section 2.3 to find the transformations of the left and right

hand sides of the IIB equations of motion. We show that provided the transversality condition

(2.4.66) and the wave equation (2.4.68) are satisfied, all ten-dimensional equations transform

covariantly. Hence, we show the generalised Garfinkle-Vachaspati transform (2.4.64)–(2.4.65)

is a valid solution generating technique with dilaton. We have also checked these computa-
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tions independently using Cadabra [67, 68]. For the embedding (2.4.60), the ten-dimensional

Einstein frame metric takes the form,

ds2
(E) = e−φ/2ds2

6 + eφ/2ds2
4. (2.4.70)

One can write the corresponding GGV in Einstein frame. Since for applications to the D1-

D5 systems in Chapter 3 we only work with string frame metric, we relegate these details to

appendix C.2.4.

2.4.2 Transform for the NS-NS sector

In our conventions the ten-dimensional NS-NS sector string frame action is,

SNS =
1

16πG10

∫ √
−ge−2Φ

[
R + 4(dΦ)2 − 1

12
HµνρH

µνρ

]
, (2.4.71)

where H = dB. The embedding of interest of six-dimensional theory (2.4.58) in the ten-

dimensional NS-NS sector string frame is,

ds2
(S) = e−φds2

6 + ds2
4, (2.4.72)

with ten-dimensional dilaton

Φ = −φ. (2.4.73)

The six-dimensional 2-form field is now the 2-form B-field with zero components in the four

torus directions. In Einstein frame this embedding reads

ds2
(E) = e−Φ/2ds2

(S) = eφ/2ds2
(S) = e−φ/2ds2

6 + eφ/2ds2
4. (2.4.74)

Note that this metric is same as (2.4.70). In fact, the two embeddings are related by S-duality.

S-duality relates the RR sector of IIB supergravity to the NS-NS sector. The S-duality transfor-
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mation in Einstein frame is

g(E)
µν → g(E)

µν , Φ→ −Φ, Cµν → Bµν . (2.4.75)

The equivalence of (2.4.74) and (2.4.70) is the reflection of the fact that the Einstein frame

metric does not change under S-duality. We can adapt the GGV from the RR sector to the NS-

NS sector, for details see appendix C.2.4. In string frame the generalised Garfinkle-Vachaspati

transform takes the form,

gµν → gµν + Ψ(kµlν + kνlµ), (2.4.76)

Bµν → Bµν −Ψ(kµlν − kνlµ). (2.4.77)

The transversality condition reads,

kµHµνρ = −(dk)νρ, (2.4.78)

and the scalar wave equation for the field Ψ reads,

∇µ(e−2φgµν∇νΨ) = 0. (2.4.79)

Thus we have established GGV as an effective solution generating technique both for solu-

tions with vanishing dilaton and non-zero trivial.

In the following Chapter we give explicit examples of applications of this technique. We

add travelling wave deformations on multi-wound round supertubes and on a class of D1-D5-P

backgrounds, generalising examples considered in [33]. We pick these examples as their dual

CFT interpretations are well understood. We also present CFT interpretation of the deformed

solutions.
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Chapter 3

GGV on supersymmetric solutions

In the previous Chapter we studied the basic formalism of GGV for both the case of solution

involving dilaton and for vanishing dilaton. To summarize, the only conditions on a solution

for the succesful application of GGV are (1) the presence of a null, Killing vector (2) at least

one spacelike covariantly constant vector (3) fulfilment of the transversality condition.

In this Chapter we will study some such examples appearing in the context of black hole

microstates. Especially we observed that the six-dimensional supersymmetric solutions of the

Gutowski, Martelli and Reall (GMR) [65] when embedded in ten-dimensional supergravity,

satisfy all the above mentioned criteria and are good candidates for the implementation of

GGV. Also, in section 3.3 we will apply GGV to non-minimal six-dimensional supergravity

solutions which can be written in the form of a so called generalised GMR. For these solutions

the dilaton field is non-zero and GGV on them has been already studied in section 2.4. We will

also apply the NS-NS sector GGV discussed in section 2.4.2 to F1-P solutions.

Before applying GGV the following section involves a brief introduction to the classifica-

tion of general supersymmetric solutions in different spacetime dimensions.

3.1 Classification of Supersymmetric solutions

The advancement of general formalisms [65, 69–73] for the classification of supersymmetric

solutions is of considerable importance for the construction of black hole microstates. These

formalisms are based on the use of Killing spinor techniques that involves the construction

73



of bosonic objects out of Killing spinors. A set of bosonic equations are the necessary and

sufficient conditions for the solution to be supersymmetric. These classification schemes have

been carried out in 4D [69], for minimal N=2 theory, in 5D [70–73]. In 6D the classification

was carried out by Gutowski, Martelli and Reall (GMR) [65]. The GMR solution has been used

extensively in this thesis.

The six-dimensional GMR solutions are written in terms of a 2D fibre over a 4D almost

hyper-Kähler base. For such solutions the 6D supergravity equations are reducible to 4D base

space equations which are easier to handle (for details see Appendix[D.1]). These six dimen-

sional solutions always admit a null Killing vector. In addition, they can always be trivially

lifted to type-IIB supergravity solutions by the addition of four torus T 4 directions. The torus

directions provide covariantly constant spacelike vectors. This makes GMR solutions the per-

fect candidates for the application of GGV. It was also shown in [33] that the class of super-

symmetric D1-D5-P solutions studied in [54,55] are trivial lifting of six-dimensional solutions

of the form of GMR. In the following section we are going to discuss the deformation of this

class of solutions.

3.2 Minimal six dimensional supergravity

For the minimal supergravity the dilaton field is zero. The metric has an associated two-form

matter field. Thus the bosonic field content of the theory is given by graviton gµν , 2-form

Ramond-Ramond field C(2) with self-dual field strength F (3) = dC(2). The field equations

satisfied these fields were already mentioned in the previous Chapter (2.3.44)(2.3.45).

We can trivially lift the six-dimensional solutions to ten dimensions, as follows [33, 65]

ds2 = −H−1(dv + β)
(
du+ ω +

F
2

(dv + β)
)

+Hhmndx
mdxn + dzidzi. (3.2.1)

The six-dimensional metric and hence the ten-dimensional metric admits a null, Killing vector

k =
∂

∂u
, (3.2.2)

74



The ten-dimensional dilaton is also zero. Now, to perform GGV, we can pick any one of the

torus directions to get a spacelike covariantly constant (Killing) vector. In general we can add

deformations corresponding to all the four torus directions. For simplicity of the analysis we

skip it for the time being and pick, say,

l =
∂

∂z4

. (3.2.3)

In addition, as discussed earlier, the background matter field needs to satisfy the transversality

condition (2.3.43) for the application of the generalized GV sucsessfully. For GMR solutions

this condition is automatically imposed by the Killing spinor equations [33] [65]. We can also

explicitly verify this. To do so let’s consider kµFµνρ :

kµFµνρ = Fuνρ (3.2.4)

= ∂uCνρ + ∂ρCuν + ∂νCρu (3.2.5)

= −(∂νCuρ − ∂ρCuν). (3.2.6)

We see that the differential transversality condition is equivalent to showing Cuν = kν , upto

possible gauge transformations. For GMR solutions we see that indeed it is the case (see

appendix D.1) since

Cuνdx
ν = − 1

2H
(dv + β) = kνdx

ν . (3.2.7)

3.2.1 Deformation of a class of D1-D5-P backgrounds

In this section we present explicit examples of our general construction. We consider two

classes of examples: first the multi-wound D1-D5 round supertubes and secondly a class of

D1-D5-P backgrounds. Throughout this section, Q1 = Q5 = Q which corresponds to setting

dilaton to zero. Some important identifications of the brane charges and the compact torus

volume are as follows,

Q1 =
gα3

V
n1 , Q5 = gαn5 , (2π)4V = vol(T 4). (3.2.8)
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Multi-wound D1-D5 round supertubes were constructed in [74,75]. This family is parametrised

by an integer k via,

γ =
1

k
, k = 1, 2 . . . , N, N = n1n5. (3.2.9)

The case k = 1 corresponds to singly wound D1-D5 supertube. This configuration is dual to

the Ramond vaccum |0〉R of the D1-D5 CFT. The k 6= 1 members of the family are obtained

by acting with certain twist operator such that the resulting states have N/k component strings

[30]. For k 6= 1 the geometries have conical singularities. The metric takes the form,

ds2
0 = −1

h
(dt2 − dy2) + hf

(
dr2

r2 + a2γ2
+ dθ2

)
+ h

(
r2 +

a2γ2Q2 cos2 θ

h2f 2

)
cos2 θdψ2

+ h
(
r2 + a2γ2 − a2γ2Q2 sin2 θ

h2f 2

)
sin2 θdφ2

− 2aγ Q

hf
(cos2 θ dy dψ + sin2 θ dt dφ) + dzidzi, (3.2.10)

and the two-form field takes the form,

C0
ty = − Q

Q+ f
, C0

tψ = −Qaγ cos2 θ

Q+ f
,

C0
yφ = −Qaγ sin2 θ

Q+ f
, C0

φψ = Q cos2 θ +
Qa2γ2 sin2 θ cos2 θ

Q+ f
, (3.2.11)

where

f = r2 + a2γ2 cos2 θ, h = 1 +
Q

f
. (3.2.12)

The y coordinate is periodic with periodicity 2πRy, and the parameter a is related to the size

Ry of the y-circle as,

a =
Q

Ry

. (3.2.13)

In the large Ry limit, the above geometry has a long AdS3 × S3 × T 4 throat. The throat

together with the cap region is described by the metric obtained by focusing on the region
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of the spacetime with r �
√
Q. In this limit the metric becomes locally AdS3 × S3 with a

Zk orbifold at r = 0, θ = π
2

which we can see as follows. The decoupled metric takes the

following form,

ds2
0 = − f

Q
(dt2 − dy2) +Q

(
dr2

r2 + a2γ2
+ dθ2

)
+Q cos2 θdψ2 +Q sin2 θdφ2

−2aγ(cos2 θ dy dψ + sin2 θ dt dφ) + dzidzi, (3.2.14)

where the periodicity of y, ψ, φ are given by,

y → y + 2πRy, ψ → ψ + 2π, φ→ φ+ 2π (3.2.15)

We can diagonalize the above metric by performing the following coordinate transformations,

t̃ =
aγ

Q
t, ỹ =

aγ

Q
y, r̃ =

r

aγ
, θ̃ = θ, ψ̃ = ψ − ỹ, φ̃ = φ− t̃, (3.2.16)

Then the diagonal form of the metric which is locally AdS3 × S3 is given by,

ds2
0 = −Q(r̃2 + 1) +Qr̃2dỹ2 +Q

(
dr̃2

r̃2 + 1
+ dθ̃2

)
+Qcos2θ̃dψ̃2 +Qsin2θ̃dφ̃2, (3.2.17)

with the following identifications,

{
ỹ → ỹ + 2πγ, ψ̃ → ψ̃ − 2πγ

}
, ψ̃ → ψ̃ + 2π, φ̃→ φ̃+ 2π (3.2.18)

Now at (r = 0, θ = π
2
) which implies f = 0, the ỹ circle and ψ̃ circle shrinks to zero. This

corresponds a conical defect. But these kind of singularities are allowed in string theory and

we won’t be concerned about it.

Linear deformation of the type obtained via our Garfinkle-Vachaspati transform on this

solution were studied in [35]. We proceed by writing the linear perturbation from reference [35]

in a suggestive form. We will then see that the deformation is valid non-linearly. To begin with,
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let us start by writing the background solution in GMR form (3.2.1):

ds2
0 = −1

h
[du+ A] [dv +B] + hds2

base + dzidzi, (3.2.19)

C0 =
1

2h
[dv +B] ∧ [du+ A] +Q

(r2 + a2γ2)

f
c2
θ dφ ∧ dψ, (3.2.20)

with

ds2
base =

f

r2 + a2γ2
dr2 + dθ2 + r2c2

θdψ
2 + (r2 + a2γ2)s2

θdφ
2, (3.2.21)

and one-forms

A =
aγQ

f
{s2

θdφ− c2
θdψ}, (3.2.22)

B =
aγQ

f
{s2

θdφ+ c2
θdψ}, (3.2.23)

where cθ = cos θ and sθ = sin θ.

The linear perturbation in reference [35] was constructed with the gauge choice

hµz + (C − C0)µz = 0, (3.2.24)

where z is one of the four-torus coordinates. The explicit form of the solution with added linear

perturbation is

ds2 = ds2
0 + 2 ε e

−in v
Ry

(
r2

r2 + a2γ2

)nk
2

K dz, (3.2.25)

C = C0 + ε e
−in v

Ry

(
r2

r2 + a2γ2

)nk
2

dz ∧K, (3.2.26)

where

K =
Q

Q+ f

[
dv − aγ(c2

θdψ + s2
θdφ)

]
+

iaγQ

r(r2 + a2γ2)
dr. (3.2.27)

We can simplify this form of the solution by adding a pure-gauge piece. We start by observing

that K defined in (3.2.27) can also be written as

K = − f

Q+ f
[dv +B] + dv +

iaγQ

r(r2 + a2γ2)
dr. (3.2.28)
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Contribution to C, cf. (3.2.26), from the last two terms of K in the form of equation (3.2.28)

can be identified as a complete differential

e
−in v

Ry

(
r2

r2 + a2γ2

)nk
2
[
dv +

iaγQ

r(r2 + a2γ2)
dr

]
≡ dΨ, (3.2.29)

where

Ψ =
iRy

n
e
−in v

Ry

(
r2

r2 + a2γ2

)nk
2

. (3.2.30)

As a result we can gauge away these pieces. Specifically, consider the following diffeomor-

phism and the gauge transformation,

ξz = −Ψ, (3.2.31)

Λ = Ψdz. (3.2.32)

Thus, the new metric

gnew
µν = gµν + ε∇(µξν), (3.2.33)

takes the following form

ds2
new = gnew

µν dx
µdxν (3.2.34)

= ds2
0 + 2 ε e

−in v
Ry

(
r2

r2 + a2γ2

)nk
2
{
− f

Q+ f
[dv +B]

}
dz, (3.2.35)

and the associated two-form field is now

Cnew = C + ε dΛ (3.2.36)

= C0 + ε e
−in v

Ry

(
r2

r2 + a2γ2

)nk
2
{

f

Q+ f
[dv +B]

}
∧ dz. (3.2.37)

The configuration (3.2.35) and (3.2.37) is a generalised Garfinkle-Vachaspati transform of

background (3.2.19)–(3.2.20). It is a non-linear solution of ten-dimensional IIB supergrav-

ity. Therefore, from now onwards we set ε = 1. Realising that f
Q+f

is simply 1
h

we observe that
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the above solution is compatible with the form (3.2.19), provided we shift the one-form du as

du → du+ Ψ dz, (3.2.38)

Ψ = 2

(
r2

r2 + a2γ2

)nk
2

e
−in v

Ry . (3.2.39)

The scalar field Ψ satisfies �0Ψ = 0 with respect to the background metric ds2
0. This de-

formation is therefore of the form of GGV (2.3.39)-(2.3.40). We can generalise the above

deformation further. Instead of working with the specific solution (3.2.39), we can consider

the most general u-independent solution of the wave equation �0Ψ = 0 that remains finite

everywhere. Such a solution can be written as a superposition

Ψ =
∞∑

n=−∞

cn

(
r2

r2 + a2γ2

) |n|k
2

e
−in v

Ry . (3.2.40)

The requirement that Ψ be real fixes (cn)∗ = c−n.

After exploring GGV for the two-charge multiwound D1-D5 solutions we can discuss more

general three-charge solutions. We have already given a brief introduction to three-charge

microstate geometries (see section 1.4.5). There we discussed the general class of multiwound

supersymmetric D1-D5-P solutions constructed in [54, 55]. These family of solutions can be

written in the GMR form (3.2.1) by identifying the quantities H , F , β, ω as [76],

H = h, (3.2.41)

F = −2Qp

f
, (3.2.42)

β =
Q

f
(γ1 + γ2) η (cos2 θ dψ + sin2 θ dφ), (3.2.43)

ω =
Q

f

[(
2γ1 − (γ1 + γ2) η

(
1− 2

Qp

f

))
cos2 θ dψ

+
(

2γ2 − (γ1 + γ2) η
(

1− 2
Qp

f

))
sin2 θ dφ

]
, (3.2.44)
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and the base metric hmn given as,

ds2
base = hmndx

mdxn = f

(
dr2

r2 + (γ1 + γ2)2 η
+ dθ2

)
+

1

f

[
[r4 + r2 (γ1 + γ2) η (2γ1 − (γ1 − γ2) cos2 θ) + (γ1 + γ2)2 γ2

1 η
2 sin2 θ] cos2 θ dψ2

+[r4 + r2 (γ1 + γ2) η (2γ2 + (γ1 − γ2) sin2 θ) + (γ1 + γ2)2 γ2
2 η

2 cos2 θ] sin2 θ dφ2

−2γ1γ2 (γ1 + γ2)2 η2 sin2 θ cos2 θ dψdφ
]
. (3.2.45)

On this rather complicated configuration one can add a general deformation as,

du → du+ Ψi dzi, (3.2.46)

Ψi =
∞∑

n=−∞

cin

 r2

r2
(

1 + 2a2

Q
m
(
m+ 1

k

))
+ a2

k2


|n|k
2

e
−in v

Ry . (3.2.47)

As we know here the index i refers to the four-torus directions. One can easily check that

�Ψi = 0 with respect to the background metric (1.4.90). Note that when m = 0, scalar

(3.2.47) reduces to deformation scalar (3.2.40); when k = 1 it reduces to the deformation

considered in section 5 of [33]. The deformed two-form field is,

C = − 1

2h
[du+ Ψi dzi] ∧ dv +

(γ1 + γ2)

hf

(
ηQp −

Q

2

)
[du+ Ψi dzi] ∧ (c2

θdψ + s2
θdφ)

− Q

2hf
(γ2 − γ1)dv ∧ (c2

θdψ − s2
θdφ)

− Q

hf
c2
θ(r

2 + γ2(γ1 + γ2)η +Q)dψ ∧ dφ. (3.2.48)

The deformed solution has flat asymptotics, however it is not manifest in the above coordinates.

In the next section we find a set of coordinates that makes the asymptotic flatness of the solution

manifest and read off the charges of the solution. In the following section we identify the CFT

states dual to the deformed spacetimes.
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3.2.2 Global properties and smoothness of deformed spacetimes

In this section we present a discussion on asymptotics, ADM charges, smoothness and some

other global properties and of the deformed spacetime. The following discussion is a generali-

sation of the corresponding discussion in [33] of D1-D5-P geometries with k = 1 to D1-D5-P

orbifolds parametrised by integer k 6= 1. We write out calculations where our analysis offers a

simplification, or a different perspective, or fixes typos/errors over the corresponding discussion

in that reference.

3.2.2.1 Asymptotics

To find the map between the deformed spacetime and the CFT states, we need to evaluate

charges of the deformed spacetime. We first evaluate the charges in the asymptotically flat

setting, and in the next section in the AdS3 × S3 × T 4 setting. We assume that ci0 = 0 in

(3.2.47). A constant term in Ψ can be removed by shifting the u-coordinate. However, since y

and zi are periodic coordinates, such a shift does have an effect on the global properties of the

solution. For simplicity we do not analyse the constant terms in Ψi here, and assume they are

set to zero. At infinity metric of the deformed spacetime takes the form

ds2 = − [du+ fi(v)dzi] dv + dr2 + r2dΩ2
3 + dzidzi, (3.2.49)

where

fi(v) = lim
r→∞

Ψi(r, v) =
∑
n6=0

cin

(
1 +

2a2

Q
m

(
m+

1

k

))− |n|k
2

e
−in v

Ry . (3.2.50)

The diffeomorphism that puts the metric (3.2.49) in a standard asymptotically flat form and has

the property that the new time-coordinate is single valued is:

z′i = zi −
1

2

∫ v

0

fi(ṽ)dṽ, (3.2.51)

u′ = λ

[
u+

1

4

∫ v

0

fi(ṽ)fi(ṽ)dṽ

]
, (3.2.52)

v′ =
v

λ
, (3.2.53)
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with the value of λ is fixed by the requirement that the new time coordinate t′ = 1
2
(u′ + v′) is a

single valued function under y ∼ y + 2πRy. This is achieved as follows:

t′(y = 2πRy)− t′(y = 0) = λ

[
πRy +

1

8

∫ t−2πRy

t

fi(ṽ)fi(ṽ)dṽ

]
− πRy

λ
(3.2.54)

= πRy

[
λ− 1

λ

]
+
λ

8

∫ −2πRy

0

fi(ṽ)fi(ṽ)dṽ (3.2.55)

= πRy

[
λ− 1

λ

]
− λ

8

∫ 2πRy

0

fi(ṽ)fi(ṽ)dṽ, (3.2.56)

where in going from the first step to the second we have used the fact that since fi(ṽ) are

periodic functions in ṽ ∼ ṽ − 2πRy, the limit of integration (t, t − 2πRy) can be changed

to (0,−2πRy). In going from the second step to the third step, we have once again used the

periodic property of the functions fi(ṽ) and converted the limit of integration to (0, 2πRy).

This fixes the value of λ to be:

λ−2 =

[
1− 1

8πRy

∫ 2πRy

0

fi(ṽ)fi(ṽ)dṽ

]
. (3.2.57)

This expression differs from the one written in equation (4.12) of [33]; also the value of the

function fi(v) in (3.2.50) is different from equation (6.2) of [33] when k = 1.

In new coordinates, the asymptotic metric (3.2.49) is

ds2 = −(dt′)2 + (dy′)2 + dr2 + r2dΩ2
3 + dz′idz

′
i. (3.2.58)

The z′i coordinates have the same periodicity as the zi coordinates. The periodicity of the y′

coordinate is

y′(y = 2πRy)− y′(y = 0) = λ

[
πRy +

1

8

∫ t−2πRy

t

fi(ṽ)fi(ṽ)dṽ

]
+
πRy

λ
(3.2.59)

= πRy

[
λ+

1

λ

]
+
λ

8

∫ −2πRy

0

fi(ṽ)fi(ṽ)dṽ (3.2.60)

= πRy

[
λ+

1

λ

]
− λ

8

∫ 2πRy

0

fi(ṽ)fi(ṽ)dṽ (3.2.61)

=
2πRy

λ
. (3.2.62)
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This implies that the deformed solution has asymptotic radius y′ ∼ y′ + 2πR, with

R =
Ry

λ
. (3.2.63)

The picture is as follows: deformations of a given state are constructed by introducing

functions Ψi, while keeping n1, n5,m, k and asymptotic radius R fixed. In order to work with

radius R (as opposed to Ry) we introduce

hi(v
′) = fi(v) = fi(λv

′). (3.2.64)

and we also note that

λ−2 = 1− 1

8πR

∫ 2πR

0

hi(ṽ
′)hi(ṽ

′)dṽ′. (3.2.65)

3.2.2.2 ADM Charges

Now that we know the coordinate transformations that bring the metric in the standard flat form

asymptotically, we can work out the charges. We extend the diffeomorphism (3.2.51)–(3.2.53)

to finite radial coordinates as:

z′i = zi −
1

2

∫ v

0

Ψi(ṽ)dṽ, (3.2.66)

u′ = λ

[
u+

1

4

∫ v

0

Ψi(ṽ)Ψi(ṽ)dṽ

]
, (3.2.67)

v′ =
v

λ
. (3.2.68)
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This choice simplifies the extraction of charges. At large values of r we find1,

gt′t′ = −1 +
1

r2

(
Q+ λ2Qp +

1

4
λ2Qhihi

)
+ . . . (3.2.69)

gt′y′ = −λ
2

r2

(
Qp +

1

4
Qhihi

)
+ . . . (3.2.70)

gy′y′ = 1 +
1

r2

(
−Q+ λ2Qp +

1

4
λ2Qhihi

)
+ . . . (3.2.71)

gt′zi =
λQ

2r2
hi + . . . (3.2.72)

gt′φ = −λQ
r2
s2
θ

(
γ2 −

γ1 + γ2

2
η

(
1− 1

4
hihi −

1

λ2

))
+ . . . (3.2.73)

gt′ψ = −λQ
r2
c2
θ

(
γ1 −

γ1 + γ2

2
η

(
1− 1

4
hihi −

1

λ2

))
+ . . . . (3.2.74)

From these components we can extract the charges. The ADM momenta of the solution are

given by

Pi = − π

4GN

∫ 2πR

0

dy r2 δgt′zi = 0, (3.2.75)

Py′ = − π

4GN

∫ 2πR

0

dy r2 δgt′y′ =
πλ2

4GN

(
2πR Qp +

1

4
Q

∫ 2πR

0

hihidy
′
)
, (3.2.76)

where we have used the fact that ci0 = 0 and where GN = π2α′4g2

2V
is the six-dimensional

Newton’s constant. The ADM mass is [77]

M =
π

8GN

∫ 2πR

0

dy r2 (3δgt′t′ − δgy′y′) (3.2.77)

=
π

4GN

(2Q)(2πR) +
πλ2

4G

(
2πR Qp +

1

4
Q

∫ 2πR

0

hihidy
′
)

(3.2.78)

=
π

4GN

(2Q)(2πR) + Py′ . (3.2.79)

Not surprisingly, the BPS bound is saturated; addition of momentum shifts the mass by Py′ .

Using (3.2.8) can rewrite the ADM momentum Py′ as

Py′ =
n1n5

R

[
m

(
m+

1

k

)
+

Q

4a2

1

2πR

∫ 2πR

0

dy′hihi

]
. (3.2.80)

1In the following equations, we only write components of the metric that are relevant for the computation of
the gravitational charges. The are other components with 1

r2 terms.
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To extract angular momenta, we use

Jφ = − π

8GN

∫ 2πR

0

dy′ r2 δgt′φ
sin2 θ

, (3.2.81)

Jψ = − π

8GN

∫ 2πR

0

dy′ r2 δgt′ψ
cos2 θ

. (3.2.82)

A simple calculation then gives,

Jφ =
πλQ

8GN

∫ 2πR

0

dy′
(
γ2 −

γ1 + γ2

2
η

(
1− 1

4
hihi −

1

λ2

))
(3.2.83)

=
πλQ

8GN

γ2(2πR) =
n1n5

2

(
m+

1

k

)
, (3.2.84)

where we have used expression for λ−2 (3.2.65) in going from the first to the second step.

Similarly, we have

Jψ =
πλQ

8GN

γ1(2πR) = − n1n5

2
m. (3.2.85)

To summarise, the deformed state saturates the BPS bound and has charges

Py′ =
n1n5

R

[
m

(
m+

1

k

)
+

Q

4a2

1

2πR

∫ 2πR

0

dy′hihi

]
, Jφ =

n1n5

2

(
m+

1

k

)
, (3.2.86)

Pi = 0, Jψ = −n1n5

2
m. (3.2.87)

3.2.2.3 Smoothness of the deformed solution

Remarkably, the determinant of metric of the deformed solution gets no contribution from the

scalars Ψi:

det g = −1

4
cos2 θ sin2 θh2f 2. (3.2.88)

Therefore, as long as Ψi remain finite, the potential singularities can only occur at places where

the background geometry can become singular. The vicinity of these potentially dangerous

points is analysed in [55] for the undeformed solution. The analysis of that reference applies

almost verbatim to our case together with the fact that the scalars (3.2.47) remain finite every-

where.
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This is perfectly in agreement with the conjecture of reference [33] which states that any

regular solution of the D1-D5 system can be deformed into a regular solution via the GGV

transform provided, (i) Ψi satisfies �Ψi = 0, (ii) Ψi remains finite everywhere, (iii) Ψi ap-

proaches a regular function fi(v) as r → ∞ on the four-dimensional base space. Clearly all

these conditions are met for the specific class of D1-D5-P solutions studied in this thesis.

3.2.3 Decoupling Limit and Identifying CFT states

To map the deformed geometries into states in the dual CFT, we need to evaluate charges in

the AdS region rather than the asymptotically flat region. Such a computation is possible only

when the deformed geometry has a large AdS region; and a decoupling limit can be taken. The

geometry develops a large AdS region when we take

ε ≡ a2

Q
� 1. (3.2.89)

To take the decoupling limit we must take ε→ 0 while keeping the AdS radius
√
Q fixed. The

relation (3.2.13) implies that the size of the y-circle Ry should go to infinity. We introduce

ū =
u

Ry

, v̄ =
v

Ry

, r̄ =
r

a
, (3.2.90)

and take the limit Ry →∞.

Without the deformation (i.e., with Ψi = 0) the decoupling limit gives

ds2 = Q

[
−r̄2dūdv̄ − 1

4
(dū+ dv̄)2 +

dr̄2

r̄2 + k−2

]
+ Q

[
dθ2 + c2

θ

(
dψ − 1

2k
(dū− dv̄) +mdv̄

)2

+ s2
θ

(
dφ− 1

2k
(dū+ dv̄)−mdv̄

)2
]

+ dzidzi . (3.2.91)

To understand the decoupling limit while the scalars Ψi are turned on, we start by noting

that in order to maintain ADM momentum (3.2.86) finite at Ry → ∞, in addition to the scal-

ing (3.2.90) of the coordinates we must scale the scalars Ψi as well. The appropriate scaling is
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given by

Ψi =
a√
Q

Ψ̄i =

√
Q

Ry

Ψ̄i. (3.2.92)

With this, terms of the form

[du+ Ψidzi], (3.2.93)

behave as

du+ Ψidzi = Ry dū+

√
Q

Ry

Ψ̄i dzi, (3.2.94)

which in the decoupling limit Ry →∞ simply becomes

Ry dū. (3.2.95)

Thus it seems that in the decoupling limit all Ψi terms scale out, and we once again we get the

decoupled metric (3.2.91). However, there is one subtlety. As we saw in the previous section

to get a manifestly asymptotically flat deformed metric we should use the z′i, t
′, y′ coordinates

instead of zi, t, y so that we can connect the decoupled region to the asymptotically flat region.

We will see that through this change of coordinates the scalars reappear. In order to implement

these coordinate transformations, we first observe that in the decoupling limit λ from equation

(3.2.57) simplifies to unity,

λ−2 = lim
Ry→∞

[
1− 1

4

Q

R2
y

(
1

2πRy

∫ 2πRy

0

f̄i(ṽ)f̄i(ṽ)dṽ

)]
= 1. (3.2.96)

Since λ scales to unity, the transformations (3.2.66)–(3.2.68) simplify to

z′i = zi −
1

2

√
Q

∫ v̄

0

Ψ̄i d¯̃v, u′ = u, v′ = v. (3.2.97)
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As a result, in primed coordinates the decoupled metric is

ds2 = Q

[
−r̄2dūdv̄ − 1

4
(dū+ dv̄)2 +

dr̄2

r̄2 + k−2

]
+ Q

[
dθ2 + c2

θ

(
dψ − 1

2k
(dū− dv̄) +mdv̄

)2

+ s2
θ

(
dφ− 1

2k
(dū+ dv̄)−mdv̄

)2
]

+

(
dz′i +

1

2

√
QΨ̄idv̄

)2

. (3.2.98)

We can now read off the charges. We find

Py′ =
n1n5

R

[
m

(
m+

1

k

)
+

1

8π

∫ 2π

0

dȳf̄if̄i

]
, Jφ =

n1n5

2

(
m+

1

k

)
, (3.2.99)

Pi = 0, Jψ = −n1n5

2
m. (3.2.100)

These charges agree with (3.2.86)–(3.2.87) in the Ry →∞ limit.

3.2.3.1 Deformed states in the D1-D5 CFT

The expression for the momentum Py′ , cf. (3.2.99), can be compared with momentum of the

CFT state,

|Ψ〉 = N exp

[∑
n>0

µinJ
i
−n

]
|ψ〉, (3.2.101)

where |ψ〉 is the undeformed state and J i−n are the modes of the four U(1) currents of the D1-D5

CFT. Assuming that the state |ψ〉 is unit normalised, 〈ψ|ψ〉 = 1, we can fix the normalisation

constant N using the commutation relations,

[J im, J
j
n] = m

n1n5

2
δijδm+n. (3.2.102)

Define A† =
∑

n>0 µ
i
nJ

i
−n. Using the fact that the commutator

[A,A†] =
n1n5

2

∑
n>0

n(µin)∗µin (3.2.103)

89



is a c-number, a small calculation shows that the normalisation constant N is given by

1 = 〈Ψ|Ψ〉 = N2〈ψ|eAeA†|ψ〉 = N2e[A,A†]〈ψ|eA†eA|ψ〉 = N2e[A,A†], (3.2.104)

where we have used eA|ψ〉 = |ψ〉 (which follows from J in|ψ〉 = 0 for positive n). This gives

N = exp

[
−n1n5

4

∑
n>0

n(µin)∗µin

]
. (3.2.105)

To find the momentum, we compute the expectation value of L0 and L̄0. Since right moving

sector is untouched, we simply have

〈Ψ|L̄0|Ψ〉 = 〈ψ|L̄0|ψ〉. (3.2.106)

For the left sector, we need to do a computation. A simple way to organise this computation is

as follows. Using the commutation relations,

[Lm, J
i
n] = −nJ im+n, (3.2.107)

in particular, [L0, J
i
−n] = nJ i−n, we get

[L0, A
†] =

∑
n>0

µin[L0, J
i
−n] =

∑
n>0

nµinJ
i
−n =: B†. (3.2.108)

To calculate 〈Ψ|L0|Ψ〉 we observe

〈Ψ|L0|Ψ〉 = N2〈ψ|eAL0e
A†|ψ〉 = N2〈ψ|eAeA†e−A†L0e

A†|ψ〉. (3.2.109)

Now we can use Baker–Campbell–Hausdorff formula to write e−A†L0e
A† = L0 +B†. We also

use eAeA† = eA
†
eAe[A,A†] and the fact that N2e[A,A†] = 1 as shown earlier. We get

〈Ψ|L0|Ψ〉 = N2〈ψ|eAeA†(L0 +B†)|ψ〉 = 〈ψ|eA†eA(L0 +B†)|ψ〉. (3.2.110)
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Now we use [L0, A]|ψ〉 = B|ψ〉 = 0, as B contains only J in with positive n, we get

〈Ψ|L0|Ψ〉 = 〈ψ|L0|ψ〉+ 〈ψ|[A,B†]|ψ〉 (3.2.111)

= 〈ψ|L0|ψ〉+
∑
n>0

n2n1n5

2
(µin)∗µin, (3.2.112)

We conclude that,

〈Ψ|L0 − L̄0|Ψ〉 = RPy′ = 〈ψ|L0 − L̄0|ψ〉+
∑
n>0

n2n1n5

2
(µin)∗µin. (3.2.113)

Upon doing the Fourier expansion of (3.2.99) in the decoupling limit, we get

RPy′ = 〈ψ|L0 − L̄0|ψ〉+
∑
n>0

n1n5

2

Q

a2

(
(cin)∗cin

)
. (3.2.114)

Therefore, the map between the quantities cin and µin is

µin =
1

n

√
Q

a2
cin. (3.2.115)

Let us remark that in the computations of this subsection the only property of the unde-

formed state |ψ〉 we have used is that it is annihilated by A and B operators. The above

analysis is therefore applicable to a large class of states. Although matching of the charges is

no proof that the identified states are dual to the gravity deformation considered above; it is a

strong indicator.

Having explored the application of GGV to the class of supersymmetric D1-D5-P solutions

with vanishing dilaton, the most relevant extension of is the inclusion of the dilaton. In the

following sections we are going to apply GGV on the D1-D5-P solutions with non-zero dilaton.

Most of the analysis are quite similar to those done in this section. We will also discuss its

applications to F1-P solutions.
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3.3 GGV on Supergravity Solutions with Dilaton

In section 2.4 we postulate our generalised Garfinkle-Vachaspati transform (GGV) with dilaton.

Two set-ups related by S-duality, namely, ten-dimensional type IIB Ramond-Ramond (R-R)

sector with dilaton and the ten-dimensional Neveu-Schwarz (NS-NS) sector with dilaton, are

addressed in sections 2.4.1 and 2.4.2 respectively.

Now, we are going to use the techniques to the class of D1-D5-P solutions discussed in the

previous section without setting dilaton to zero. In section 3.3.1 we work out travelling-wave

deformation involving the torus directions on a class of supersymmetric D1-D5-P orbifold ge-

ometries. The deformed solutions are given in terms of solutions of a (non-minimally coupled)

scalar field on the background geometry. When the background contains a large AdS region,

the deformed states are identified in the D1-D5 CFT as an action of a U(1) current on the

undeformed state. In section 3.3.2 application of the GGV technique to the F1-P system is

discussed.

3.3.1 Deformation of a class of D1-D5-P backgrounds

In this section we explore applications of the GGV transform to the class of multiwound super-

symmetric D1-D5-P geometries with non-zero dilaton profile. As described in the vanishing

dilaton case, the system consists of type IIB string theory compactified on S1× T4. Similar

to the last section, we consider traveling wave deformation along the torus directions on the

class of D1-D5-P backgrounds constructed in [54, 55]. In case of non-zero dilaton Φ 6= 0, for

the D1-D5-P solutions we have Q1 6= Q5. One main difference from the last section due to

presence of dilaton is that now the string frame and Einstein frame has to be treated diffrently.

We will mostly stick to the string frame. A standard form [55] for the string frame metric, RR
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2-form and dilaton for this background is,

ds2 = −1

h
(dt2 − dy2) +

Qp

h f
(dt− dy)2 + h f

( dr2

r2 + (γ1 + γ2)2 η
+ dθ2

)
+h
(
r2 + γ1 (γ1 + γ2) η − Q1Q5 (γ2

1 − γ2
2) η cos2 θ

h2 f 2

)
cos2 θ dψ2

+h
(
r2 + γ2 (γ1 + γ2) η +

Q1Q5 (γ2
1 − γ2

2) η sin2 θ

h2 f 2

)
sin2 θ dφ2

+
Qp (γ1 + γ2)2 η2

h f
(cos2 θ dψ + sin2 θ dφ)2

−2
√
Q1Q5

h f
(γ1 cos2 θ dψ + γ2 sin2 θ dφ) (dt− dy)

−2
√
Q1Q5 (γ1 + γ2) η

h f
(cos2 θ dψ + sin2 θ dφ) dy +

√
H1

H5

(dzidzi) ,(3.3.116)

The associated two-form field is given by,

C(2) = −
√
Q1Q5 cos2 θ

H1 f
(γ2 dt+ γ1 dy) ∧ dψ −

√
Q1Q5 sin2 θ

H1 f
(γ1 dt+ γ2 dy) ∧ dφ

+
(γ1 + γ2) η Qp√
Q1Q5H1 f

(Q1 dt+Q5 dy) ∧ (cos2 θ dψ + sin2 θ dφ)

− Q1

H1 f
dt ∧ dy − Q5 cos2 θ

H1 f
(r2 + γ2 (γ1 + γ2) η +Q1) dψ ∧ dφ , (3.3.117)

e2Φ =
H1

H5

, (3.3.118)

where

γ1 = −am , γ2 = a

(
m+

1

k

)
(3.3.119)

and

a =

√
Q1Q5

Ry

, Qp = − γ1 γ2 η =
Q1Q5

Q1Q5 +Q1Qp +Q5Qp

,

f = r2 + a2 (γ1 + γ2) η (γ1 sin2 θ + γ2 cos2 θ) ,

H1 = 1 +
Q1

f
, H5 = 1 +

Q5

f
, h =

√
H1H5 . (3.3.120)
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This configuration carries D1, D5, and P charges. The integer number of D1, D5, and P branes

n1, n5, np, respectively are related to the parameters appearing in the metric as follows

Q1 =
g α′3

V
n1, Q5 = g α′ n5, Qp =

g2 α′4

V R2
y

np. (3.3.121)

The metric (3.3.116) and associated two-form field (3.3.117) can be written in a generalised

GMR form as a 2D fiber over a 4D almost hyper-Kähler base space. Note that we call it a

generalised GMR form, as the nomenclature GMR form typically refers to supersymmetric

solutions of minimal 6D supergravity [65]. For non-minimal 6D supergravity supersymmetric

solutions have been recently studied in [78, 79]. As a 2D fibre over a 4D base space the string

frame metric takes the form

ds2 = −h−1(dv + β)
(
du+ ω +

F
2

(dv + β)
)

+ hhmndx
mdxn +

√
H1

H5

(dzidzi), (3.3.122)

where u = t+ y and v = t− y, and

F = −2Qp

f
, (3.3.123)

β =

√
Q1Q5

f
(γ1 + γ2) η (cos2 θ dψ + sin2 θ dφ), (3.3.124)

ω =

√
Q1Q5

f

[(
2γ1 − (γ1 + γ2) η

(
1− 2

Qp

f

))
cos2 θ dψ

+
(

2γ2 − (γ1 + γ2) η
(

1− 2
Qp

f

))
sin2 θ dφ

]
, (3.3.125)

and the base metric hmn given as,

ds2
base = hmndx

mdxn = f

(
dr2

r2 + (γ1 + γ2)2 η
+ dθ2

)
+

1

f

[
[r4 + r2 (γ1 + γ2) η (2γ1 − (γ1 − γ2) cos2 θ) + (γ1 + γ2)2 γ2

1 η
2 sin2 θ] cos2 θ dψ2

+[r4 + r2 (γ1 + γ2) η (2γ2 + (γ1 − γ2) sin2 θ) + (γ1 + γ2)2 γ2
2 η

2 cos2 θ] sin2 θ dφ2

−2γ1γ2 (γ1 + γ2)2 η2 sin2 θ cos2 θ dψdφ
]
. (3.3.126)
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The above configuration has

k =
∂

∂u
, (3.3.127)

as the appropriate null Killing vector and

l(i) =
∂

∂zi
, (3.3.128)

as the appropriate spacelike Killing vector for the application of the generalised Garfinkle-

Vachaspati transform. The background configuration also satisfies the transversality condition,

cf. (2.4.66),

kµFµνρ = −(d(e−Φk))νρ. (3.3.129)

A general solution to the scalar equation, cf. (2.4.68),

∂µ
[
e−2Φ
√
−ggµν∂νΨ

]
= 0, (3.3.130)

can be obtained using the ansatz

Ψ =
∞∑

n=−∞

fn(r) exp

[
−in v

Ry

]
. (3.3.131)

Upon substituting this ansatz we get ordinary differential equations for the functions fn(r),

which can be readily solved. We find

Ψi(r, v) =
∞∑

n=−∞

cin

 r2

r2
(

1 + a2 (Q1+Q5)
Q1Q5

m
(
m+ 1

k

))
+ a2

k2


|n|k
2

e
−in v

Ry . (3.3.132)

where the index i refers to the four-torus coordinates zi. One can see that upon setting Q1 =

Q5 = Q the above expression reduces to (3.2.47), which further validates our technique.

Here, we are considering all the four torus directions where the generalised Garfinkle-
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Vachaspati transform is of the form

gµν → gµν +
4∑
i=1

Ψie
−Φ(kµl

(i)
ν + kνl

(i)
µ ), (3.3.133)

Cµν → Cµν −
4∑
i=1

Ψie
−2Φ(kµl

(i)
ν − kνl(i)µ ), (3.3.134)

and it simply corresponds to replacing

du→ du+ Ψidz
i, (3.3.135)

in the background metric (3.3.122). For the form field, the recipe is the same, but there are

some details. The two form field written above can also be written as

C(2) = −1

2

(
H−1

1

)
du ∧ dv

+ (γ1 + γ2)
(η Qp (Q1 +Q5)−Q1Q5)

2
√
Q1Q5H1 f

du ∧ (cos2 θ dψ + sin2 θ dφ)

+ (γ1 + γ2)
η Qp (Q1 −Q5)

2
√
Q1Q5H1 f

dv ∧ (cos2 θ dψ + sin2 θ dφ)

+ (γ1 − γ2)

√
Q1Q5

2H1 f
dv ∧ (cos2 θ dψ − sin2 θ dφ)

−Q5 cos2 θ

H1 f
(r2 + γ2 (γ1 + γ2) η +Q1) dψ ∧ dφ , (3.3.136)

where we have removed a constant term proportional to du ∧ dv by a gauge transformation. In

this form the deformation of C(2) also simply corresponds to replacing

du→ du+ Ψidz
i. (3.3.137)

WhenQ1 = Q5 the deformation reduces to to the one considered in section 3.2. In the following

section we will discuss about the asymptotics and smoothness of the deformed solution and

compute the ADM charges as we have done for the vanishing dilaton case.
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3.3.1.1 Global properties and smoothness

Although it is not manifest in the above coordinates, the deformed solution has flat asymp-

totics [33, 52]. Much of the following discussion in this section parallels the corresponding

discussions in those references, so we shall be brief. At infinity the metric of the deformed

solution looks like,

ds2 = −[du+ fi(v)dzi]dv + dr2 + r2dΩ2
3 + dzidzi, (3.3.138)

where

fi(v) = lim
r→∞

Ψi(r, v) =
∑
n6=0

cin

(
1 +

a2(Q1 +Q5)

Q1Q5

m

(
m+

1

k

))− |n|k
2

e
−in v

Ry . (3.3.139)

As done in subsection 3.2.2, for simplicity, from now onwards we assume ci0 = 0. The

coordinate transformation that puts the deformed spacetime in an asymptotically flat form and

simplifies the extraction of charges is

z′i = zi −
1

2

∫ v

0

Ψi(r, ṽ)dṽ, (3.3.140)

u′ = λ

[
u+

1

4

∫ v

0

Ψi(r, ṽ)Ψi(r, ṽ)dṽ

]
, (3.3.141)

v′ =
v

λ
. (3.3.142)

In the r →∞ limit, this transformation simplifies to,

z′i = zi −
1

2

∫ v

0

fi(ṽ)dṽ, (3.3.143)

u′ = λ

[
u+

1

4

∫ v

0

fi(ṽ)fi(ṽ)dṽ

]
, (3.3.144)

v′ =
v

λ
, (3.3.145)

where

λ−2 = 1− 1

8πRy

∫ 2πRy

0

fi(ṽ)fi(ṽ)dṽ. (3.3.146)

The value of λ is fixed by the requirement that the new time coordinate t′ = 1
2
(u′ + v′) is a
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single valued function under y ∼ y + 2πRy at infinity. In new coordinates, the asymptotic

metric (3.3.138) is manifestly flat,

ds2 = −(dt′)2 + (dy′)2 + dr2 + r2dΩ2
3 + dz′idz′i. (3.3.147)

The z′i coordinates have the same periodicity as the zi coordinates. The periodicity of the

y′ = 1
2
(u′ + v′) coordinate is y′ ∼ y′ + 2πR, with R = λ−1Ry. In the rest of the section

we exclusively work with R as opposed to Ry. Following the analysis of the dilaton free case

in 3.2.2 and also as considered in [33], we introduce

hi(v
′) := fi(v) = fi(λv

′). (3.3.148)

In terms of the parameter R we have,

λ−2 = 1− 1

8πR

∫ 2πR

0

hi(ṽ
′)hi(ṽ

′)dṽ′. (3.3.149)

Now we would like to extract the ADM quantities. We find that it is most convenient to

do this computation in six-dimensions as the ten-dimensional string frame metric is directly

related to the six-dimensional Einstein frame metric. At large values of r we find that the

relevant terms of the ten-dimensional string frame metric admits an expansion of the form,

gt′t′ = −1 +
1

r2

(
Q1 +Q5

2
+ λ2Qp +

1

4
λ2Q1hihi

)
+ . . . (3.3.150)

gt′y′ = −λ
2

r2

(
Qp +

1

4
Q1hihi

)
+ . . . (3.3.151)

gy′y′ = 1 +
1

r2

(
−Q1 +Q5

2
+ λ2Qp +

1

4
λ2Q1hihi

)
+ . . . (3.3.152)

gt′φ = −λ
√
Q1Q5

r2
s2
θ

(
γ2 −

γ1 + γ2

2
η

(
1− 1

4
hihi −

1

λ2

))
+ . . . (3.3.153)

gt′ψ = −λ
√
Q1Q5

r2
c2
θ

(
γ1 −

γ1 + γ2

2
η

(
1− 1

4
hihi −

1

λ2

))
+ . . . . (3.3.154)

From these components we can extract (six-dimensional) ADM quantities. The ADM momenta
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in the y′-direction is

Py′ = − π

4G

∫ 2πR

0

dy r2 δgt′y′ =
πλ2

4G

(
2πR Qp +

1

4
Q1

∫ 2πR

0

dy′hihi

)
(3.3.155)

=
n1n5

R

[
m

(
m+

1

k

)
+
Q1

4a2

1

2πR

∫ 2πR

0

dy′hihi

]
, (3.3.156)

where we have used the 6-dimensional Newton’s constant to be G = π2α′4g2

2V
together with

(3.3.121). The ADM mass is [52]

M =
π

8G

∫ 2πR

0

dy r2 (3δgt′t′ − δgy′y′) (3.3.157)

=
π

4G
(Q1 +Q5)(2πR) + Py′ . (3.3.158)

We note that the BPS bound is saturated; addition of momentum shifts the mass by Py′ . To

extract angular momenta, we use

Jφ = − π

8G

∫ 2πR

0

dy′ r2 δgt′φ
sin2 θ

=
n1n5

2

(
m+

1

k

)
, (3.3.159)

Jψ = − π

8G

∫ 2πR

0

dy′ r2 δgt′ψ
cos2 θ

= −n1n5

2
m. (3.3.160)

To analyse the smoothness of the spacetime, we start by looking at the determinant of the

deformed metric. The determinant of the deformed metric remains the same as the undeformed

metric. Furthermore, since the scalar (3.3.132) is finite everywhere, potential singularities

can only occur at places where the background solution becomes singular. In the background

solution, there are no such points [54, 55]. Hence the solution remains smooth even after the

deformation.

3.3.1.2 Decoupling limit

Just like the case of zero dilaton, again the undeformed geometry develops a large AdS region

when,

ε ≡
√
Q1Q5

R2
y

=
a2

√
Q1Q5

� 1. (3.3.161)
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To obtain the decoupled metric we introduce,

ū =
u

Ry

, v̄ =
v

Ry

, r̄ =
r

a
, (3.3.162)

and take the limit Ry →∞ keeping Q1 and Q5 fixed. Due to rescaling of coordinates (3.3.162)

we get a metric that describes the inner AdS3 × S3 × T4 region of the geometry,

ds2 =
√
Q1Q5

[
−r̄2dūdv̄ − 1

4
(dū+ dv̄)2 +

dr̄2

r̄2 + k−2

]
+
√
Q1Q5

[
dθ2 + c2

θ

(
dψ − 1

2k
(dū− dv̄) +mdv̄

)2

+s2
θ

(
dφ− 1

2k
(dū+ dv̄)−mdv̄

)2 ]
+

√
Q1

Q5

dzidzi . (3.3.163)

To obtain the decoupled metric with the deformation turned on we proceed in exactly the

same way as for dilaton free case in section 3.2.3 [33, 52]. In order to maintain ADM momen-

tum (3.3.156) finite as Ry becomes large, we must scale the scalars appropriately with Ry. In

the present set-up, scalars should scale as

Ψi =:
a√
Q1

Ψ̄i =

√
Q5

Ry

Ψ̄i. (3.3.164)

With this rescaling, terms in the metric of the form du+ Ψidz
i behave as

du+ Ψidz
i = Ry dū+

√
Q5

Ry

Ψ̄i dz
i. (3.3.165)

In the limit Ry → ∞ such terms simply become Ry dū, i.e., scalars Ψi all scale out. Once

again we get the decoupled metric (3.3.163).

However again recalling from the analysis of the dilaton free case, that the deformed metric

is not manifestly asymptotically flat in coordinates zi, t, y; it is manifestly asymptotically flat

in z′i, t
′, y′. The decoupled metric in the z′i, t

′, y′ coordinates is naturally glued to the asymptot-

ically flat region. Therefore, we should write the decoupled metric in these coordinates. This

change of coordinates reintroduces scalars. In the Ry → ∞ limit transformations (3.3.140)–
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(3.3.142) simplify to

z′i = zi −
1

2

√
Q5

∫ v̄

0

Ψ̄i d¯̃v, ū′ = ū, v̄′ = v̄. (3.3.166)

The decoupled metric takes the form,

ds2 =
√
Q1Q5

[
−r̄2dūdv̄ − 1

4
(dū+ dv̄)2 +

dr̄2

r̄2 + k−2

]
+
√
Q1Q5

[
dθ2 + c2

θ

(
dψ − 1

2k
(dū− dv̄) +mdv̄

)2

+ s2
θ

(
dφ− 1

2k
(dū+ dv̄)−mdv̄

)2
]

+

√
Q1

Q5

(
dz′i +

1

2

√
Q5 Ψ̄idv̄

)2

. (3.3.167)

We can now read off the charges, say, by comparing the above metric to a standard form of

asymptotic form of the AdS3 × S3 × T4. We find,

Py′ =
n1n5

R

[
m

(
m+

1

k

)
+

1

8π

∫ 2π

0

dȳf̄if̄i

]
, (3.3.168)

Jφ =
n1n5

2

(
m+

1

k

)
, (3.3.169)

Jψ = −n1n5

2
m. (3.3.170)

These charges agree with expressions (3.3.156), (3.3.159), (3.3.160) in the Ry →∞ limit.

3.3.1.3 Deformed states in the D1-D5 CFT

Let |ψ〉 be the normalised state in the D1-D5 CFT that describes the dual to the undeformed

gravity configuration with ADM momentum

n1n5

R

[
m

(
m+

1

k

)]
. (3.3.171)

Then the expression for the momentum Py′ , cf. (3.3.168), can be compared with the momentum

of the normalised deformed CFT state as done for minimal-supergravity solution [33, 52],

|Ψ〉 = exp

[
−n1n5

4

∑
n>0

n(µin)∗µin

]
exp

[∑
n>0

µinJ
i
−n

]
|ψ〉, (3.3.172)
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where J i−n are the modes of the four U(1) currents of the D1-D5 CFT, and the parameters µin

are determined below. The momentum of the deformed state turns out to be,

RPy′ := 〈Ψ|L0 − L̄0|Ψ〉 = 〈ψ|L0 − L̄0|ψ〉+
∑
n>0

n2n1n5

2
(µin)∗µin (3.3.173)

= n1n5

[
m

(
m+

1

k

)]
+
∑
n>0

n2n1n5

2
(µin)∗µin (3.3.174)

Upon doing the Fourier expansion of (3.3.168) in the decoupling limit, we get (assuming Ψi’s

are real scalars),

RPy′ = n1n5

[
m

(
m+

1

k

)]
+
∑
n>0

n1n5

2

Q1

a2

(
(cin)∗cin

)
. (3.3.175)

From the matching between the gravity and the CFT answers we arrive at the relation between

the quantities cin and µin,

µin =
1

n

√
Q1

a
cin. (3.3.176)

With this identification we have singled out a state in the D1-D5 CFT that has the same charges

as the deformed gravity solutions.

3.3.2 Application to the F1-P system

In this section, we briefly discuss application of the GGV transform to the F1-P system. Since

the most general vibrating fundamental string solution with momentum modes added on top

is already well known [42, 80],2 we do not expect that the GGV technique would allow us to

discover something novel. Nonetheless, the F1-P system is well suited for an application of the

GGV transform in the NS sector.3

We start with the chiral null model for the NS sector of type II supergravity in Einstein

frame [81, 82]. We take ∂u as the null Killing vector. Metric and the supporting matter fields

2Also discussed in section 1.4.2.1.
3Application to the NS1-NS5 bound states is also a possibility, but this set-up is related to the D1-D5 set-up

by S-duality.
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take the form,

ds2 = H3/4(−dudv +Kdv2 + 2Aidx
idv) +H−1/4(dxidxi + dzjdzj), (3.3.177)

Buv =
H

2
, Bvi = −HAi , e2φ = H, (3.3.178)

where xi with i = 1, . . . , 4 are non-compact cartesian coordinates on R4 and zj with j =

1, . . . , 4 are the T4 coordinates. The supergravity equations of motion are satisfied provided

H−1 and K are harmonic functions on the transverse space R4 × T4 parameterised by (xi, zj).

Upon smearing these functions on T4, they become harmonic functions on R4. The coefficients

and the sources for these harmonic functions can depend on v. The functions Ai can be thought

of as a gauge field. The chiral null model equations of motion require that it satisfies source-

free Maxwell equation, see e.g., appendix C of [30]. In general the gauge field can also have

components in the T4 directions; in the above metric we have written only for the R4 directions.

Let u = t + y, v = t − y with the coordinate y be periodic with length Ly = 2πRy. Level

matched F1-P configurations with smeared harmonic functions over the four-torus and the y

direction are described by [30],

H−1 = 1 +
Q

Ly

∫ Ly

0

dv

|x− F (v)|2
, Ai = − Q

Ly

∫ Ly

0

dvḞi(v)

|x− F (v)|2
, K =

Q

Ly

∫ Ly

0

dvḞi(v)Ḟi(v)

|x− F (v)|2
,

(3.3.179)

where |x− F (v)|2 =
∑4

i=1(xi − Fi(v))2.

We wish to apply the generalised Garfinkle-Vachaspati transform to such a smeared chiral

null model solution, with kµ = (∂u)
µ as the null Killing vector and lµ(i) = (∂zi)

µ as the spacelike

Killing vector. Under the GGV transform, Einstein frame metric and the 2-form field transform

as (see appendix C.2.4),

gµν → gµν + Ψ(j)e
φ/2(kµl

(j)
ν + kνl

(j)
µ ) , (3.3.180)

Bµν → Bµν −Ψ(j)e
φ(kµl

(j)
ν − kνl(j)µ ) , (3.3.181)

where functions Ψ(j) satisfy �Ψ(j) = 0 for j = 1, . . . , 4. Applying this transformation to
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configuration (3.3.177)–(3.3.178) we get the transformed metric and 2-form field as

ds2 = H3/4(−dudv +Kdv2 + 2Aidx
idv −Ψ(j)dz

jdv) +H−1/4(dxidxi + dzjdzj)

(3.3.182)

Buv =
H

2
, Bvi = −HAi , (3.3.183)

Bvzj = H Ψ(j) , e2φ = H . (3.3.184)

The harmonic functions Ψ(j) in equations (3.3.182)–(3.3.184) can be interpreted as additional

components of the gauge field Ai with components in the torus directions, see, e.g., [38, 41].

The final solution is also a chiral null model solution. In general, it does not satisfy the level

matching condition [80]. One can always perform an ordinary GV transform to add appropriate

momentum to get a solution that satisfies the level matching condition.

Alternatively, taking

Ψ(j)(v, xi) = −2H−1pj(v), (3.3.185)

we can arrive at a slightly different interpretation as follows. The transformed metric takes the

form,

ds2 = H3/4(−dudv +Kdv2 + 2Aidx
idv) +H−1/4(dxidxi) +H−1/4(dzjdzj + 2pjdz

jdv).

(3.3.186)

Introducing new coordinates z′j = zj +
∫ v

0
pj(v′)dv′, we can write the above metric as,

ds2 = H3/4(−dudv +Kdv2 + 2Aidx
idv −H−1p2(v)dv2) +H−1/4(dxidxi + dz′jdz′j).

(3.3.187)

The two-form B-field and the dilaton remain unchanged under this coordinate transformation,

Buv =
H

2
, Bvi = −HAi , Bvz′j = −2pj(v) , e2φ = H. (3.3.188)

The component Bvz′j = −2pj(v) can be removed by a gauge transformation B′ab = Bab +

∂aΛb − ∂bΛa with gauge function Λz′j = 2
∫ v

0
pj(v

′)dv′ (no other component changes under
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this gauge transformation). We finally have

ds2 = H3/4(−dudv +Kdv2 + 2Aidx
idv −H−1p2(v)dv2) +H−1/4(dxidxi + dz′jdz′j),

(3.3.189)

Buv =
H

2
, Bvi = −HAi , e2φ = H. (3.3.190)

This metric can be readily interpreted as pp-wave added to the above F1-P chiral null model

with matter fields remaining unchanged.4 The final metric is simply the ordinary GV trans-

form (2.2.13) on the F1-P chiral null model (3.3.177)-(3.3.179) with harmonic function Ψ =

H−1. In the terminology of [42], this choice of the harmonic function Ψ in the GV transform

corresponds to adding “momentum waves without oscillations.” Due to the constant term in the

harmonic function H−1, metric (3.3.189) is not manifestly asymptotically flat. It can be made

asymptotically flat by shifting u appropriately. In general, the final metric does not satisfy the

level matching condition.

4This is similar to the interpretation given in section 7.1 of reference [33], though for a different set-up where
matter fields do change.
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Chapter 4

Dualities and the generalized

Garfinkle-Vachaspati transform

In this Chapter we are going to explore further applications of the generalized Garfinkle-

Vachaspati transform and related solution generating techniques. By the application of a set

of dualities, we write deformed Bena-Warner solutions in various M2-M5-P duality frames.

The supersymmetric eleven-dimensional solutions of Bena-Warner (BW) are discussed in ap-

pendix D.2. These intersecting M2-M2-M2 solutions are mapped to D1-D5-P solutions. The

set of dualities is worked out in appendix D.2. First, we are going to perform GGV on the

BW form of D1-D5-P solutions which can in turn be mapped to eleven-dimensional M2-M5-P

system. We will see that in the M-theory frame the deformation also has the form of GGV.

4.1 GGV on Bena-Warner form of the D1-D5-P solution

The string frame D1-D5-P metric obtained from the BW solution can be written in the following

form, cf. (D.2.34),

ds2
10 = − 1

Z3Z1

(dt+ κ)2 + Z1hmndx
mdxn +

Z3

Z1

(dz5 +A(3)
µ dxµ)2 + (dz2

1 + dz2
2 + dz2

3 + dz2
4),

(4.1.1)

where

A(3)
µ dxµ = −dt+ κ

Z3

+ ω3. (4.1.2)
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The RR two-form field associated with this solution is given by, cf. (D.2.41),

C = −
(
dt+ κ

Z1

− ω1

)
∧ (dz5 + ω3) + σ. (4.1.3)

where the two-form σ satisfies equation (D.2.42).

For the application of the generalized Garfinkle-Vachaspati transform first we note that

the null Killing vector and the spacelike Killing vector for the D1-D5-P metric (4.1.1) are as

follows,

k =
∂

∂t
, l =

∂

∂z4

, (4.1.4)

kµdx
µ = −Z−1

1 (dz5 + ω3), lµdx
µ = dz4, (4.1.5)

from which it can be readily checked that the GV-transformed metric takes the following form,

(ds′10)2 = ds2
10 − 2Z−1

1 Φ(dz5 + ω3)dz4, (4.1.6)

along with the transformed C-field of the form,

C ′ = C +
Φ

Z1

(dz5 + ω3) ∧ dz4. (4.1.7)

Now, by performing dualities we will write the transformed metric in various other M-theory

frames.

4.2 T-duality along z1-direction and M-theory lift

The first duality frame we discuss is obtained from the D1-D5-P system by T-duality along

z1-direction followed by an M-theory lift along z6:

D1z5 −D5z1z2z3z4z5 − Pz5

Tz1−−→ D2z1z5 −D4z2z3z4z5 − Pz5

M-theory lift−−−−−−→ M2z1z5 −M5z2z3z4z5z6 − Pz5 . (4.2.8)
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Performing these dualities, the final metric is obtained as

ds2
11 = ds2

10 − 2Z−1
1 Φ(dz5 + ω3)dz4 + dz2

6 ,

together with the 3-form field

A(3) =

(
C +

Φ

Z1

(dz5 + ω3) ∧ dz4

)
∧ dz1. (4.2.9)

In this duality frame, the transformation is intrinsically of the form of the generalised Garfinkle-

Vachaspati transform. It is normal to speculate that a solution generating technique similar to

generalised Garfinkle-Vachaspati transform exist in (an appropriate truncation of) M-theory.

4.3 T-dualities along z1, z2, z3 and M theory lift

The next duality frame we learn about is obtained by T-dualities along z1, z2, z3-directions

followed by an M-theory lift along z6:

D1z5 −D5z1z2z3z4z5 − Pz5

Tz1z2z3−−−−→ D4z1z2z3z5 −D2z4z5 − Pz5

M-theory lift−−−−−−→ M5z1z2z3z5z6 −M2z4z5 − Pz5 . (4.3.10)

Performing these dualities, the eleven-dimensional M2-M5-P metric is,

ds2
11 = ds2

10 −
2Φ

Z1

(dz5 + ω3)dz4 + dz2
6 ,

together with the six-form field A(6) in eleven-dimensions, which is thought of as the electro-

magnetic dual of A(3) (B.1):

A(6) =

(
C +

Φ

Z1

(dz5 + ω3) ∧ dz4

)
∧ dz1 ∧ dz2 ∧ dz3 ∧ dz6. (4.3.11)

Even in this duality frame, the transformation is fundamentally of the form of the generalised

Garfinkle-Vachaspati transform which indicates the existence of a solution generating tech-
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nique akin to generalised Garfinkle-Vachaspati transform in this set-up.

4.4 T-duality along z4-direction and M-theory lift

Next, we discuss the duality frame obtained by T-duality along z4-directions followed by an

M-theory lift along z6. This case is little bit different from the previous ones in the sense

that z4 is the same spacelike direction used for the generalised Garfinkle-Vachaspati transform,

cf. (4.1.4). Here the duality sequence is:

D1z5 −D5z1z2z3z4z5 − Pz5

Tz4−−→ D2z4z5 −D4z1z2z3z5 − Pz5

M-theory lift−−−−−−→ M2z4z5 −M5z1z2z3z5z6 − Pz5 . (4.4.12)

We can see that the final M2-M5-P solution obtained has the same construction as in (4.3.10)

even if the way of obtaining it is different. To be precise, in the process of duality transforma-

tions, after the T-duality along z4 the IIA ten-dimensional metric for D2-D4-P system in the

string frame is,

ds2
10 = −2Z−1

1 (dt+ k)(dz5 + ω3) +
Z3

Z1

(
1− Φ2

Z1Z3

)
(dz5 + ω3)2 + Z1hmndx

mdxn + ds2
T4 ,

(4.4.13)

with the associated form-fields are,

C(3) = C ∧ dz4, C(1) =
Φ

Z1

(dz5 + ω3), B(2) =
Φ

Z1

(dz5 + ω3) ∧ dz4. (4.4.14)

The dilaton remains the same, i.e., e2φ = 1. After lifting to the M-theory frame the GV-

transformed solution takes the following form,

ds2
11 = ds2

10 +
2Φ

Z1

(dz5 + ω3)dz6 + dz2
6 , (4.4.15)

A(3) = C(3) +
Φ

Z1

(dz5 + ω3) ∧ dz4 ∧ dz6. (4.4.16)
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In this duality frame too, the transformation is essentially of the generalised Garfinkle-Vachaspati

form.

Similarly, one can consider another duality chain to another M2-M5-P frame as follows

D1z5−D5z1z2z3z4z5−Pz5

Tz1z2z4−−−−→ D4z1z2z4z5−D2z3z5−Pz5

M-theory lift−−−−−−→ M5z1z2z4z5z6−M2z3z5−Pz5 .

Even in this duality frame the transformation is essentially of the Garfinkle-Vachaspati form. It

is tempting to speculate that some solution generating techniques akin to generalised Garfinkle-

Vachaspati transform exist for these set-ups as well.
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Chapter 5

Adding momentum to KK-monopole

solution

The pure gravitational theory in five-dimensions admits solitonic solutions. The ‘magnetic

monopole’ is one such solitonic solution to the field equations which is also termed as ‘Kaluza-

Klein (KK) monopole’. These solutions can also be embedded in ten-dimensional string theory

by adding compact directions. In string theory, these KK-monopoles are fundamental objects

and they are related to D-branes by duality(this is already discussed in section 1.2). The five-

dimensional KK-monopole solutions are first obtained in [83] by Gross and Perry, also in-

dependently by R. Sorkin in [84] by adding one extra time direction to the four-dimensional

Euclidean Taub-NUT spacetime.

There has been construction of KK-P solutions where momentum has been added to the

KK-monopole solution using GV transform [85]. In the construction of black hole microstates

the KK-P solutions play significant role as they are dual to the 2-charge F1-P solutions. The

set of duality transformations is also discussed in [85]. To apply GV transform (2.2.13) on

the KK-monopole background, the scalar wave equation �Ψ = 0 was solved for special cases

which we will discuss in section 5.2. The procedure was applied to both single monopole and

multiple KK-monopole cases.

In this Chapter we are going to do the following:

1. We try to obtain more general solution to the wave equation including the vibration along
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the fibre direction as well.

2. We will also see in section 5.3 that the KK-monopole metric is of the GMR form (3.2.1)

and GGV can be readily applied to it.

3. We also wrote KK-P metric in the GMR-form in section 5.4 and performed GGV on it.

The work presented in this Chapter are unpublished yet.

In the following section we are going to give a brief introduction to KK-monopole solution

and discuss some of its characteristic properties. The next section involves computation of

general solution to the wave equation.

5.1 KK-monopole

The five-dimensional KK-monopole solution can be obtained from four the four-dimensional

Euclidean Taub-NUT solution, by adding one time direction t as follows

ds2 = −dt2 + ds2
TN, (5.1.1)

where the four-dimensional Taub-NUT spacetime is defined as

ds2
TN = V −1[ds+ χ]2 + V [dr2 + r2(dθ2 + sin2 θdφ2)]. (5.1.2)

Here, V and χ are given by

V = 1 +
QK

r
, ~∇× χ = −~∇V. (5.1.3)

The second equation in (5.1.3) gives the magnetic field associated with the KK-monopole solu-

tion with potential given by V and QK corresponds to the monopole charge. The curl and grad

operations are with respect to the transverse directions. By solving the χ-equation we get

χφ = QK cos θ. (5.1.4)
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For the KK-monopole solution 5.1.1, r = 0 is the point of singularity which corresponds to the

monopole source. The periodicity of s-circle ensures the regularity of the solution as r = 0.

The KK-monopole charge QK is related to the number of KK-monopoles NK as

QK =
1

2
NKRK , (5.1.5)

where RK is the asymptotic radius of the s-circle at r →∞. For NK = 1, we get the solution

corresponding to a single KK-monopole with QK = RK
2

and the radius of the s-circle goes

smoothly to zero at r → 0. For Nk 6= 1, the solution has ZNK orbifold singularity in the r → 0

limit.

This five-dimensional solution can be embedded in ten-dimensional string theory by adding

five extra compact directions: one circle S1(y) and a four torus T 4(zi). The ten-dimensional

metric is then of the following form

ds2 = −dt2 + dy2 + V −1[ds+ χ]2 + V [dr2 + r2(dθ2 + sin2 θdφ2)] +
9∑
i=6

dzidzi, (5.1.6)

where y-direction is compactified on a circle of radius R5 i.e. y ∼ y + 2πR5. The compact

torus T 4 directions are given by zi, i = 6, 7, 8, 9. Introducing the null coordinates, u = t + y

and v = t− y we can write the metric as

ds2 = −dudv + V −1[ds+ χφdφ]2 + V [dr2 + r2(dθ2 + sin2 θdφ2)] +
9∑
i=6

dzidzi. (5.1.7)

The determinant of the metric is
√
−g = V r2 sin θ.

As mentioned earlier, r = 0 is a singularity corresponding to the source. However, it is a

coordinate singularity and can be removed by proper choice of coordinates upon which we get

standard flat metric in the r → 0 limit. This is discussed in the following section.

Removing singularity at r = 0

To get the proper coordinate system in which r = 0 is not a singularity any more, first we

write the KK-monopole metric (5.1.7) in the limit r → 0. In this limit the function V can be
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approximated as

V ≈ QK

r
. (5.1.8)

Thus, the KK-monopole metric takes the following form1

ds2 = −dudv + ds2
T4

+
r

QK

[ds+ χφdφ]2 +
QK

r
[dr2 + r2(dθ2 + sin2 θdφ2)]. (5.1.9)

Next, we perform the following coordinate transformations

dr∗2 =
dr2

r
⇒ r∗ = 2

√
r, θ̃ = θ/2, (5.1.10)

upon which the metric in terms of the (r∗, θ̃)-coordinates can be written as

ds2 = −dudv+ds2
T4

+
r∗2

4QK

[
ds+QK cos(2θ̃)dφ

]2

+QK

[
dr∗2 + r∗2

(
dθ̃2 +

sin2(2θ̃)

4
dφ2

)]
,

(5.1.11)

where we have substituted χφ = QK cos θ. On further simplification the expression (5.1.11)

reduces to

ds2 = −dudv+ds2
T4

+
r∗2

4QK

[cos2 θ̃(ds+QKdφ)2 +sin2 θ̃(ds−QKdφ)2]+QK(dr∗2 +r∗2dθ̃2).

(5.1.12)

Now, defining a new set of new coordinates as follows

s = QK(φ̃+ ψ̃), φ = φ̃− ψ̃, r̃ =
√
QKr

∗, (5.1.13)

we can make the following substitutions

dφ̃2 =
1

4Q2
K

(ds+QKdφ)2, dψ̃2 =
1

4Q2
K

(ds−QKdφ)2, dr̃2 = QKdr
∗2. (5.1.14)

1We are writting the torus part
∑9
i=6 dz

idzi as ds2T4
.
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The final metric in terms of the (r̃, θ̃, φ̃, ψ̃) coordinates is then a standard flat metric

ds2 = −dudv +
9∑
i=6

dzidzi + dr̃2 + r̃2(dθ̃2 + cos2 θ̃dφ̃2 + sin2 θ̃dψ̃2). (5.1.15)

Here there is no s-coordinate in the metric any more. Instead there is the new angular coordinate

ψ̃. We can also define Cartesian coordinates in four-dimensions as

x1 = r̃ cos θ̃ cos φ̃, x2 = r̃ cos θ̃ sin φ̃, x3 = r̃ sin θ̃ cos ψ̃, x4 = r̃ sin θ̃ sin ψ̃. (5.1.16)

In terms of the Cartesian coordinates we can write the metric (5.1.15) as

ds2 = −dudv +
9∑
i=6

dzidzi +
4∑
i=1

dx2
i . (5.1.17)

Now, on this KK-monopole geometry (5.1.7) we want to add travelling wave deformation.

For which there has been application of GV transform in [85] and the momentum was added

in one of the isometry directions. For the application of GV method (2.2.13) the scalar wave

equation �Ψ = 0 is solved for Ψ where the � is with respect to the transverse directions. Also

the scalar function satisfy the compatibility condition (2.2.15).

In the following section we are going to briefly outline the KK-P solution constructed in [85]

and discuss about finding more general solution to the scalar wave equation �Ψ = 0.

5.2 KK-P solution

By performing GV transform (2.2.13) on the KK-monopole metric (5.1.7) one can obtain KK-P

metric of the following form

ds2 = −(dudv + Ψdv2) + V −1[ds+ χjdx
j]2 + V [

3∑
j=1

dx2
j ] +

9∑
i=6

dzidzi, (5.2.18)
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where we have written the transverse directions (r, θ, φ) in terms of Cartesian coordinates

x1 = r sin θ sinφ, x2 = r sin θ cosφ, x3 = r cos θ. (5.2.19)

Here, Ψ solves the background wave equation2. In [85] the solution is obtained without con-

sidering s-dependence. It is denoted as T (v, ~x), where T satisfies three-dimensional Laplace

equation. In terms of spherical harmonics Ylm the general form of the solution is as follows [85]

T (v, ~x) =
∑
l≥0

l∑
m=−l

[al(v)rl + bl(v)r−l+1]Ylm. (5.2.20)

For a regular and asymptotically flat KK-P solution T (v, ~x) has the simple expression T (v, ~x) =

f(v).~x.

To construct more general solution we try to solve for Ψ having dependence on the fibre

direction s as well.

5.2.1 General solution to the wave equation

Here we will be brief. More details can be found in appendix E. The wave equation can be

written as,
1√
−g

∂µ(
√
−ggµν∂νΨ) = 0, (5.2.21)

where µ, ν are the indices denoting components with respect to the background spacetime.

Recall the background spacetime which is of the form

ds2 = −dudv + V −1[ds+ χφdφ]2 + V [dr2 + r2(dθ2 + sin2 θdφ2)] +
9∑
i=6

dzidzi. (5.2.22)

The metric has a null Killing vector along u. From the compatibility condition kµ∂µΨ = 0 we

can see that Ψ is independent of u. We also assume that the solution is independent of the torus

directions. Thus, the wave equation (5.2.21) is now a five-dimensional equation which solution

Ψ is a function of (s, v, r, θ, φ)-coordinates. To express the equation (5.2.21) in terms of the

2No dependence on the torus directions.
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determinant and components of the inverse metric we note the following

√
−g = V r2 sin θ, guv = 2, grr =

1

V
, gθθ =

1

V r2
, (5.2.23)

gφφ =
1

V r2 sin2 θ
, gsφ = − QK cos θ

V r2 sin2 θ
= gφs, gss = V +

Q2
K cot2 θ

V r2
. (5.2.24)

Taking into account the periodicity of the v-coordinate we can write Ψ(s, v, ~x) to have the

following form,

Ψ(s, v, ~x) = T (s, r, θ, φ)eiωv, (5.2.25)

where w takes integer values. Thus, T (s, r, θ, φ) solves four-dimensional Laplace equation.

Substituting the determinant and components of the inverse metric from equations (5.2.23)

and (5.2.24) we can write the four-dimensional wave equation for T as

1

r2
∂r(r

2∂rT ) +
1

r2

(
1

sin θ
∂θ(sin θ∂θT ) +

1

sin2 θ
(Q2

K∂
2
sT + ∂2

φT − 2QKcosθ∂φ∂sT )

)
+

1

r2
(V 2r2 −Q2

K)∂2
sT = 0, (5.2.26)

where we have taken out a factor of r2 sin θ from each of the terms. This equation is similar

to the hydrogen atom solution comparing with which we can write the angular momentum

operator L2 as

−L2T =
1

sin θ
∂θ(sin θ∂θT ) +

1

sin2 θ
(Q2

K∂
2
sT + ∂2

φT − 2QK cos θ∂φ∂sT ). (5.2.27)

Solution to the angular part of the equation is discussed in appendix .

We can redefine the derivative operator ∂s as QK∂s = ∂ξ. Then the wave equation (5.2.26)

after substituting (5.2.27) takes the following form

1

r2
∂r(r

2∂rT )− L2

r2
T +

1

Q2
Kr

2
(V 2r2 −Q2

K)∂2
ξT = 0. (5.2.28)
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In another way it can also be written as

d2T

dr2
+

2

r

dT

dr
− L2

r2
T +

1

Q2
Kr

2
(V 2r2 −Q2

K)∂2
ξT = 0. (5.2.29)

We can also define the third-component of the angular momentum operator, L3 as L3 = −i∂φ.

Similarly, the linear momentum operator along ξ can be defined as Pξ = −i∂ξ. It can be

checked that L2, L3 and Pξ forms a complete set of commuting operators, thus can be si-

multaneously diagonalized. We denote the simultaneous eigenvector to be Y q
lm(s, θ, φ). The

eigenvalue equations for L2, L3 and Ps can be written as

L2Y q
lm = l(l + 1)Y q

lm, L3Y
q
lm = mY q

lm, PsY
q
lm = qY q

lm. (5.2.30)

Here, l is the angular momentum quantum number taking values l ≥ 0. m is the L3 quantum

number which takes values from −l to +l. In addition, we have the linear momentum quantum

number q. Now, φ and ξ are Killing directions corresponding to rotational and translational

symmetries respectively. Thus, we can write the corresponding eigenfunctions as

Ψφ = Nme
imφ, Ψs = Nqe

iqξ. (5.2.31)

where Nm and Nq are the normalization constants. Now, since φ is periodic within the range

0 ≤ φ < 2π, from Ψφ(φ + 2π) = Ψφ(φ) it can be checked that m takes integer values.

Similarly, s is periodic within the range 0 ≤ s < 2πRK . That means ξ has the periodicity

0 ≤ ξ < 2πRK/QK which by using the expression (5.1.5) for monopole charge can also be

written as 0 ≤ ξ < 4π/NK . Thus, from Ψs(ξ + 4π
NK

) = Ψs(ξ) it can be concluded that q takes

values

|q| = NK
n

2
, (5.2.32)

where n takes integer values. Thus, for single monopole where NK = 1, q takes the values

q = 0,±1/2,±1,±3/2, . . .. For any general NK we have q = 0,±NK/2,±NK ,±3NK/2, . . ..

The solution T (s, r, θ, φ) to the four-dimensional Laplace equation (5.2.29) can be reduced

into angular and radial equations which can be treated separately. To do so we write the function
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T (s, r, θ, φ) as

T =
∑
lmq

f lmq (r)Y q
lm, (5.2.33)

where f is the radial part and Y q
lm are the four-dimensional spherical harmonics which is the

solution to the angular equation (5.2.27). Substituting (5.2.33) into the wave equation (5.2.29)

and using the eigenvalue equations (5.2.30) we can write the radial equation as follows

d2f

dr2
+

2

r

df

dr
− l(l + 1)

r2
f +

1

Q2
Kr

2

(
V 2r2 −Q2

K

)(
− q2

Q2
K

)
f = 0. (5.2.34)

The solutions to the angular equation and radial equation are discussed in appendix E.

The solution Y q
lm(s, θ, φ) to the angular equation (5.2.27) can be written in terms of Ψθ(θ)

and Ψφ,Ψs given in (5.2.31). Then the θ-dependent part of the solution is given in terms of the

hypergeometric functions 2F1(a, b; c;x) by

Ψ(x) = (−1)
1
2

(−m+q+1)

(
1− x
x

) 1
2

(m+q) [
C1(−1)qxq2F1(q − l, l + q + 1;−m+ q + 1;x)

+C2(−1)mxm2F1(m− l, l +m+ 1;m− q + 1;x)
]
. (5.2.35)

where x = sin2 θ
2
.

Similarly, solution to the radial equation (5.2.34), worked out in appendix E is given in

terms of the confluent hypergeometric function of second kind U(a, b, x) and associated La-

guerre polynomial Lλν(x) by

f =

(
−2q

Q

)l+1

rl
[
C lm

1q e
qr
Q U(1 + l − q, 2l + 2,−2qr

Q
) + e−

qr
QC lm

2q L
2l+1
−q−l−1

(
2qr

Q

)]
.

(5.2.36)

Thus, we have constructed more general solution to the scalar wave equation having the radial

part (5.2.36) and angular part given by (5.2.35). The asymptotic limits and finiteness of the

solutions at r = 0 are discussed in appendix E.

Next, we will try to write the KK-P solution discussed in section 5.2 in the GMR form.

As we have discussed earlier in section 2.4.64, for any solutions of the GMR form, GGV is a

121



valid solution generating technique. Before going to KK-P solution we will see that the KK-

monopole solution without momentum is already in the GMR form and we can perform GGV

on it.

5.3 KK-monopole in GMR form

In this section we are going write the KK-monopole solution (5.1.7) in the GMR form (dis-

cussed in appendix (D)). To do so let’s rewrite the KK-monopole solution embedded in ten-

dimensional string theory given as

ds2 = −dudv + V −1[ds+ χφdφ]2 + V [dr2 + r2(dθ2 + sin2 θdφ2)] +
9∑
i=6

dzidzi. (5.3.37)

The general GMR form of the ten-dimensional metric is (3.2.1)

ds2 = −H−1(dv + β)
(
du+ ω +

F
2

(dv + β)
)

+Hhmndx
mdxn + dzidzi. (5.3.38)

Comparing the above with the KK-monopole metric we can make the following identifications

H = 1, β = 0, ω = 0, F = 0. (5.3.39)

with the base metric given by the four-dimensional Euclidean Taub-NUT

ds2
4 = V −1[ds+ χφdφ]2 + V [dr2 + r2(dθ2 + sin2 θdφ2)]. (5.3.40)

Then the GMR equations (D.1.4)-(D.1.7) which have the following general form

?d ? dF − 1

2
(G+)2 = 0, (5.3.41)

d ? dH +
dβ ∧ G+

2
= 0, (5.3.42)

dβ − ?dβ = 0, (5.3.43)

dG+ = 0, (5.3.44)
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where G+ is given by3

G+ =
1

2H
(dω + ?4 dω + Fdβ) , (5.3.45)

become trivial ones. Thus, the KK-monopole solution is trivially of the GMR form. We can

add GGV on this metric (5.3.37).

5.3.1 GGV on KK-monopole

Consider the null KIlling vector

k =
∂

∂u
. (5.3.46)

The torus directions provide the spacelike covariantly constant vectors l(i). The GGV is then

given as (2.3.39)-(2.3.40)

g′µν = gµν + 2 Ψ k(µlν), (5.3.47)

C ′µν = Cµν − 2 Ψ k[µlν], (5.3.48)

where Ψ satisfies the background wave equation �Ψ = 0 and the compatibility condition

kµ∂µΨ = 0.

However, note that KK-monopole solution is purely gravitational solution so for the transver-

sality condition (2.3.43) to be satisfied in these cases we have

dk = 0. (5.3.49)

i.e. the null Killing vector kµ should be covariantly constant. Since ∇µkν can readily be

checked as zero for the KK-monopole solution, thus the transversality condition holds true.

One should also note that by performing GGV, since the matter field also transforms this

gives rise to additional matter field content to the GGV transformed KK-monopole solution

which was initially purely gravitational.

A similar analysis can be done on the KK-P solution constructed in [85] which we are going

to discuss in the next section. First, we will write the KK-P solution in GMR form and then
3Here ‘dot’ represents derivative with respect to v.
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apply GGV on it.

5.4 KK-P metric in GMR form

The KK-P metric is given by

ds2 = −(dudv + T (v, ~xdv2) + V −1[ds+ χjdxj]
2 + V [

3∑
j=1

dx2
j ] +

9∑
i=6

dzidzi, (5.4.50)

where T (v, ~x) satisfies the Laplace equation with respect to the three-dimensional transverse

space. To write it in the GMR form we need to make the following identifications

H = 1, ω = 0, β = 0,
F
2

= T (v, ~x). (5.4.51)

The base metric is again the four-dimensional Taub-NUT metric.

We also need to check the equations of motion. From all the GMR-equations (D.1.4)-

(D.1.7), one can readily see that the only non-trivial equation here is

?d ? dF = 0, (5.4.52)

which holds true since ∇2T (v, ~x) = 0 for the GV-transform on KK-monopole metric. Thus,

KK-P solution is also of the GMR form with vanishing matter fields. We can perform GGV on

it.

5.4.1 GGV on KK-P solution

Again considering the null KIlling vector

k =
∂

∂u
, (5.4.53)
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and the spacelike covariantly constant vectors along the torus l(i), GGV-transformed KK-P

solution can be written as

ds2 = −(dudv+ T (v, ~x)dv2 +
9∑
i=6

Ψ(i)dudzi) + V −1[ds+χjdxj]
2 + V [

3∑
j=1

dx2
j ] +

9∑
i=6

dzidzi,

(5.4.54)

where each Ψ(i) satisfies the background wave equation �Ψ(i) = 0 and the compatibility con-

dition kµ∂µΨ(i) = 0.

One can readily check that the transversality condition (5.3.49) is also satisfied for KK-P

solution.

Thus, we constructed more general solution to the scalar wave equation in the KK-monopole

geometry. The solutions are in terms of Hypergeometric and Laguerre functions. We also wrote

KK-monopole and KK-P solutions in the GMR form, on which GGV is applied successfully.

One just needs to solve the scalar wave equation �Ψ = 0 to deform the solutions suitably.

The analysis of the regularity and supersymmetries of the deformed solution is not done in this

thesis.
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Chapter 6

Conclusions and Future directions

In this thesis, we mainly discussed the development the generalized Garfinkle-Vachaspati trans-

form (or GGV) as a solution generating technique based on our two published papers [52, 53].

We studied both the dilaton free and non-zero dilaton cases. For the first case [52] we estab-

lished GGV as a solution generating technique for a six-dimensional theory with dilaton that is

embedded in ten-dimensions via addition of four torus. The technique is verified in Chapter 2

by direct computations of the equations of motion for the transformed system. For non-zero

dilaton unlike the case of dilaton-free case there are two S-duality related set-ups namely, (i)

R-R sector and (ii) NS-NS sector1. We established GGV in both the set-ups where we used

S-duality explicitly. In Chapter 3 we discussed the applications of GGV to a class of super-

symmetric D1-D5-P orbifold solutions. We studied this class of D1-D5-P solution with both

zero dilaton case and solution with non-trivial dilaton profile as well. The dilaton free case

is a special case of the more general non-zero dilaton case and one can obtain all the results

of dilaton-free case by setting Φ = 0 in all the results of [53]. We also briefly discussed the

application of the GGV technique to the F1-P system. We also obtained the GGV transform in

certain M-theory frames by dualising them from D1-D5-P string theory frames in Chapter 4.

The final solutions obtained are various M2-M5-P systems. It is natural to expect that some

variant of the generalised Garfinkle-Vachaspati transform also exist for these M-theory set-ups.

On a different approach, we discussed KK-monopole solution, KK-P solution and appli-

cations of GGV on it in Chapter 5. This work is not yet published. Previously, the KK-P

1“NS” stands for Neveu-Schwartz
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solution [85] obtained via the application of GV on KK-monopole background doesn’t involve

the dependence of the scalar wave function on the fibre direction. We worked out more gen-

eral solution to the wave equation including the fibre direction as well. We also related the

KK-monopole solution and KK-P solution to the GMR form of supersymmetric solutions. We

performed GGV on these GMR form of KK and KK-P solutions.

Our work provides us with some potential future directions which we are going to briefly

discuss below. So far we have only considered those particular D1-D5-P microstates obtained

from NS-chiral primaries via odd units of spectral flow. More general class of supersymmetric

three-charge solutions are constructed by fractionated spectral flow parameters [36, 56, 57] for

which the GGV techniques can be extended. We also expect that the GGV solution generat-

ing technique may admit a further generalisation to non-supersymmetric settings as well. Few

of such non-supersymmetric geometries have been constructed in [36, 57]. Studying GGV on

these solutions is difficult compared to supersymmetric solutions we have studied so far2. An-

other more natural direction to explore is the supersymmetry properties of the deformed solu-

tions. In [33] it was shown that under the GGV transform, supersymmetric solutions of minimal

six-dimensional supergravity are deformed into supersymmetric solutions of ten-dimensional

IIB supergravity. It is natural to conjecture that the GGV deformations of supersymmetric solu-

tions of non-mininal six-dimensional supergravity are also supersymmetric in ten dimensions.

For GV on KK, we need to match with brane side with a supertube kind of analysis. Similar

discussions has been done before for D1-D5-KK microstate solutions of Bena and Kraus [87].

These solutions are smooth and contribute to microscopic degeneracy. We need to find if more

general solutions with momentum along fibre direction still stays regular. In this thesis, we

have not discussed the solution to the scalar wave equation required to perform GGV on the

KK-monopole and KK-P backgrounds which is one of the potential future directions in this

project. We have not studied the regularity and supersymmetric properties of the constructed

GGV solutions. This needs to be done. We can study microscopic interpretation of GGV on KK

and KK-P. We can try to find out if these modes contribute to microscopic index or if they are

2A different, but related, type of deformation on [36] was studied in [86]. This particular non-supersymmetric
solution is the simplest case. It is tempting to speculate, given the analysis [34, 86], that a variant of the above
analysis finds application to non-supersymmetric settings.
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like hair modes which need to be excluded from counting. Using our techniques, deformations

of further examples can be considered, including microstates of the D1-D5-KK system [87].

These Bena and Kraus D1-D5-KK solutions are known along with their CFT interpretation.

We would also like to perform GGV on this and interpret it both on gravity and CFT side.

In a related line of investigation, reference [78] studied a class of BPS black string solutions

with traveling waves. The horizon of these solutions turns out to be singular. It will be interest-

ing to understand if our technique allows one to add non-singular travelling wave deformations

on black string solutions lifted to ten-dimensions. Such hair will also be of interest with regard

to the 4D-5D connection in IIB compactification on T4× S1, cf. [88, 89].

It will be useful to explore GGV technique in other duality frames, in particular, say for

solutions of five-dimensional STU supergravity embedded in M-theory. The structure of em-

bedding, see, e.g., [90], is very similar as in the present work, though because of the presence

of different matter fields details are likely to be different. If successfully implemented, the

technique will allow us to add hair modes associated to various U(1) currents of the MSW CFT

on the MSW microstates [91].

Our generalized Garfinkle-Vachaspati transformation is an example of the extended Kerr-

Schild metrics considered in [92] and [93]. Due to the assumption that the null and spacelike

vectors are Killing, our analysis is more restrictive and hence our final results are much simpler.

In addition, we have non-trivial matter present compared to the general extended Kerr-Schild

forms considered in those references. It will be interesting to see if we can further relax our

conditions on null and spacelike vectors and relate our analysis to theirs.

Since the number of Killing symmetries do not change under our generalized Garfinkle-

Vachas-pati deformation, it is natural to ask whether the deformation has a simple group theory

interpretation from the hidden symmetry point of view of type IIB theory. Hidden symmetries

under null reduction of gravity theories have not been fully explored. Some general results are

known [94]. It can be useful to explore the null reduction further and find the interpretation

of (generalised) Garfinkle-Vachaspati transform from the hidden symmetry point of view. We

hope to return to some of the above problems in our future work.
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THESIS SUMMARY

In this thesis, we mainly discussed the development of a new solution generating technique

termed as the generalized Garfinkle-Vachaspati transform (or GGV). These are based on our

two published papers [52, 53]. We studied both the dilaton free [52] and non-zero dilaton [53]

cases. For the first case [52] we established GGV as a solution generating technique for a

six-dimensional theory with dilaton that is embedded in ten-dimensions via addition of four

torus. Field content of the six-dimensional theory is given in terms of metric gµν and associated

Ramond-Ramond (R-R) two form field Cµν . Both the metric components and the components

of the R-R field gets transformed in well defined ways under GGV. The technique is verified

by direct computations of the equations of motion for the transformed system. In [53] we did

similar analysis for solutions with non-zero dilaton. Unlike the dilaton-free case here there are

two S-duality related set-ups namely, (i) R-R sector and (ii) NS-NS sector1. We established

GGV in both the set-ups where we used S-duality explicitly. Here the R-R sector verification

method is a bit different from the earlier zero dilaton case.

The technique has been successfully applied to a class of supersymmetric D1-D5-P orb-

ifold solutions. These class of solutions belong to the form of general supersymmetric so-

lution of minimal six dimensional supergravity as proposed by Gutowski, Martelli and Reall

(GMR) [65]. We studied this class of D1-D5-P solution with non-trivial dilaton profile as well.

These class of supersymmetric solutions are obtained from NS-sector chiral primaries of the

corresponding CFT by odd units of spectral flow (discussed in section 1.4.4) [54, 55]. In the

type IIB Ramond-Ramond embedding, the technique allows us to add travelling-wave defor-

mations involving the torus directions on this class of D1-D5-P geometries. The deformed

solutions are given in terms of a scalar field on the background geometry. In the large AdS-

limit, similar to the case of the background geometry, the deformed solution also gets its inner

part of the geometry decoupled from the asymptotic flat spacetime and we can identify the de-

formed states in the D1-D5 CFT as an action of a U(1) current on the undeformed state. The

dilaton free case [33, 52] is a special case of the more general non-zero dilaton case [53] and

one can obtain all the results of dilaton-free case by setting Φ = 0 in the later [53]. We also

1“NS” stands for Neveu-Schwartz

11



briefly discussed the application of the GGV technique to the F1-P system.

Also, we tried to explore further applications of the generalized Garfinkle-Vachaspati trans-

form in other dual frames, especially in eleven-dimensional M-theory frames. We obtained

the GGV transform in certain M-theory frames by dualising them from D1-D5-P string theory

frames. The final solutions obtained are various M2-M5-P systems.

On a different approach, we discussed KK-monopole solution, KK-P solution and appli-

cations of GGV on it. This work is not yet published. The KK-P solution is obtained in [85]

via the application of Garfinkle-Vachaspati transform [43]. There, the scalar wave equation

corresponding to Garfinkle-Vachaspati transform was solved for special cases where the scalar

field was considered to be independent of the fibre direction. We worked out more general

solution to the wave equation including the fibre direction as well. We also related the KK-

monopole solution and KK-P solution to the GMR form of supersymmetric solutions. Being

pure gravitational solutions, the matter field contents associated to the GMR form of KK and

KK-P solutions are set to zero. We performed GGV on these GMR form of KK and KK-P

solutions.

12
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Appendix A

Differential forms

A p-form denoted as A(p) can be written in terms of its components as

A(p) =
1

p!
Aµ1...µpdx

µ1 ∧ dxµ2 ∧ . . . ∧ dxµp . (A.0.1)

The components Aµ1...µp of the p-form A(p) are anti-symmetric in all their indices.

Exterior derivative (denoted as d) on a p-form is a (p + 1)-form F (p+1) = dA(p) with

components

F (p+1)
µ1...µp+1

= (p+ 1)∂[µ1A
(p)
µ2...µp+1]. (A.0.2)

Exterior product or wedge product of a p-form A(p) with a q-form B(q) is a p + q-form

denoted as A ∧B and it has components

(A ∧B)µ1...µp+q =
(p+ q)!

p!q!
A[µ1...µpBµp+1...µp+q ]. (A.0.3)

Interior product of a vector vµ with a p-form A(p) is denoted as ivA which is a (p− 1)-form

and its components are given by

(ivA)µ1...µp−1 =
1

(p− 1)!
vµAµµ1...µp−1 . (A.0.4)

Lie derivative of a scalar function f with respect to vector field v is denoted as Lvf and
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defined in terms of exterior derivative as

Lvf = ivdf = vµ∂µf. (A.0.5)

Lie derivative of a p-form A(p) with respect to the a vector field v is given by

LvA(p) = ivdA
(p) + d(ivA

(p)). (A.0.6)

This is known as Cartan’s magic formula.

Hodge star of a n-form F (n) in a D-dimensional manifold is a (D − n)-form F̃ (D−n) given

by

F̃ = ?F =
1

(D − n)!
(?F )µn+1...µDdx

µn+1 ∧ . . . ∧ dxµn , (A.0.7)

where the components of ?F are given by,

(?F )µn+1...µD =

√
det(gµν)

n!
εµ1...µnF

µ1...µn . (A.0.8)

Here ε is the Levi-Civita symbol with the signature ε1...n = 1.
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Appendix B

Dualities in string theory

There are various dualities in physics that relates two completely different theories. We are

going to give a brief outline of some important dualities appearing in string theory.

B.1 Electromagnetic duality

As we know the Dp-branes occuring in string theory are associated with U(1) charges that can

be both electrical and magnetic in nature. If we consider a point particle then it’s worldline is

electrically coupled to a 1-form gauge potential Aµ which appears in the action as

Q

∫
Aµ, (B.1.1)

where Q is the Maxwell charge associated with the point particle. Similarly, for a p-brane the

worldvolume is coupled to a p+ 1-form gauge potential A(p+1) under p+ 2-form electric field

strength tensor given by,

F(p+2) = dA(p+1) (B.1.2)

The magnetic dual of the field strength tensor is given by the Hodge star operation as,

?F(p+2) = F̃D−(p+2) (B.1.3)
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whereD is the spacetime dimension. For string theoryD = 10 which implies the magnetic field

strength associated to a p-brane is given by the (8− p)-form tensor F̃(8−p). The gauge potential

is a (7 − p)-form. In other words we can say, a p + 1-form gauge potential is electrically

coupled to a p-brane where as it’s magnetically coupled to a (6− p)-brane. In other words we

can say that, a p-brane is electromagnetic dual of a (6 − p)-brane. In that sense D0-brane is

dual to D6-brane, D1-brane is dual to D5-brane, D2-brane is dual to D4-brane and D3-brane is

self-dual.

B.2 S-duality

This duality is a symmetry of type-IIB string theory, since under S-duality type-IIB string

theory maps into itself. Also, under S-duality type-I superstring theory can be mapped to

SO(32) heterotic string theory. Under this duality two type-IIB string theories are equivalent

if their fields are related in the following way

g(E)
µν → g(E)

µν , Φ↔ −Φ, Bµν ↔ Cµν , (B.2.4)

where g(E)
µν is Einstein frame metric, Φ is the dilaton and Bµν , Cµν are the associated two form

fields. This is a kind of strong/weak duality as the asymptotic value Φ0 of string coupling is

related to dilaton by the following relation,

gs = eΦ0 (B.2.5)

Thus the coupling gs in one theory goes to 1/gs in the dual one. Also as the two-form NS-NS

field Bµν and the two-form Ramond-Ramond fields Cµν get interchanged under S-duality, it

can be interpreted as the S-duality interchanges fundamental strings and branes with D-branes.

For example under S-duality a fundamental string F1 along z transforms to D1-brane along z,

F1(z)↔ D1(z), (B.2.6)
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and a NS5 along z1 ↔ z5 brane gets transformed to a D5 along the same directions.

NS5(z1z2z3z4z5)↔ D5(z1z2z3z4z5). (B.2.7)

B.3 T-duality

This is a duality between type-IIA superstring theory and type-IIB superstring theory. Under T-

duality along a compact direction of radius R, closed strings in one theory mapped to the same

closed strings in a theory where the compact direction now have a radius of α′/R. Similarly if

we consider a compact volume V then under T-duality it maps to α′4/V .

The changing of the background fields under T-duality is governed by the Buscher rules.

These rules are for low energy effective action of string theory. According to these rules, at

lowest order the change of background fields for a T-duality along z-direction is given by,

G′zz =
1

Gzz

, (B.3.8)

G′µz =
Bµz

Gzz

, (B.3.9)

G′µν = Gµν −
GµzGνz −BµzBνz

Gzz

, (B.3.10)

B′µz =
Gµz

Gzz

, (B.3.11)

B′µν = Bµν −
BµzGνz −GµzBνz

Gzz

, (B.3.12)

e2φ′ =
e2φ

Gzz

, (B.3.13)

C ′
(n)
µ...ναz = C(n−1)

µ...να − (n− 1)
C

(n−1)
[µ...ν|zG|α]z

Gzz

, (B.3.14)

C
′(n)
µ...ναβ = C

(n+1)
µ...ναβz + nC

(n−1)
[µ...ναBβ]z + n(n− 1)

C
(n−1)
[µ...ν|zB|α|zG|β]z

Gzz

. (B.3.15)
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Appendix C

Verifying GGV by explicit computation of

equations of motion

In this Chapter the details of the computations of equations of motion are presented. In section

C.1 the minimal supergravity equations are considered for which dilaton is set to zero. Here the

computations are a bit simpler. The more general supergravity equations with non-zero dilaton

are considered in C.2.

C.1 Dilaton is zero

To establish the generalised Garfinkle-Vachaspati transform as a valid solution generating tech-

nique we computed the equations of motions via a brute force calculation. By doing so we

found that under GGV, the left and the right hand side of the Einstein equations transform in

the exactly the same way. This proves new solutions can be generated from existing solutions

by deforming with GGV. In our convention, Einstein equations are

Rµν =
1

4
FµλσFν

λσ, (C.1.1)

and matter field equations are

∇µF
µνρ = 0. (C.1.2)
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We need to show that the above equations transform covariantly under GGV. The calculations

are very straight-forward yet tedious. We can organize the computations as follows: (1) The

left hand side of the Einstein equations are analysed in section C.1.1, (2) Then we analysed the

right hand side of the Einstein equations in section C.1.2, (3) and finally in section C.1.3 matter

equations are analysed.

As discussed earlier in the main text, the generalised Garfinkle-Vachaspati transform of the

metric is given by,

g′µν = gµν + Ψ(kµlν + kνlµ). (C.1.3)

Here Ψ is a massless scalar that satisfies the wave equation with respect to the original back-

ground spacetime gµν ,

�Ψ = 0. (C.1.4)

The transformation (C.1.3) involves a null Killing vector kµ with satisfying the following con-

ditions

kµkµ = 0, ∇µkν +∇νkµ = 0, (C.1.5)

and another spacelike, unit normalised covariantly constant vector lµ that satisfies the follow-

ing:

lµlµ = 1, kµlµ = 0, ∇µlν = 0. (C.1.6)

Also note that lµ is orthogonal to kµ. The compatibility of Ψ with the Killing symmetries can

be written as,

kµ∇µΨ = 0, lµ∇µΨ = 0, (C.1.7)

these compatibility conditions preserve the Killing symmetries of the background.
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C.1.1 Left hand side of Einstein equations

The goal of this subsection is to obtain the expression for the transformation of the left hand

side of the Einstein equations (C.1.1). For this we need to compute the transformation of the

Ricci tensor which is given by

R′λν = Rλν −∇λΩ
µ
µν +∇µΩµ

λν + Ωµ
µρΩ

ρ
λν − Ωρ

µλΩ
µ
ρν , (C.1.8)

where the change Ωµ
λν in metric compatible connection :

Γ′
µ
λν = Γµλν + Ωµ

λν , (C.1.9)

is given by

Ωµ
λν =

1

2
g′µσ (∇λg

′
νσ +∇νg

′
σλ −∇σg

′
νλ) . (C.1.10)

The objective is to compute various pieces in equation (C.1.8) and then obtain the complete

expression for the transformed Ricci tensor.

By looking at the transformed metric (C.1.3) we can observe that the inverse transformed

metric is simply

g′µν = gµν + Ψ2kµkν −ΨSµν . (C.1.11)

Next, we introduce the notation,

Sµν = kµlν + kνlµ, (C.1.12)

hµν = ΨSµν , (C.1.13)

nµν = ∇µkν −∇νkµ. (C.1.14)

The change in the metric compatible connection, Ωµ
λν , can be organised in two terms,

Ωµ
λν = Ξµ

λν +
1

2
(Ψ2kµkα −ΨSµα)(∇λhνα +∇νhαλ −∇αhλν), (C.1.15)

where the first term Ξµ
λν is the combination that appears in the original Garfinkle-Vachaspati
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transform:

Ξµ
λν =

1

2
gµα(∇λhνα +∇νhαλ −∇αhλν). (C.1.16)

For the sake of convenience we make the following identification,

Kµ
νλ := ∇νS

µ
λ +∇λS

µ
ν −∇µSλν , (C.1.17)

using which it follows that

Ξµ
λν =

1

2
((∇νΨ)Sµλ + (∇λΨ)Sµν − (∇µΨ)Sνλ + ΨKµ

νλ) , (C.1.18)

and therefore,

Ωµ
λν = Ξµ

λν −
1

2
Ψkµ(kν∇λΨ + kλ∇νΨ). (C.1.19)

The trace of Ωµ
λν is easily seen to be zero

Ωµ
µλ = 0. (C.1.20)

Which implies the following simplified form of the transformation of the Ricci tensor (C.1.8)

R′λν = Rλν +∇µΩµ
λν − Ωρ

µλΩ
µ
ρν . (C.1.21)

We compute the above by computing the individual terms∇µΩµ
λν and Ωρ

µλΩ
µ
ρν . We can first

show that

2∇µΞµ
λν = (∇µ∇νΨ)Sµλ + (∇µ∇λΨ)Sµν − (∇µΨ)(∇µSνλ) + (∇µΨ)Kµ

νλ + Ψ(∇µK
µ
νλ),

(C.1.22)

where we have used ∇µS
µ
ν = 0 and the massless scalar field equation (C.1.4) for Ψ. With this

it’s easy to see that the first three terms of (C.1.22) combine to zero,

(∇µ∇νΨ)Sµλ + (∇µ∇λΨ)Sµν − (∇µΨ)(∇µSνλ) = 0. (C.1.23)
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For further simplification of (C.1.22) some of the identities required are analysed below

Kµ
νλ = (∇νk

µ −∇µkν)lλ + (∇λk
µ −∇µkλ)lν (C.1.24)

= nν
µlλ + nλ

µlν . (C.1.25)

It then follows that the fourth term of (C.1.22) simplifies to

(∇µΨ)Kµ
νλ = −2kµ[(∇ν∇µΨ)lλ + (∇λ∇µΨ)lν ], (C.1.26)

where we have used

(∇µΨ)nν
µ = −2kµ(∇ν∇µΨ). (C.1.27)

Inserting (C.1.25) in (∇µK
µ
νλ), the last term of (C.1.22) simplifies to

∇µK
µ
νλ = −2(�kν)lλ − 2(�kλ)lν , (C.1.28)

where we have also used

∇µnν
µ = −2�kν . (C.1.29)

When the dust settles, we get a simplified expression for equation (C.1.22):

∇µΞµ
λν = −lλ[kµ(∇ν∇µΨ) + Ψ�kν ]− lν [kµ(∇λ∇µΨ) + Ψ�kλ]. (C.1.30)

From (C.1.19) it then follows that

2∇µΩµ
λν = 2∇µΞµ

λν −Ψkµ[kν(∇µ∇λΨ) + kλ(∇µ∇νΨ)]. (C.1.31)

Similarly we can compute straightforwardly the other piece Ωρ
µλΩ

µ
ρν that is required in
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(C.1.21). We start by observing that

4Ωρ
µλΩ

µ
ρν = [2Ξρ

µλ −Ψkρ(kµ∇λΨ + kλ∇µΨ)][2Ξµ
ρν −Ψkµ(kρ∇νΨ + kν∇ρΨ)]

(C.1.32)

= 4Ξρ
µλΞ

µ
ρν . (C.1.33)

The combination Ξρ
µλΞ

µ
ρν is,

4Ξρ
µλΞ

µ
ρν = [(∇µΨ)Sρλ + (∇λΨ)Sρµ − (∇ρΨ)Sµλ + ΨKρ

µλ]

× [(∇ρΨ)Sµν + (∇νΨ)Sµρ − (∇µΨ)Sρν + ΨKµ
ρν . (C.1.34)

For further simplification, we use the following non-trivial identities, which can be easily es-

tablished:

SρµK
µ
ρν = 0, SµλK

µ
ρν = 0, (C.1.35)

SµνK
ρ
µλ = kνnλ

ρ, Kρ
µλK

µ
ρν = 4(∇µk

ρ)(∇ρk
µ)lλlν . (C.1.36)

After all these simplifications, we get

Ωρ
µλΩ

µ
ρν = −1

2
(∇ρΨ)(∇ρΨ)kλkν−

1

2
Ψkµ[kλ(∇µ∇νΨ)+kν(∇µ∇λΨ)]+Ψ2(∇µk

ρ)(∇ρk
µ)lλlν .

(C.1.37)

Therefore, a final simplified expression for the transformed Ricci tensor is

R′λν = Rλν − lλ[kµ(∇ν∇µΨ) + Ψ�kν ]− lν [kµ(∇λ∇µΨ) + Ψ�kλ]

+
1

2
(∇ρΨ)(∇ρΨ)kλkν −Ψ2(∇µk

ρ)(∇ρk
µ)lλlν . (C.1.38)

In the next subsection we verify that the right hand side of the Einstein equations (C.1.1) also

transform in exactly the same way.
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C.1.2 Right hand side of Einstein equations

For the computation of the right hand side first recall that under generalised Garfinkle-Vachaspati

transform (GGV) the two-form field transforms as

C → C ′ = C −Ψ kµdx
µ ∧ lνdxν . (C.1.39)

Here we need to use the transversality conditions (2.3.43) in order to match the transformed

right hand side of the Einstein equations (C.1.1) with the transformed left hand side (C.1.38).

So we write them again:

kµFµ
νρ = −nνρ, (C.1.40)

lµFµ
νρ = 0. (C.1.41)

As mentioned in the main text, a large class of minimal six-dimensional supergravity solutions

uplifted to ten-dimensional type-IIB supergravity, satisfy these conditions. Introducing the

notation

mµν = kµlν − kνlµ, (C.1.42)

we have

C ′µν = Cµν −Ψ(kµlν − kνlµ) (C.1.43)

= Cµν −Ψmµν . (C.1.44)

It then simply follows that

F ′µνρ = ∂µCνρ + ∂ρCµν + ∂νCρµ − ∂µ(Ψmνρ)− ∂ρ(Ψmµν)− ∂ν(Ψmρµ) (C.1.45)

= ∂µCνρ + ∂ρCνµ + ∂µCρν −Qµνρ −ΨPµνρ (C.1.46)

= Fµνρ −Qµνρ −ΨPµνρ, (C.1.47)
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where

Qµνρ = (∂µΨ)mνρ + (∂ρΨ)mµν + (∂νΨ)mρµ, (C.1.48)

Pµνρ = ∂µmνρ + ∂ρmµν + ∂νmρµ. (C.1.49)

Inserting (C.1.42) in (C.1.49) we get,

Pµνρ = ∂µ(kνlρ − kρlν) + ∂ρ(kµlν − kνlµ) + ∂ν(kρlµ − kµlρ) (C.1.50)

= (∂µkν − ∂νkµ)lρ + (∂ρkµ − ∂µkρ)lν + (∂νkρ − ∂ρkν)lµ (C.1.51)

= nµνlρ + nρµlν + nνρlµ. (C.1.52)

For the computation of the right hand side we need to obtain the expression for the transformed

three-form field with two of the indices raised i.e.Fνρσ. To do this we raise the indices on the

three-form field Fµνλ each at a time. Raising the first index we get

F ′σνρ = g′µσF ′µνρ (C.1.53)

= (gµσ + Ψ2kµkσ −ΨSµσ)(Fµνρ −Qµνρ −ΨPµνρ), (C.1.54)

which can be simplified to

F ′σνρ = F σ
νρ −Qσ

νρ −ΨP σ
νρ + Ψlσnνρ + Ψkσ[(∂νΨ)kρ − (∂ρΨ)kν ]. (C.1.55)

by the use of the following identities

kµQµνρ = 0, kµPµνρ = 0, (C.1.56)

SµσFµνρ = −lσnνρ, SµσPµνρ = kσnνρ, (C.1.57)

SµσQµνρ = kσ[kρ(∂νΨ)− kν(∂ρΨ)]. (C.1.58)
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Similarly raising the second index we get,

F ′σηρ = g′
ην
F ′σνρ

= F ση
ρ −Qση

ρ −ΨP ση
ρ + Ψlσnηρ + Ψkσ[(∂ηΨ)kρ − (∂ρΨ)kη]

−Ψlη(nσρ)−Ψkη[(∂σΨ)− kσ(∂ρΨ)]. (C.1.59)

With the above expressions we can readily compute the right hand side of the Einsteins equa-

tions. However, it turns out by raising all the three indices of the three-form field we get a

much simpler expression for F ′ which appears to be easier to work with in various computa-

tions. Hence, before turning to the Einstein equations first we write the expression for F ′ with

all three indices raised. It can be straightforwardly computed that

F ′σηα = g′ραF ′σηρ (C.1.60)

= F σηα −Qσηα −ΨP σηα + Ψlσnηα + Ψkσ[(∂ηΨ)kα − (∂αΨ)kη]

−Ψlη(nσα)−Ψkη[kα(∂σΨ)− kσ(∂αΨ)]) + Ψ2kαkρF ση
ρ −ΨSαρF ση

ρ

+ΨSαρQση
ρ + Ψ2SαρP ση

ρ (C.1.61)

= F σηα −Qσηα −Ψ(nσηlα + nασlη + nηαlσ) + Ψlσnηα

+Ψkσ[(∂ηΨ)kα − (∂αΨ)kη]−Ψlη(nσα)−Ψkη[kα(∂σΨ)− kσ(∂αΨ)])

+Ψlα(nση) + Ψkα[kη(∂σΨ)− kσ(∂ηΨ)]

= F σηα −Qσηα + Ψkσ[(∂ηΨ)kα − (∂αΨ)kη]−Ψkη[kα(∂σΨ)− kσ(∂αΨ)])

+Ψkα[kη(∂σΨ)− kσ(∂ηΨ)] (C.1.62)

= F σηα −Qσηα, (C.1.63)

which is a remarkably simple equation. With this now we can compute the transformed right

hand side of (C.1.1). By the use of the following identities

−FλαβQδαβ −QλαβF
δαβ = −4[lδ(∇λ∇βΨ) + lλ(∇δ∇βΨ)]kβ, (C.1.64)

QλαβQ
δαβ = 2(∂βΨ)(∂βΨ)kλk

δ, (C.1.65)
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PλαβQ
δαβ = 4kδkα(∇λ∇αΨ), PλαβF

δαβ = 4lλ�k
δ, (C.1.66)

we get the following simplified expression for the right hand side of the Einstein’s equations

1

4
F ′λαβF

′δαβ =
1

4
FλαβF

δαβ − [lδ(∇λ∇βΨ) + lλ(∇δ∇βΨ)]kβ

+
1

2
(∇βΨ)(∇βΨ)kλk

δ + Ψkδkα(∇λ∇αΨ)−Ψlλ�k
δ. (C.1.67)

From this expression it can be easily seen that F ′λαβF
′λαβ = FλαβF

λαβ = 0. Moreover,

1

4
g′νδF

′
λαβF

′δαβ =
1

4
(gνδ + ΨSνδ)F

′
λαβF

′δαβ (C.1.68)

=
1

4
FλαβFν

αβ − [lν(∇λ∇µΨ) + lλ(∇ν∇µΨ)]kµ +
1

2
(∇ρΨ)(∇ρΨ)kλkν

−Ψlλ�kν −Ψlν�kλ + Ψ2lλlν(∇αkδ)(∇αk
δ), (C.1.69)

where we have used the identities

Fλαβn
αβ = 4�kλ, (C.1.70)

Sνδ�k
δ = lνkδ�k

δ. (C.1.71)

We see that the right hand side matches with the left hand side. Next we compute the matter

field equations.

C.1.3 Matter field equations

The matter field equations are

∇µF
µνρ = 0. (C.1.72)
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Under the deformation of the metric (C.1.3) and the form field (C.1.39) the left hand side of the

above equation transforms as

∇′µF ′µνρ = ∇µF
′µνρ + Ωµ

µσF
′σνρ + Ων

µσF
′µσρ + Ωρ

µσF
′µνσ (C.1.73)

= ∇µF
′µνρ (C.1.74)

= ∇µF
µνρ −∇µQ

µνρ. (C.1.75)

Using the background matter field equation (C.1.72) the first term in the above expression is

readily zero. For the second term in (C.1.75), we have via (C.1.48)

Qµνρ = gµσgνηgραQσηα (C.1.76)

= (∇µΨ)mνρ + (∇νΨ)mρµ + (∇ρΨ)mµν . (C.1.77)

Applying the covariant∇µ on this expression we find,

∇µQ
µνρ = (�Ψ)mνρ + (∇µΨ)[lρ(∇µk

ν)− lν(∇µk
ρ)] + (∇µ∇νΨ)(kρlµ − kµlρ)

+ (∇µ∇ρΨ)(kµlν − kνlµ). (C.1.78)

Using

�Ψ = 0, (C.1.79)

lµ(∇µ∇νΨ) = 0, (C.1.80)

kµ(∇µ∇νΨ) = (∇µΨ)(∇µk
ν), (C.1.81)

we get

∇′µF ′µνρ = ∇µQ
µνρ = 0. (C.1.82)

This proves the covariance of the matter field equations (C.1.72). Thus under GGV solutions

of type-IIB supergravity are mapped to new solutions of type-IIB supergravity.
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C.2 Non-zero dilaton

In this section we establish that generalised Garfinkle-Vachaspati (GGV) transform is a valid

solution generating technique for more general supergravity solutions involving non-zero dila-

ton. Here the computation is a bit tricky yet one can relate them to the dilaton free case in a

special frame so-called conformal frame which I shall introduce below.

The main text has GGV presented in the string frame which is useful in the sense that the

examples we studied in Chapter 3 are easier to work with in the string frame. However, for the

verification of the technique it is most convenient to work in the so-called conformal frame.

After establishing the technique in the conformal frame, it can be readily written in any frame

we like. In section C.2.4 we provide a brief summary of GGV in string, Einstein, and what we

call conformal frame.

As in case of vanishing dilaton studied in section C.1, we explicitly compute and show the

matching between the transformed left hand side and the transformed right hand side of the IIB

equations.

The system of interest consists of a six-dimensional metric with associated antisymmetric

2-form field Cµν and dilaton φ which is lifted to ten-dimensional IIB theory compactified on

T4. The minimal six-dimensional supergravity coupled to one self-dual tensor multiplet has the

following supergravity action [66]

S6 =
1

16πG6

∫
d6x
√
−g
[
R− (dφ)2 − 1

12
e2φFµνρF

µνρ

]
, (C.2.83)

For ten-dimensional fields we follow Polchinski’s conventions in which we can write the ten-

dimensional IIB string frame action as

SRR =
1

16πG10

∫
d10x
√
−g
[
e−2Φ[R + 4(dΦ)2]− 1

12
FµνρF

µνρ

]
. (C.2.84)

where F is the self-dual three-form field strength corresponding to the RR 2-form potential

C(2). The six-dimensional fields are embedded in ten-dimensions as

ds2
(S) = ds2

6 + eφds2
4, (C.2.85)
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where ds2
(S) is the ten-dimensional metric and ds2

4 =
∑4

i=1 dz
idzi is the flat torus metric. The

subscript (S) denotes that the metric is in string frame. The six-dimensional dilaton, φ is defined

as the scalar function that relates the six-dimensional string frame action with the Einstein

frame action. For the particular embedding of interest, the ten-dimensional dilaton is same as

the six-dimensional dilaton

Φ = φ, (C.2.86)

and the ten-dimensional 2-form R-R field is also the same as the six-dimensional 2-form field

with the torus components set to zero. In the Einstein-frame the ten-dimensional metric takes

the form,

ds2
(E) = e−φ/2ds2

6 + eφ/2ds2
4. (C.2.87)

In a standard IIB conventions [20, 21], the Einstein frame bosonic field equations are

Rµν =
1

2
∇µΦ∇νΦ +

1

4
eΦ

(
FµρσFν

ρσ − 1

12
gµνFρσκF

ρσκ

)
, (C.2.88)

∇µ

(
eΦF µρσ

)
= 0, (C.2.89)

�Φ =
1

12
eΦFρσκF

ρσκ. (C.2.90)

We need to check the covariance of the above equations under the GGV transform (which we

are going to define). Then, by computing the transformed left hand side and the right hand side

of the Einstein equations (C.2.88) we will verify that GGV is an effective solution generating

technique including dilaton as well.

C.2.1 Left hand side of Einstein equations

For the implementation of Generalised Garfinkle-Vachaspati transform we need a null Killing

vector and a spacelike Killing vector. The analysis of the equations of motion in case of non-

zero dilaton can be closely related to that in section C.1 by performing the computations in

the so-called conformal frame. This is because here for non-zero dilaton we do not have any

covariantly constant vectors along the torus directions neither in the Einstein frame nor in

the string frame. By performing a conformal transformation we can get covariantly constant
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spacelike vectors lµ(i) along torus direction which is discussed below.

The conformal transformation that provides us with spacelike covariantly constant vectors

is defined by multiplication of the Einstein frame metric with a factor of e−φ/2. The new metric

thus obtained is called as the “conformal frame” metric. It takes the form,

ds2
(C) = e−φ/2ds2

(E) = e−φds2
6 + ds2

4 = g̃µνdx
µdxν . (C.2.91)

For kµ being a null Killing vector of the six-dimensional metric ds2
6, it is also a null Killing

vector for the ten-dimensional string frame metric ds2
(S) cf. (C.2.85). The compatibility property

of dilaton with the Killing symmetry is given by

kµ∂µφ = 0. (C.2.92)

It can be readily seen that the conformal frame metric ds2
(C) also admits the same Killing vector.

The contravariant (upper index) form of the Killing vector kµ always has the same components

irrespective of the metric under consideration. However, it’s not the same for the covariant form

of the Killing vector kµ and we need to use proper notations for the Killing vectors in different

frames of the metric to avoid any confusion. We use the notation k̃µ for the conformal frame

Killing 1-form. For the contravariant form of the vector we use k̃µ, but note that k̃µ ≡ kµ. This

is a convenient notation. It follows that

0 = (Lk̃g̃)µν = ∇̃µk̃ν + ∇̃ν k̃µ, (C.2.93)

where ∇̃µ is the conformal frame metric compatible covariant derivative. In this transformed

frame the torus directions provide covariantly constant unit normalised spacelike (Killing) vec-

tors orthogonal to k̃µ:

l(i) = l̃µ(i)∂µ = ∂zi . (C.2.94)

Furthermore, we have that

l̃µ∂µφ = 0. (C.2.95)
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Now in the conformal frame we are equipped with a null Killing vector k̃µ and covariantly

constant spacelike vectors l̃µ(i). Using the same methods as in C.1 we can compute the left

and right hand sides of the transformed equations. By doing so, we obtained (i) the right

set of transformation rules for the metric and the associated matter fields, (ii) equations to be

satisfied by the background spacetime for the technique to work, and (iii) the correct scalar

field equation for Ψ. Once we establish the technique in conformal frame, we can go to string

or Einstein frame metric by appropriate conformal transformation.

Before going into the computations of the equations of motion let us write the expressions

for the transformation of the covariant derivative and that of the Ricci tensor under a conformal

transformation of the metric. We are going to need these rules for our computations. For the

conformal transformation of the n-dimensional metric g̃µν = Ω2gµν , the covariant derivative

transforms as

∇̃µων = ∇µων − Cρ
µνωρ, (C.2.96)

where

Cρ
µν = δρµ∇ν(ln Ω) + δρν∇µ(ln Ω)− gµνgρσ∇σ(ln Ω), (C.2.97)

and the Ricci tensor transforms as,

R̃µν = Rµν − (n− 2)∇µ∇ν(ln Ω)− gµνgρσ∇ρ∇σ(ln Ω) + (n− 2)(∇µ ln Ω)(∇ν ln Ω)

−(n− 2)gµνg
ρσ(∇ρ ln Ω)(∇σ ln Ω). (C.2.98)

In our case Ω = e−φ/4 and the conformal frame metric is related to the Einstein frame metric

by

g̃(C)
µν = e−φ/2g(E)

µν . (C.2.99)

Using the expressions in C.2.97 and C.2.98, the Einstein equations take the following form in

the conformal frame

R̃µν = 2∇̃µ∇̃νφ+
1

4
g̃ραg̃σβFµρσFναβ. (C.2.100)

So the generalised Garfinkle-Vachaspati (GGV) in the conformal frame should be of a form

such that the above equations C.2.100 remain covariant under the transform. Keeping this in

153



mind, we postulate the GGV in the conformal frame to be,

g̃µν → g̃′µν = g̃µν + Ψ(k̃µl̃ν + k̃ν l̃µ), (C.2.101)

Cµν → C ′µν = Cµν −Ψ (k̃µl̃ν − k̃ν l̃µ). (C.2.102)

We will see from the analysis below that the above transformation generates a new solution

when the background spacetime configuration satisfies a “transversality” condition:

k̃µF̃µνρ = −(dk̃)νρ, (C.2.103)

and the scalar Ψ satisfies,

�̃Ψ + 2(∂µφ)g̃µν(∂νΨ) = 0. (C.2.104)

We can see that by setting φ = 0, the scalar field equation (C.2.104) reduces to the minimally

coupled massless scalar equation (C.1.4) for the dilaton free case. And also the transversality

condition (C.2.103) has exactly the same form as for the dilaton free case (C.1.40) which is

a remarkable feature of this conformal frame. The consistency of the transversality condition

with the Einstein equations (C.2.100) can be checked straightforwardly as in the dilaton free

case. Even for the present case it turns out to be the “square root” of a doubly contracted

Einstein equations. To see this we first contract the left hand side of the Einstein equations

(C.2.100) twice with the null Killing vector k̃µ, which on simplification,

R̃µν k̃
µk̃ν = −k̃λ�̃k̃λ =

1

4
(∇̃ρk̃σ − ∇̃σk̃ρ)(∇̃ρk̃σ − ∇̃σk̃ρ). (C.2.105)

Contracting the right hand side similarly, we first note that,

k̃µk̃ν∇̃µ∇̃νφ = 0. (C.2.106)

Therefore, the contracted Einstein equations simply reduce to

(∇̃ρk̃σ − ∇̃σk̃ρ)(∇̃ρk̃σ − ∇̃σk̃ρ) = (k̃µF̃µρσ)(k̃νF̃ν
ρσ), (C.2.107)
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which is just the square of the transversality condition (C.2.103).

Let the conformal frame Einstein equations (C.2.100) after perfoming GGV takes the fol-

lowing covariant form,

R̃′µν = 2∇̃′µ∇̃′νφ+
1

4
g̃′
ρα
g̃′
σβ
F ′µρσF

′
ναβ. (C.2.108)

The computation of the left hand side of the GGV trasnformed Einstein equation (C.2.108)

involves the computation of the transformed Ricci tensor which is straightforward and we can

simply follow the steps from C.1. The transformed Ricci tensor in the conformal frame turns

out to be1,

R̃′λν = R̃λν − l̃λ[k̃µ(∇̃ν∇̃µΨ) + Ψ�̃k̃ν ]− l̃ν [k̃µ(∇̃λ∇̃µΨ) + Ψ�̃k̃λ]

+
1

2
(∇̃ρΨ)(∇̃ρΨ)k̃λk̃ν −Ψ2(∇̃µk̃

ρ)(∇̃ρk̃
µ)l̃λl̃ν −

1

2
�̃ΨS̃λν , (C.2.109)

where we have introduced the notation

S̃µν = k̃µl̃ν + k̃ν l̃µ. (C.2.110)

By contracting two of the indices in C.2.109 it can be readily checked that R̃′ = R̃ i.e Ricci

scalar remains invariant under the GGV transform.

C.2.2 Right hand side of Einstein equations

The GGV transform (C.2.101)–(C.2.102) does not alter dilaton in the theory. The two-form

field transforms as (C.2.102). Note that under conformal transformation the form fields in

their covariant form do not change. Only the metric, hence the associated covariant derivative,

metric compatible connection, and Ricci tensor changes. Thus we do not need to use different

notations for the two-form fields in different frames. However, since the raising and lowering of

indices completely depends on the metric so to avoid confusion, we put tildes on the two-form

1We have confirmed this transformation using Cadabra [67, 68] too.
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field in the conformal frame. The GGV on the conformal frame two-form is then,

C̃ → C̃ ′ = C̃ −Ψ k̃µdx
µ ∧ l̃νdxν . (C.2.111)

To compute the transformation of the right hand side of the Einstein equation (C.2.100), we

simply follow the steps from C.1. We introduce

m̃µν = k̃µl̃ν − k̃ν l̃µ, (C.2.112)

and write the transformed R-R two-form field (C.2.111) as

C̃ ′µν = C̃µν −Ψm̃µν . (C.2.113)

We then find that

F̃ ′µνρ = F̃µνρ − Q̃µνρ −ΨP̃µνρ, (C.2.114)

where

Q̃µνρ = (∂µΨ)m̃νρ + (∂ρΨ)m̃µν + (∂νΨ)m̃ρµ, (C.2.115a)

P̃µνρ = ∂µm̃νρ + ∂ρm̃µν + ∂νm̃ρµ. (C.2.115b)

As done before in C.1, we need to raise the indices on F̃µνρ and contract them appropriately

with another F̃µνρ. We find

F̃ ′σηα = F̃ σηα − Q̃σηα, (C.2.116)

and

1

4
F̃ ′λαβF̃

′δαβ =
1

4
F̃λαβF̃

δαβ − [l̃δ(∇̃λ∇̃βΨ) + l̃λ(∇̃δ∇̃βΨ)]k̃β

+
1

2
(∇̃βΨ)(∇̃βΨ)k̃λk̃

δ + Ψk̃δk̃α(∇̃λ∇̃αΨ)−Ψl̃λ�k̃
δ. (C.2.117)
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From this last expression it can be easily seen that

F̃ ′αβγF̃
′αβγ = F̃αβγF̃

αβγ. (C.2.118)

Similarly, the transformation of the dilaton term in (C.2.100) turns out to be:

2∇̃′µ∇̃′νφ = 2∇̃µ∇̃νφ+ g̃ρσ(∇̃σΨ)S̃µν(∂ρφ)− 2Ψ[(∇̃µk̃
ρ)l̃ν + (∇̃ν k̃

ρ)l̃µ](∇̃ρφ). (C.2.119)

Comparing with the left hand side (C.2.109), it is confirmed that both sides transform exactly

in the same way provided,

−1

2
S̃µν�̃Ψ = g̃ρσ(∇̃σΨ)S̃µν(∂ρφ)− 2Ψ[(∇̃µk̃

ρ)l̃ν + (∇̃ν k̃
ρ)l̃µ](∇̃ρφ), (C.2.120)

which looks like a non-trivial tensor equation for the scalar Ψ. Fortunately, we can sim-

plify the above expression by making use of the background Einstein equations. The term

2(∇̃µk̃
ρ)(∇̃ρφ) is simplified to

2(∇̃µk̃
ρ)(∇̃ρφ) = −2k̃ρ(∇̃µ∇̃ρφ). (C.2.121)

The right hand side of the above equation can be written as,

−2k̃ρ(∇̃µ∇̃ρφ) = −2k̃ρ
(
R̃µρ −

1

4
F̃µ

αβF̃ραβ

)
= −2k̃ρR̃µρ +

1

2
F̃µ

αβ(−ñαβ) (C.2.122)

where

ñµν = ∇̃µk̃ν − ∇̃ν k̃µ (C.2.123)

and we have used background Einstein equation (C.2.100). Using the identities

k̃ρR̃µρ = −�̃k̃µ, ñαβF̃µ
αβ = 4�̃k̃µ, (C.2.124)

we get,

−2k̃ρ(∇̃µ∇̃ρφ) = 0. (C.2.125)
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Similarly,

2(∇̃ν k̃
ρ)(∇̃ρφ) = 0. (C.2.126)

As a result of these simplifications, the complicated tensor equation (C.2.120) for Ψ becomes

a much simpler scalar equation,

�̃Ψ + 2(∂µφ)g̃µν(∂νΨ) = 0, (C.2.127)

equivalently,

∇̃µ(e2φg̃µν(∂νΨ)) = 0. (C.2.128)

Next we compute the matter field equation.

C.2.3 Matter field equations

The 2-form field equation in Einstein frame is (C.2.89). Note that under conformal transforma-

tion the metric compatible covariant derivative transforms as

∇̃µω
µνρ = ∇µω

µνρ + Cµ
µγω

γνρ + Cν
µαω

µαρ + Cρ
µβω

µνβ, (C.2.129)

with Cν
µα given in equation (C.2.97). For the transformation from Einstein frame to the confor-

mal frame ln Ω = −φ
4
. With these equations it is straightforward to find that the 2-form field

equation in the conformal frame is,

∇̃µ(e2φF̃ µνρ) = 0. (C.2.130)

We need to check the covariance of the matter field equation (C.2.130) in order to confirm

the validity of our generalised GV transform. The dilaton field does not transform under the

generalised GV transform. The transformation of the 3-form field strength as computed in the

previous section (C.2.116) where all the three indices are contravariant (upper) is,

F̃ ′µνρ = F̃ µνρ − Q̃µνρ. (C.2.131)
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Therefore, under the GGV transformation the left hand side of the matter field equation (C.2.130)

transforms as

∇̃′µ(e2φF̃ ′µνρ) = ∇̃µ(e2φ(F̃ µνρ − Q̃µνρ)), (C.2.132)

where

Q̃µνρ = (∇̃µΨ)m̃νρ + (∇̃νΨ)m̃ρµ + (∇̃ρΨ)m̃µν , (C.2.133)

and recall that m̃µν = k̃µl̃ν − k̃ν l̃µ = mµν . The above expression (C.2.132) is obtained exactly

in the same way as for the case of vanishing dilaton C.1. Expanding the above expression and

using (C.2.127) one can show that

∇̃′µ(e2φF̃ ′µνρ) = ∇̃µ(e2φF̃ µνρ) = 0. (C.2.134)

Obtaining the rules of generalised Garfinkle-Vachaspati transform in the conformal frame now

we can easily convert them to other frames. In the following section we shall summarize the

GGV in different frames.

C.2.4 Summary in different R-R and NS-NS frames

GGV is a valid solution generating technique which is made clear by explicitly verifying the

equations of motion in the conformal frame. For the application of GGV to solutions of interest

it is easier to work in string frame or Einstein frame for which we need to perform the inverse

conformal transformation on the expressions obtained in the conformal frame.

Also the Ramond-sector equations can be transformed to NS-sector by the use of S-duality

[B.2].

First let us summarize the conformal frame set of equations:

Conformal frame: The generalised Garfinkle-Vachaspati transform is

g̃µν → g̃′µν = g̃µν + Ψ(k̃µl̃ν + k̃ν l̃µ), (C.2.135)

Cµν → C ′µν = Cµν −Ψ (k̃µl̃ν − k̃ν l̃µ). (C.2.136)
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with scalar Ψ satisfying

∇̃µ(e2φg̃µν(∂νΨ)) = 0, (C.2.137)

and the 2-form C-field satisfying the transversality condition

k̃µF̃µνρ = −(dk̃)νρ. (C.2.138)

In this frame the vector l̃µ is covariantly constant and unit normalised.

By performing a conformal transformation by the factor g(E)
µν = eφ/2g̃µν GGV can be re-

written in the Einstein frame which we discuss below:

Einstein frame: In this frame the spacelike vector lµ is not covariantly constant rather satis-

fies

∇(E)
µ l(E)

ν =
1

4
[l(E)
ν (∂µφ)− l(E)

µ (∂νφ)]. (C.2.139)

It of course satisfies the Killing equation,

∇(E)
µ l(E)

ν +∇(E)
ν l(E)

µ = 0, (C.2.140)

and is normalised as lµ(E)l
(E)
µ = eφ/2.

After the conformal transformation from the conformal frame to Einstein frame Ψ satisfies

the following equation:

�(E)Ψ = 0. (C.2.141)

The transversality condition (C.2.103) becomes

kµ(E)Fµνρ = −d(e−φ/2k(E))νρ. (C.2.142)

The GGV transform takes the form

g(E)
µν → g(E)

µν + Ψe−φ/2(k(E)
µ l(E)

ν + k(E)
ν l(E)

µ ), (C.2.143)

C → C −Ψe−φ(k(E)
µ l(E)

ν − k(E)
ν l(E)

µ ). (C.2.144)
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String frame: Similarly the string frame GGV can be obtained by performing the conformal

transformation by the factor g(S)
µν = eφ/2g

(E)
µν . This is the frame which we have used exclusively

in Chapter 3 of the main text. So we present some more details in this case. The spacelike

vector lµ(S) is again not covariantly constant. It satisfies

∇(S)
µ l(S)

ν =
1

2
[l(S)
ν (∂µφ)− l(S)

µ (∂νφ)], (C.2.145)

∇(S)
µ l(S)

ν +∇(S)
ν l(S)

µ = 0, (C.2.146)

It is now normalised as lµ(S)l
(S)
µ = eφ.

The scalar equation satisfied by Ψ in the string frame looks like,

�(S)Ψ− 2(∂µφ)gµν(S)(∂νΨ) = 0, (C.2.147)

equivalently

∇(S)
µ (e−2φgµν(S)∂νΨ) = 0. (C.2.148)

The transversality condition (C.2.103) becomes

kµ(S)Fµνρ = −d(e−φk(S))νρ. (C.2.149)

The GGV transform takes the form

g(S)
µν → g(S)

µν + Ψe−φ(k(S)
µ l(S)

ν + k(S)
ν l(S)

µ ), (C.2.150)

C → C −Ψe−2φ(k(S)
µ l(S)

ν − k(S)
ν l(S)

µ ). (C.2.151)

For convenience we write the string frame equations of motion by omitting the superscript

(S). The IIB string frame action with RR 2-form C(2) with F (3) = dC(2) is

S =
1

16πG

∫
d10x
√
−g
[
e−2Φ[R + 4(dΦ)2]− 1

12
FµνρF

µνρ

]
, (C.2.152)
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and the resulting equations of motion are

Rµν + 2∇µ∇νΦ =
1

4
e2Φ

(
FµρσFν

ρσ − 1

6
FρσκF

ρσκgµν

)
, (C.2.153)

∇µF
µνρ = 0, (C.2.154)

R + 4∇2Φ− 4(∇Φ)2 = 0. (C.2.155)

In case of non-zero dilaton we have two different sectors namely, the Ramond-Ramond

sector and the NS-NS sector which are related by duality. For the application of GGV to F1-

P system 3.3.2 we need the set of rules in the NS-NS sector as well. It can be obtained by

performing a S-duality which is discussed in B.2.

NS-NS sector string frame: Embedding of interest of the six-dimensional theory (C.2.83)

in the ten-dimensional NS-NS sector string frame is as follows

ds2
(S) = e−φds2

6 + ds2
4, (C.2.156)

with ten-dimensional dilaton,

Φ = −φ. (C.2.157)

The six-dimensional 2-form field is now the 2-form B-field with zero components in the four

torus directions.

In this embedding the torus Killing vectors are unit normalised and are covariantly constant.

In this set-up the GGV transform takes the form,

gµν → gµν + Ψ(kµlν + kνlµ) (C.2.158)

Bµν → Bµν −Ψ(kµlν − kνlµ) (C.2.159)

The transversality condition reads,

kµHµνρ = −(dk)νρ, (C.2.160)

162



and the scalar wave equation for the field Ψ becomes

∇µ(e−2φgµν∇νΨ) = 0. (C.2.161)

NS-NS sector Einstein frame: In Einstein frame, embedding (C.2.156) reads,

ds2
(E) = e−Φ/2ds2

(S) = eφ/2ds2
(S) = e−φ/2ds2

6 + eφ/2ds2
4. (C.2.162)

We note that this metric is same as (C.2.87). The two embeddings are related by S-duality:

g(E)
µν → g(E)

µν , Φ→ −Φ, Cµν → Bµν . (C.2.163)

In this set-up the GGV transform takes the form,

g(E)
µν → g(E)

µν + Ψeφ/2(k(E)
µ l(E)

ν + k(E)
ν l(E)

µ ), (C.2.164)

Bµν → Bµν −Ψeφ(k(E)
µ l(E)

ν − k(E)
ν l(E)

µ ). (C.2.165)

The transversality condition reads, kµ(E)Hµνρ = −(d(eφ/2k(E)))νρ, and the scalar wave equation

for the field Ψ becomes �(E)Ψ = 0.
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Appendix D

BW and GMR formalisms

In this appendix, we are going to give a brief review of the Gutowski-Martelli-Reall (GMR)

and the Bena-Warner (BW) formalisms, then obtained the relation between the two notations.

Similar computations were also done in [95–97].

D.1 Gutowski-Martelli-Reall formalism

In the GMR formalism [65], we work with minimal six-dimensional supergravity. The nota-

tions we are going to use are the same as followed in the appendix A of reference [33]. The

bosonic field content of this theory consists of metric gµν and a self-dual three-form Gµνρ.

GMR showed that any 6D supergravity solution preserving some amount of supersymmetries

can be written in the following general form

ds2 = −H−1(dv + β)

(
du+ ω +

F
2

(dv + β)

)
+Hhmndx

mdxn, (D.1.1)

where hmn is a metric on a four-dimensional almost hyper-Kähler base manifold. These mani-

folds are Calabi-Yau manifolds and characterized in terms of three complex quaternionic struc-

tures (for more details see [22]). β and ω are one-forms on this base space and independent of

the u-direction. Similarly F and H are functions on the base space. In general hmn, β, ω F
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and H can be v-dependent. In that case the only null Killing vector is given by

k =
∂

∂u
, (D.1.2)

However, to compare with the Bena-Warner formalism [72], we restrict ourselves only to v-

independent solutions. Then the six-dimensional field strength G takes the form

F = 2G = ?dH −H−1(dv + β) ∧
(
dω − ?dω

2

)
+H−1

(
du+ ω +

F
2

(dv + β)

)
∧
(
dβ +H−1(dv + β) ∧ dH

)
.(D.1.3)

In the GMR formalism using Killing spinor techniques the 6D equations of motion reduce

to 4D equations which are easier to solve. By analysing the Killing spinor equations, the

equations of motion can be written as

?d ? dF − 1

2
(G+)2 = 0, (D.1.4)

d ? dH +
dβ ∧ G+

2
= 0, (D.1.5)

dβ − ?dβ = 0, (D.1.6)

dG+ = 0. (D.1.7)

Here the Hodge star is with respect to 4-dimensional base metric hµν and self-dual two-form

G+ is defined as

G+ =
1

2H
(dω + ?dω + Fdβ) . (D.1.8)

We also note that ?d ? dF = −∇2F and (G+)2 = (G+)mn(G+)mn.

D.2 Bena-Warner formalism

As shown in [72] by Bena and Warner, solutions that preserve same supersymmetries as those

of three charge black hole and black ring admit a general form in which one forms are defined

on a four dimensional hyper-Kähler base space. This simplest formalism developed by Bena
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and Warner have the most symmetric form in the eleven-dimensional M-theory frame. There

we have intersecting branes on the six-torus with coordinates (z1, . . . , z6), denoted as M2(12)–

M2(34)–M2(56). Further details on brane intersection can be found in the review [98]. The

eleven-dimensional metric takes the following symmetrical form,

ds2
11 = ds2

5 + ds2
T6 , (D.2.9)

where ds2
T6 is metric on the six-torus,

ds2
T6 = (Z2Z3Z

−2
1 )

1
3 (dz2

1 + dz2
2) + (Z1Z3Z

−2
2 )

1
3 (dz2

3 + dz2
4) + (Z1Z2Z

−2
3 )

1
3 (dz2

5 + dz2
6),

(D.2.10)

and ds2
5 is the metric on five-dimensional transverse spacetime,

ds2
5 = −(Z1Z2Z3)−

2
3 (dt+ κ)2 + (Z1Z2Z3)

1
3hmndx

mdxn, (D.2.11)

where hmn is the metric on a 4-dimensional hyper-Kähler base space. The three-form potential

A associated to the metric (D.2.9) is written in terms of three one-form potentials A(I) which

depend on the non-compact five-dimensional spacetime with metric ds2
5. The potential is of the

following symmetric form,

A = A(1) ∧ dz1 ∧ dz2 + A(2) ∧ dz3 ∧ dz4 + A(3) ∧ dz5 ∧ dz6, (D.2.12)

The one-forms A(I) on the non-compact space in turn take the form,

A(I) = −(dt+ κ)

ZI
+ ωI , (D.2.13)

where κ and ωI are one-forms on the four-dimensional base space while ZI are functions on

the base space.
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The functions ZI and the one-forms κ and ωI are satisfy the BW equations [72]:

dωI = ?dωI , (D.2.14)

dκ+ ?dκ = ZIdωI , (D.2.15)

∇2ZI =
1

2
|εIJK | ? (dωJ ∧ dωK), (D.2.16)

where the Hodge star is with respect to the four-dimensional base metric hmn.

In order to compare with the GMR formalism which is in six-spacetime dimensions, we first

need to perform a dimensional reduction on the M-theory form of the Bena-Warner solution

for its reduction to ten-dimensions. After the dimensional reduction the solution reduces to the

intersecting D-brane solution D2(12)–D2(34)–F1(5) of type-IIA theory. Upon performing a set

of dualities it can be mapped to type IIB D1-D5-P solution.

Performing a dimensional reduction on (D.2.9) along the z6-direction the resulting IIA met-

ric in the string frame is,

ds2
10 = − 1

Z3

√
Z1Z2

(dt+ κ)2 +
√
Z1Z2hmndx

mdxn

+

√
Z2

Z1

(dz2
1 + dz2

2) +

√
Z1

Z2

(dz2
3 + dz2

4) +

√
Z1Z2

Z3

dz2
5 , (D.2.17)

with IIA dilaton,

e2φ =

√
Z1Z2

Z3

, (D.2.18)

and with three-form RR field,

Cµz1z2 = A(1)
µ , (D.2.19)

Cµz3z4 = A(2)
µ , (D.2.20)

and two-form NS-NS B-field,

Bµz5 = A(3)
µ . (D.2.21)
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This is the D2(12)–D2(34)–F1(5) solution of type IIA theory. To go to type-IIB theory we need

to perform a set of T-duality transformations (B.3) on it. We perform T-dualities along z3, z4

and z5 directions upon which we get D5(12345)–D1(5)–P(5) solution. We recall the T-duality

rules (B.3) for a duality along z-direction:

G′zz =
1

Gzz

, (D.2.22)

G′µz =
Bµz

Gzz

, (D.2.23)

G′µν = Gµν −
GµzGνz −BµzBνz

Gzz

, (D.2.24)

B′µz =
Gµz

Gzz

, (D.2.25)

B′µν = Bµν −
BµzGνz −GµzBνz

Gzz

, (D.2.26)

e2φ′ =
e2φ

Gzz

, (D.2.27)

C ′
(n)
µ...ναz = C(n−1)

µ...να − (n− 1)
C

(n−1)
[µ...ν|zG|α]z

Gzz

, (D.2.28)

C
′(n)
µ...ναβ = C

(n+1)
µ...ναβz + nC

(n−1)
[µ...ναBβ]z + n(n− 1)

C
(n−1)
[µ...ν|zB|α|zG|β]z

Gzz

. (D.2.29)

Now, we first perform T-dualities along z3, z4 directions after which we get the following

fields:

ds2
10 = − 1

Z3

√
Z1Z2

(dt+ κ)2 +
√
Z1Z2hmndx

mdxn

+

√
Z2

Z1

(dz2
1 + dz2

2 + dz2
3 + dz2

4) +

√
Z1Z2

Z3

dz2
5 , (D.2.30)

e2φ =
Z

3/2
2

Z3

√
Z1

, (D.2.31)

C(5)
µz1z2z3z4

= A(1)
µ , C(1)

µ = −A(2)
µ , Bµz5 = A(3)

µ . (D.2.32)

Next, with another T-duality along z5-direction, we get the required D1-D5-P configuration.
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For the final configuration the IIB dilaton reads:

e2φ =
Z2

Z1

, (D.2.33)

and the metric takes the form,

ds2
10 = − 1

Z3

√
Z1Z2

(dt+ κ)2 +
√
Z1Z2hmndx

mdxn

+
Z3√
Z1Z2

(dz5 + A(3)
µ dxµ)2 +

√
Z2

Z1

(dz2
1 + dz2

2 + dz2
3 + dz2

4), (D.2.34)

together with the associated RR-field components,

C(6) = A(1)
µ dxµ ∧ dx1 ∧ dx2 ∧ dx3 ∧ dx4 ∧ dx5 + A(1)

µ A(3)
ν dxµ ∧ dxν ∧ dx1 ∧ dx2 ∧ dx3 ∧ dx4,

C(2) = −A(2)
µ dxµ ∧ dx5 − A(2)

µ A(3)
ν dxµ ∧ dxν . (D.2.35)

The above solution can be considered in terms of a six-dimensional part and the remaining four-

torus part. The six-form potential C(6) is just the electromagnetic dual of a two-form potential

C(2) (refer to B.1). However, we do not need to follow the tedious steps to convert it to a two-

form as by comparing the metric (D.2.34) with the GMR form (D.1.1), a complete dictionary

between the variables in both the set-ups can be obtained. Also by using this dictionary the

GMR form of the field strength (D.1.3) can be written in terms of the BW variables. The same

results can be expected from electromagnetic duality.

The GMR formalism corresponds to minimal supergravity solution where the dilaton field

is set to zero. In the present set-up (D.2.34) which we obtained from the Bena-Warner form of

the solution, the dilaton can be set to zero by taking Z1 = Z2. Inserting A(3)
µ dxµ from (D.2.13)

in metric (D.2.34) we get,

ds2
10 = −2Z−1

1 (dt+ κ)(dz5 + ω3) + Z3Z
−1
1 (dz5 + ω3)2 + Z1hmndx

mdxn + ds2
T4
, (D.2.36)

where

ds2
T4

= dz2
1 + dz2

2 + dz2
3 + dz2

4 , (D.2.37)

170



is the metric on the four-torus. Now with the following identifications

z5 = v, Z1 = H,

Z3 = 1− F
2
, ω3 = β,

κ =
β + ω

2
, t =

u+ v

2
. (D.2.38)

we can match the Bena-Warner solution (D.2.36) with the GMR form (D.1.1). Also according

to the dictionary (D.2.38), the GMR field strength (D.1.3) takes the following form :

G =
1

2
? dZ1 −

1

4Z1

(dz5 + ω3) ∧ [dκ− ?dκ] +
1

2Z1

[(dt+ κ)− Z3

2
(dz5 + ω3)] ∧ dω3

− 1

2Z2
1

(dz5 + ω3) ∧ (dt+ κ) ∧ dZ1, (D.2.39)

which using the BW equations of motion simplifies to

2G = ?dZ1 + d

[
(dz5 + ω3)] ∧

(
dt+ κ

Z1

− ω1

)]
+ ω1 ∧ dω3. (D.2.40)

The RR field strength in ten dimensions is normalised as F = 2G, with the associated 2-form

field

C = −
[(

dt+ κ

Z1

− ω1

)
∧ (dz5 + ω3)

]
+ σ, (D.2.41)

where an explicit expression for σ cannot be obtained in general. It satisfies,

dσ = ?dZ1 + ω1 ∧ dω3. (D.2.42)

One can easily check that the three form ?dZ1 + ω1 ∧ dω3 appearing on the right hand side of

equation (D.2.42) is exact due to BW equations of motion for Z1.

D.3 Relation between GMR and BW

Now that we have a simple dictionary (D.2.38) we can easily relate BW and GMR equations

of motion. On the GMR side, we look at v-independent solutions while on the BW side we
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consider solutions with Z1 = Z2 and ω1 = ω2.

We consider BW equations and using the dictionary transform them into GMR equations.

Consider BW equation (D.2.15),

dκ+ ?dκ = 2Z1dω1 + Z3dω3. (D.3.43)

Rewriting this equation using dictionary (D.2.38), we have

2dω1 =
1

Z1

(dκ+ ?dκ− Z3dω3) (D.3.44)

=
1

2H
(dω + ?dω + 2(1− Z3)dβ) =

1

H
(dω + ?dω + Fdβ) = G+, (D.3.45)

where we have used the fact that dβ = dω3 is self dual, cf. (D.2.14). It then immediately

follows that dG+ = 0, which is one of the GMR equations, cf. (D.1.7). Similarly, from the BW

scalar equations (D.2.16) for Z1 we have,

∇2Z1 = ∇2H = − ? d ? dH = ?(dω3 ∧ dω2) = ?

(
dβ ∧ G+

2

)
, (D.3.46)

which implies (D.1.5). Similarly,

∇2Z3 = −1

2
∇2F = ?(dω1 ∧ dω2) = ?

(
G+ ∧ G+

4

)
, (D.3.47)

which implies (D.1.4).
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Appendix E

General solution for wave equation in KK

background

In this appendix we are going to discuss solution to the general wave equation 5.2.29 which we

rewrite here
d2T

dr2
+

2

r

dT

dr
− L2

r2
T +

1

Q2
Kr

2
(V 2r2 −Q2

K)∂2
ξT = 0. (E.0.1)

where the angular momentum operator L2 satisfies the following equation

−l(l+1)Y q
lm =

1

sin θ
∂θ(sin θ∂θY

q
lm)+

1

sin2 θ
(Q2

K∂
2
sY

q
lm+∂2

φY
q
lm−2QK cos θ∂φ∂sY

q
lm). (E.0.2)

Similarly we rewrite the radial equation (5.2.34)

d2f

dr2
+

2

r

df

dr
− l(l + 1)

r2
f +

1

Q2
Kr

2

(
V 2r2 −Q2

K

)(
− q2

Q2
K

)
f = 0. (E.0.3)

E.1 Angular Equation

Coming to the angular part which is given by the equation (E.0.2), writing the s, θ and φ-eigen

vectors as Ψs, Ψθ and Ψφ respectively and using the eigenvalue equations (5.2.30) it reduces to

just the θ-equation

−l(l + 1)Ψθ =
1

sin θ
∂θ(sin θ∂θΨθ) +

1

sin2 θ
(−q2 −m2 + 2qm cos θ)Ψθ. (E.1.4)
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In the limit q = 0, the above angular equation reduces to

−l(l + 1)Ψθ =
1

sin θ
∂θ(sin θ∂θΨθ)−

m2

sin2 θ
Ψθ, (E.1.5)

solution to which is given in terms of associated Legendre polynomial of first kind Pm
l and

associated Legendre polynomial of second kind Qm
l as

Ψθ = c1P
m
l (cos θ) + c2Q

m
l (cos θ). (E.1.6)

The second function Qm
l (cos θ) diverges at θ = 0 so we set c2 = 0. Thus the complete angular

solution for q = 0 is given by

Y m
l (θ, φ) = ΨθΨφ = CeimφPm

l (cos θ), (E.1.7)

C being the normalization constant.

Now, coming to the q 6= 0 case, making the change of variables x = sin2 θ
2

in equa-

tion (E.1.4) it reduces to

[
x(1− x)

d2

dx2
+ (1− 2x)

d

dx
− q2 +m2 − 2qm(1− 2x)

4x(1− x)
+ l(l + 1)

]
Ψ(x) = 0. (E.1.8)

where now Ψθ is a function of x and denoted as Ψ(x).

Taking the ansatz

Ψ(x) = xp(1− x)kF, (E.1.9)

where F is a function of x, the angular equation (E.1.8) reduces

x(1− x)
d2F

dx2
+ [2p(1− x)− 2kx+ 1− 2x]

dF

dx
+
[
p(p− 1)

1− x
x

+ k(k − 1)
x

1− x

−2pk +
1− 2x

x
p− 1− 2x

1− x
k − q2 +m2 − 2qm(1− 2x)

4x(1− x)
+ l(l + 1)

]
F = 0.

(E.1.10)
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This equation though looks very complicated yet can be solved using Mathematica. Solving

this we get the solution in terms of hypergeometric functions 2F1 and is of the form

F (x) = (−1)
(−m+q+1)

2 x−p(1− x)−k
(

1− x
x

) (m+q)
2 [

C1(−1)qxq2F1(q − l, l + q + 1;

−m+ q + 1;x) + C2(−1)mxm2F1(m− l, l +m+ 1;m− q + 1;x)
]
, (E.1.11)

where C1, C2 are constant coefficients. 2F1 is the hypergeometric function. From this we can

write Ψ(x) as

Ψ(x) = (−1)
1
2

(−m+q+1)

(
1− x
x

) 1
2

(m+q) [
C1(−1)qxq2F1(q − l, l + q + 1;−m+ q + 1;x)

+C2(−1)mxm2F1(m− l, l +m+ 1;m− q + 1;x)
]
. (E.1.12)

Here, x = sin2
(
θ
2

)
which takes values 0 ≤ x ≤ 1. The hypergeometric function 2F1(a, b; c;x)

with |x| < 1 converges for c 6= 0,−1,−2, . . . which implies for the first term in (E.1.12) we

have q > m− 1. For l = 1, we have m = −1, 0,+1. Thus we have a convergent series for the

first term if q > 0. Similarly, for the second term we have q < m + 1 which implies q < 0. If

we choose only q < 0 case then we can set C1 = 0.

For |x| = 1, the hypergeometric function 2F1(a, b; c;x) converges for c > a + b which

implies for the solution to converge we need

q < −m. (E.1.13)

Thus for the solution to be convergent we have the following values of q

q = −3/2,−2, . . . . (E.1.14)

The complete angular solution can be written as

Y q
lm(s, θ, φ) = ΨsΨθΨφ = Neimφeiqξ Ψ

(
sin2 θ

2

)
, (E.1.15)
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N is the normalization constant. This gives the angular solution to the wave equation (5.2.29).

Next, we come to solving the radial part (5.2.34).

E.2 Radial Equation (r-equation)

The radial equation is given by (5.2.34)

d2f

dr2
+

2

r

df

dr
− l(l + 1)

r2
f +

q2

r2

(
1− V 2r2

Q2

)
f = 0. (E.2.16)

In the limit q = 0 the above equation reduces to

d2f

dr2
+

2

r

df

dr
− l(l + 1)

r2
f = 0, (E.2.17)

solution to which is the same as in []given by

f(r) =
∑
l≥0

[Arl +Br−l−1]. (E.2.18)

Thus the complete s-independent solution to the Laplace equation is given in terms of angular

part (E.1.7) and radial part (E.2.18).

We are trying to construct solutions which depends on the fibre direction s as well. We have

already the form of the spherical harmonics Before considering the general radial let’s consider

the simplest case when V = Q
r

. Then, the radial equation takes the following form,

r2d
2f

dr2
+ 3r

df

dr
− l(l + 1)f = 0. (E.2.19)

If we choose f = rλ the equation becomes

[λ(λ− 1) + 3λ− l(l + 1)]f = 0 (E.2.20)

For lowest harmonics choosing l = 0, solving λ(λ− 1) + 3λ− l(l + 1) = 0 we get the radial
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function f to have the following form

f = C1 + C2r
−2, (E.2.21)

for some constant coefficients C1 and C2. However, for the general case when we have asymp-

totically flat spacetime

V = 1 +
Q

r
, (E.2.22)

the radial equation (5.2.34) looks like

d2f

dr2
+

2

r

df

dr
− l(l + 1)

r2
f − q2

Q2
f − 2

q2

rQ
f = 0. (E.2.23)

This equation looks like radial Schrödinger equation in the }2 = 2m limit. The associated

energy and charge are given by

E = − q
2

Q2
, e2 = −2q2

Q
. (E.2.24)

Substituting the above expressions and taking the ansatz f = S
r

, equation (E.2.23) reduces to

d2S

dr2
− l(l + 1)

r2
S +

e2

r
S + ES = 0. (E.2.25)

Solving the above equation we get

S(r) = c1M−
√
q2, l+ 1

2

(
2
√
q2r

Q

)
+ c2W−

√
q2, l+ 1

2

(
2
√
q2r

Q

)
, (E.2.26)

where M and W are the Whittaker functions [99] [100]. These functions can in turn be written

in terms of confluent hypergeometric functions by the following relations

Mk,n(x) = e−x/2xn+1/2
1F1(n− k +

1

2
; 2n+ 1;x), (E.2.27)

Wk,n(x) = e−x/2xn+1/2U(n− k +
1

2
, 2n+ 1, x), (E.2.28)

where 1F1 is the confluent hypergeometric function of first kind and U is the confluent hyper-
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geometric function of second kind. So from the expression (E.2.26) we can write the solution

to the radial equation as,

f =
S

r
= e−

√
q2r
Q

(
2
√
q2

Q

)l+1

rl

[
C lm

1q 1F1(1 + l +
√
q2; 2l + 2;

2
√
q2r

Q
)

+C lm
2q U(1 + l +

√
q2, 2l + 2,

2
√
q2r

Q
)

]
. (E.2.29)

Here, q2 can have both the roots +q and −q. Note that, the confluent hypergeometric function

1F1 and U become polynomials when 1 + l +
√
q2 ≤ 0. Here, we have l = 1 which means we

need
√
q2 ≤ −2. which is only possible if we choose

√
q2 = q = −2,−5/2,−3, . . . (E.2.30)

Or in other words we take only the negative square root part of
√
q2 = −q̃ where, q̃ =

2, 5/2, 3, . . .. Thus we can write the radial solution as

f = e
q̃r
Q

(
−2q̃

Q

)l+1

rl

[
C lm

1q̃ 1F1(1 + l − q̃; 2l + 2;−2q̃r

Q
) + C lm

2q̃ U(1 + l − q̃, 2l + 2,−2q̃r

Q
)

]
.

(E.2.31)

To avoid notational clutter henceforth we simply write q instead of q̃. However, we need to

remember that unlike the q appearing in equation (E.1.14) of the angular solution part here q

takes the values

q = 2, 5/2, 3, . . . . (E.2.32)

Again for the choice of parameters, the confluent hypergeometric functions of the first kind

1F1 can be related to the associated Laguerre functions Lkn(x) by the following relation

1F1(−n; k + 1;x) =
n!k!

(n+ k)!
Lkn(x), (E.2.33)
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with which we can write

1F1

(
1 + l − q; 2l + 2;−2qr

Q

)
=

(2l + 1)!(q − l − 1)!

(l + q)!
L2l+1
q−l−1

(
−2qr

Q

)
.

(E.2.34)

Associated Laguerre function Lλν(x) becomes a polynomial if ν is a non-negative integer which

implies in our case

q − l − 1 ≥ 0. (E.2.35)

with l = 1 this is consistent with (E.2.32). Thus, f has the following form

f = e
qr
Q

(
−2q

Q

)l+1

rl
[
C lm

1q U(1+ l− q, 2l+2,−2qr

Q
)+C lm

2q e
− 2qr

Q L2l+1
−q−l−1

(
2qr

Q

)]
(E.2.36)

where we have used

Lλ−ν−λ−1(z) = (−1)λezLλν(−z) (E.2.37)

Thus simplifying we can write

f =

(
−2q

Q

)l+1

rl
[
C lm

1q e
qr
Q U(1 + l − q, 2l + 2,−2qr

Q
) + e−

qr
QC lm

2q L
2l+1
−q−l−1

(
2qr

Q

)]
.

(E.2.38)

E.2.1 Asymptotic Limits

We need our solution to admit finite values at infinity. We need to consider the asymptotic limits

of the special functions. First we will discuss the asymptotic properties of these functions in

general.

Expanding the associated Laguerre Lkn(x) at x→∞ we have the following general expres-
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sion

Lkn(x) → exx−k−n

(
− Γ(k + n+ 1) sin(nπ)

πx
− (n+ 1)(k + n+ 1)Γ(k + n+ 1) sin(nπ)

πx2

−(n+ 1)(n+ 2)(k + n+ 1)(k + n+ 2)Γ(k + n+ 1) sin(nπ)

(2π)x3

−(n+ 1)(n+ 2)(n+ 3)(k + n+ 1)(k + n+ 2)(k + n+ 3)Γ(k + n+ 1) sin(nπ)

(6π)x4

+O

(
1

x5

)
+ ...

)

+xn

(
(−1)n

Γ(n+ 1)
+

(−1)n+1n(k + n)

Γ(n+ 1)x
+

(−1)n(n− 1)n(k + n− 1)(k + n)

2Γ(n+ 1)x2

−(−1)n(n− 2)(n− 1)n(k + n− 2)(k + n− 1)(k + n)

6Γ(n+ 1)x3
+O

(
1

x4

)
+ ...

)
.

(E.2.39)

As x → ∞ neglecting higher order terms in 1
x

for both the bracketed expressions, we are left

with

Lkn(x)→
(
−exx−k−n−1 Γ(k + n+ 1) sin(nπ)

π
+

(−x)n

Γ(n+ 1)

)
. (E.2.40)

Similarly, the general asymptotic expansion of the confluent hypergeometric functionU(n, k, x)

at x→∞ is given by

U(n, k, x)→ x−n
(

1 +
−n+ kn− n2

x
+O

(
1

x2

)
+ ...

)
. (E.2.41)

So asymptotically U(n, k, x) goes as x−n. Thus, asymptotically the solution (E.2.38) takes the

form;

f ∼ rl

[
C lm

1q e
qr
Q

(
−2qr

Q

)q−l−1

+ C lm
2q e
− qr
Q

((−2qr
Q

)−q−l−1

Γ(−q − l)

−e
2qr
Q

(
−2qr

Q

)q−l−1
sin[(−q − l − 1)π]Γ(−q + l + 1)

π

)]
(E.2.42)

By putting l = 1 and using the fact that Γ(n) diverges for n ≤ 0 we can check that the first

term in the C2 part vanishes where as the last term in the C2 part diverges for all allowed values
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of q i.e. q = 2, 5/2, 3, . . . and no finite solution is possible at infinity. If we take C lm
2q = 0 then

the asymptotic radial solution becomes

f ∼ rC lm
1q e

qr
Q

(
−2qr

Q

)q−2

∼ rq−1e
qr
Q , (E.2.43)

which again diverges at r →∞ for all possible values of q.

E.2.1.1 r → 0 limit

In the z → 0 limit, the Hypergeometric U(a, b; z) function expands as;

U(a, b, z) ∼ z−b
(

Γ(−1 + b)z

Γ(a)
+

(−1− a+ b)Γ(−1 + b)z2

(−2 + b)Γ(a)
+ ...

)
+

(
Γ(1− b)

Γ(1 + a− b)
+

aΓ(1− b)z
bΓ(1 + a− b)

+ ...

)
(E.2.44)

In our case a = 1 + l − q, b = 2l + 2 and z = −2qr
Q

.

So putting l = 1 at r → 0 we have for the C1-term in (E.2.38),

re
qr
Q U(2− q, 4,−2qr

Q
) ∼ re

qr
Q

(
−2qr

Q

)−4
Γ(3)

(
−2qr

Q

)
Γ(2− q)

+
(q + 1)Γ(3)

2Γ(2− q)

(
−2qr

Q

)2

+O(r3) + ...


+re

qr
Q

[(
Γ(3)

Γ(−1− q)
+

(2− q)Γ(3)

4Γ(−1− q)

(
−2qr

Q

)
+O(r2) + ...

)]
(E.2.45)

Now since for q = 2, 5/2, 3, . . ., Γ(2− q) and Γ(−1− q) diverges so we get all terms vanishing

in the r → 0 expansion of C1-term.

Now coming to the C2-term which for l = 1 is of the form

rle−
qr
Q L2l+1
−q−l−1

(
2qr

Q

)
= re−

qr
Q L3
−q−2

(
2qr

Q

)
= −re

qr
Q L3

q−2

(
−2qr

Q

)
(E.2.46)

where in the last step we have used (E.2.37).

For q = 2 the series expansion of L3
0

(
−4r

Q

)
at r = 0 gives 1

Γ(1)
= 1. So we can see for

q = 2 that at r → 0 the radial solution (E.2.38) converges. Similarly, we can check for other

values of q.
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We have developed a solution generating technique, named as Generalised Garfinkle-

Vachaspati transform (GGV) which effectively generates new supergravity solutions from the existing 

ones. The necessary conditions for the implementation of this technique are that the background 

solution admits a null Killing vector 𝑘𝜇 and one or more covariantly constant spacelike vectors 𝑙𝜇
(𝑖). 

Then by suitable transformations of the metric 𝑔𝜇𝜈  and the associated matter fields the GGV can 

generate a new solution as long as the matter field satisfies some additional constraint. We have 

successfully verified our technique by direct computation of the equations of motion for the case of 

supergravity solutions that are given in terms of metric 𝑔𝜇𝜈 , associated two-form matter field 𝐶𝜇𝜈 and 

dilaton field 𝜑 .  Then GGV on the string frame fields as given by, 

  𝑔𝜇𝜈 →  𝑔𝜇𝜈  +  𝛹 𝑒−𝜑 (𝑘𝜇𝑙𝜈  + 𝑘𝜈𝑙𝜇), 

  𝐶𝜇𝜈 →  𝐶𝜇𝜈  −  𝛹 𝑒−2𝜑 (𝑘𝜇𝑙𝜈  − 𝑘𝜈𝑙𝜇), 

is a valid solution generating technique as long as the associated 3-form field strength 𝐹 = 𝑑𝐶 satisfies 

the following transversality condition 

  𝑘𝜇𝐹𝜇𝜈𝜌 =  −𝑑(𝑒−𝜑𝑘)𝜈𝜌. 

Here, 𝛹 is a scalar field that satisfies the following wave equation with respect to the background 

metric i.e. 

  𝛻𝜇(𝑒−2𝜑𝑔𝜇𝜈𝛻𝜈𝛹) = 0, 

and it is compatible with the Killing symmetries  of the background solution for which it needs to 

satisfy 𝑘𝜇𝜕𝜇𝛹 = 0, 𝑙𝜇𝜕𝜇𝛹= 0.  

 We also studied the applications of GGV on a class of D1-D5-P solutions which are considered 

to have contribution to black hole microstates and hence black hole entropies. 
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